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- workers to be assigned to jobs, producers that want to meet sellers, ...
- The task is to optimally match two sets $\left(x_{i}\right)$ and $\left(y_{i}\right)$ via a permutation $\sigma$ in order to minimize (optimize) the total cost

$$
\sum_{i} c\left(x_{i}, y_{\sigma(i)}\right)
$$
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- Concave $c$ yields richer structure and hierarchies with economic interpretation ([McC99])
- Let us look at some simulations.
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## Additive Euclidean Functional Theory

- Random instances of combinatorial optimization problems in Euclidean spaces are well-studied [BHH59]
- Focus on convergence results and typical behavior for large instances.
- Limitations arise for bipartite problems e.g. assignment problem.
- Local fluctuations in number of samples give rise to unexpected cost asymptotics
- On the square [AKT84; Car+14; AST19]...
- but also on the line (folklore?)

$$
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$$
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- Heuristics:
- $0<\alpha<1 / 2 \rightarrow$ the cost scales as $n^{1-\alpha}$
- $1 / 2<\alpha<1 \rightarrow$ local fluctuations dominate and cost scales as $\sqrt{n}$
- We prove:
- convergence a.s. for $0<\alpha<1 / 2$
- convergence in law for $1 / 2<\alpha<1$.
- A (new?) idea: the problem converges to an optimal transport problem with a Brownian bridge "measure" $\Rightarrow$ we propose a generalized optimal transport problem using Young integration.
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## Strategy for $1 / 2<\alpha<1$ : Kantorovich-Young Problem

- We define a variational problem for functions $g$ with finite $q$-variation:

$$
\|g\|_{\mathrm{w}_{\alpha}}=\sup \left\{\int_{l} f d g:[f]_{C^{\alpha}} \leq 1\right\}
$$

where $\alpha+1 / q>1$.

- We investigate some basic properties of this problem.


## Strategy for $1 / 2<\alpha<1$ : Kantorovich-Young Problem

- We define a variational problem for functions $g$ with finite $q$-variation:

$$
\|g\|_{\mathrm{w}_{\alpha}}=\sup \left\{\int_{l} f d g:[f]_{C^{\alpha}} \leq 1\right\}
$$

where $\alpha+1 / q>1$.

- It recovers usual optimal transport if $g$ has bounded variation.
- In the Brownian bridge (random) case $g(t)=B(t)$


## Strategy for $1 / 2<\alpha<1$ : Kantorovich-Young Problem

- We define a variational problem for functions $g$ with finite $q$-variation:

$$
\|g\|_{\mathrm{w}_{\alpha}}=\sup \left\{\int_{l} f d g:[f]_{C^{\alpha}} \leq 1\right\}
$$

where $\alpha+1 / q>1$.

- It recovers usual optimal transport if $g$ has bounded variation.
- We investigate some basic properties of this problem.
- In the Brownian bridge (random) case $g(t)=B(t)$


## Strategy for $1 / 2<\alpha<1$ : Kantorovich-Young Problem

- We define a variational problem for functions $g$ with finite $q$-variation:

$$
\|g\|_{w_{\alpha}}=\sup \left\{\int_{l} f d g:[f]_{C^{\alpha}} \leq 1\right\}
$$

where $\alpha+1 / q>1$.

- It recovers usual optimal transport if $g$ has bounded variation.
- We investigate some basic properties of this problem.
- In the Brownian bridge (random) case $g(t)=B(t)$ :


## Strategy for $1 / 2<\alpha<1$ : Kantorovich-Young Problem

- We define a variational problem for functions $g$ with finite $q$-variation:

$$
\|g\|_{\mathrm{w}_{\alpha}}=\sup \left\{\int_{l} f d g:[f]_{C^{\alpha}} \leq 1\right\}
$$

where $\alpha+1 / q>1$.

- It recovers usual optimal transport if $g$ has bounded variation.
- We investigate some basic properties of this problem.
- In the Brownian bridge (random) case $g(t)=B(t)$ :
- $B$ has finite $q$-variation only if $q>2$


## Strategy for $1 / 2<\alpha<1$ : Kantorovich-Young Problem

- We define a variational problem for functions $g$ with finite $q$-variation:

$$
\|g\|_{\mathrm{w}_{\alpha}}=\sup \left\{\int_{l} f d g:[f]_{C^{\alpha}} \leq 1\right\}
$$

where $\alpha+1 / q>1$.

- It recovers usual optimal transport if $g$ has bounded variation.
- We investigate some basic properties of this problem.
- In the Brownian bridge (random) case $g(t)=B(t)$ :
- $B$ has finite $q$-variation only if $q>2$
- $\Rightarrow$ the problem is only meaningful if $\alpha>1 / 2$


## Strategy for $1 / 2<\alpha<1$ : Kantorovich-Young Problem

- We define a variational problem for functions $g$ with finite $q$-variation:

$$
\|g\|_{\mathrm{w}_{\alpha}}=\sup \left\{\int_{l} f d g:[f]_{C^{\alpha}} \leq 1\right\}
$$

where $\alpha+1 / q>1$.

- It recovers usual optimal transport if $g$ has bounded variation.
- We investigate some basic properties of this problem.
- In the Brownian bridge (random) case $g(t)=B(t)$ :
- $B$ has finite $q$-variation only if $q>2$
- $\Rightarrow$ the problem is only meaningful if $\alpha>1 / 2$
- It explains the "phase transition" at $\alpha=1 / 2$ (the same that leads leads to Rough Paths theory [FV10]).
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- We modify the assignment allowing for a reservoir of points in $\{0,1\}$ of [0, 1] (export/import OT).
- $\Rightarrow$ boundary functional in random combinatorial optimization theory [Ste97; Yuk06].
- A widely open question is whether the asymptotic cost of the boundary functional equals that of the assignment problem.
In our case $d=1, \alpha \in(0,1)$ :
- Due to the concave cost, optimal assignments have the no-crossing property
- $\Rightarrow$ the boundary functional cost indeed is close $\lesssim n^{1 / 2}$ the original assignment problem cost
- By known results in [BB13] it follows convergence for $\alpha<1 / 2$.


## Plan

## (1) Introduction

(2) Main result
(3) Kantorovich-Young problem
4. Application to the assignment problem
(5) Further problems
(6) References

## Hölder and Variation Norms

- Hölder seminorm of exponent $\alpha \in(0,1)$ :

$$
[f]_{C^{\alpha}}=\sup _{s \neq t} \frac{|f(t)-f(s)|}{|t-s|^{\alpha}}
$$

## Hölder and Variation Norms

- Hölder seminorm of exponent $\alpha \in(0,1)$ :

$$
[f]_{C^{\alpha}}=\sup _{s \neq t} \frac{|f(t)-f(s)|}{|t-s|^{\alpha}}
$$

- $p$-variation seminorm (for $p \geq 1$ ):

$$
[f]_{p-\mathrm{var}}=\sup _{\left\{t_{i}\right\}}\left\{\left(\sum\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right|^{p}\right)^{1 / p}\right\}
$$

- Total variation is 1-variation. Functions of bounded variation can be represented by measures.


## Hölder and Variation Norms

- Hölder seminorm of exponent $\alpha \in(0,1)$ :

$$
[f]_{C^{\alpha}}=\sup _{s \neq t} \frac{|f(t)-f(s)|}{|t-s|^{\alpha}}
$$

- $p$-variation seminorm (for $p \geq 1$ ):

$$
[f]_{p-\mathrm{var}}=\sup _{\left\{t_{i}\right\}}\left\{\left(\sum\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right|^{p}\right)^{1 / p}\right\}
$$

- For any $\alpha \in(0,1)$,

$$
[f]_{1 / \alpha-\mathrm{var}} \leq|I|^{\alpha}[f]_{C^{\alpha}}
$$

- Total variation is 1 -variation. Functions of bounded variation can be represented by measures.


## Hölder and Variation Norms

- Hölder seminorm of exponent $\alpha \in(0,1)$ :

$$
[f]_{C^{\alpha}}=\sup _{s \neq t} \frac{|f(t)-f(s)|}{|t-s|^{\alpha}}
$$

- $p$-variation seminorm (for $p \geq 1$ ):

$$
[f]_{p-\mathrm{var}}=\sup _{\left\{t_{i}\right\}}\left\{\left(\sum\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right|^{p}\right)^{1 / p}\right\}
$$

- For any $\alpha \in(0,1)$,

$$
[f]_{1 / \alpha-\mathrm{var}} \leq|I|^{\alpha}[f]_{C^{\alpha}} .
$$

- Total variation is 1 -variation. Functions of bounded variation can be represented by measures.


## Young Integration
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## Theorem (L.-C. Young, 1936)

If $p, q \geq 1$ such that $1 / p+1 / q>1$, then:
both $[f]_{p-v a r}$ and $[g]_{q-v a r}$ are finite.
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## Young Integration

The Riemann-Stieltjes integral $\int f d g$ exists if
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- For $q \in(0,1]$, it induces a distance. Otherwise take its $q$-th root.
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Notation: $\pi \in \Gamma_{\alpha}(g)$.

- We seek a coupling $\pi \in \Gamma_{\alpha}(g)$ minimizing:

$$
\int|t-s|^{\alpha} \pi(d s, d t)
$$

$\Rightarrow$ primal characterization of $\|g\|_{\mathrm{w}_{\alpha}}$.

## Duality

As expected we have agreement between the two problems.

## Proposition (Kantorovich-Young duality)
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- In particular, the set $\Gamma_{\alpha}(g)$ is not empty.
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- By Birkhoff's theorem

$$
\mathrm{M}_{\alpha}\left(\left(X_{i}\right)_{i=1}^{n},\left(Y_{i}\right)_{i=1}^{n}\right)=\mathrm{W}_{\alpha}\left(\sum_{i=1}^{n} \delta_{X_{i}}, \sum_{i=1}^{n} \delta Y_{i}\right)=n\left\|F_{n}-\tilde{F}_{n}\right\| \mathrm{w}_{\alpha} .
$$
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- By a result [HD01], there exists a Brownian bridge $B_{n}$ such that for every $p \geq 1$,
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