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Navier—Stokes Equations with Shear-Thickening Viscosity.
Regularity up to the Boundary

H. Beirao da Veiga

Abstract. In this article we prove some sharp regularity results for the stationary and the
evolution Navier-Stokes equations with shear dependent viscosity, see (1.1), under the no-slip
boundary condition (1.4). We are interested in regularity results for the second order derivatives
of the velocity and for the first order derivatives of the pressure up to the boundary, in dimension
n > 3. In reference [4] we consider the stationary problem in the half space R” under slip and
no-slip boundary conditions. Here, by working in a simpler context, we concentrate on the basic
ideas of proofs. We consider a cubic domain and impose our boundary condition (1.4) only on
two opposite faces. On the other faces we assume periodicity, as a device to avoid unessential
technical difficulties. This choice is made so that we work in a bounded domain 2 and, at the
same time, with a flat boundary. In the last section we provide the extension of the results from
the stationary to the evolution problem.

Mathematics Subject Classification (2000). Primary 35J25, 35Q30; secondary 76D03,
76D05.

Keywords. Navier—Stokes equations, shear dependent viscosity, regularity up to the boundary.

1. Introduction

Throughout this work u and 7w denote, respectively, the velocity and the pressure of
a viscous incompressible fluid. We are mainly interested in studying and improving
regularity results for solutions to the evolution Navier—Stokes equations for flows
with shear dependent viscosity, namely

du

— 4w -Vu—-V-T(u,m)=f,

ot (1.1)

V-u=0,

under suitable boundary conditions, where 1" denotes the Cauchy stress tensor:

T=-nl4+vr(u)Du, (1.2)
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%Du denotes the symmetric gradient, i.e.,
Du=Vu+Vaul,

and
vr(u) = vy + v |DulP2 (1.3)

denotes the viscosity. Here 1y and v; are strictly positive constants. In the follow-
ing we consider the case p > 2.

The system of equations (1.1), for p = 3, was introduced by J.S. Smagorinsky,
see [41], as a turbulence model. For arbitrary p the system was introduced and
studied by O. A. Ladyzenskaya, already as a turbulence model, in references [20],
[21], [22] and [23]. J.-L. Lions considered similar models, in which D is replaced
by Vu. See [26] and [27], Chap. 2, n. 5. It is worth noting that (1.2) satisfies the
Stokes Principle, see [43]. A clear and rigorous discussion on this subject is given
by J. Serrin in reference [40], p. 231, where the above physical principle is stated
in a postulational form.

In order to avoid additional calculations we assume that p < 3. However, this
restriction is not at all necessary, in the sense that, basically, the same argument
gives similar results for p > 3. The case 2 < p < 3 (specially p = 3) has been
applied in the last forty years to model turbulence phenomena in fluid flows, a main
problem in theoretical, applied and numerical Fluid Mechanics; see, for instance,
[8], [13], [17], [18], [19], [25], [34], [41] and the references therein. Nonlinear shear
dependent viscosity also models properties of certain materials. The cases p > 2
and p < 2 captures shear thickening and shear thinning phenomena, respectively.
See, for instance, [35]. Finally we refer the reader to the recent, challenging, work
[16]. We thank the author for sending us a preliminary manuscript.

Higher order regularity results up to the boundary, for solutions to problem
(1.1) (and similar ones) in regular bounded open sets 2 C R?, under the no-slip
boundary condition

are studied in depth in reference [29]. Nevertheless these results may be improved.
In reference [4] particularly sharp regularity results in the half-space R’} (note the
flat boundary) were obtained for the stationary problem

—1yV-Du—w V- (|Duff>Du) +Vr=f,
(1.5)
V-u=0

under slip and no-slip boundary conditions. In the R} case we do not have the
inclusion LY C L? if ¢ > p. The lack of this property, which holds in a bounded
domain €2, implies some secondary but involved arguments which substantially
upset the main stream of the proofs. In order to work with a flat boundary T’
and, at the same time, in order to keep a functional framework where the above
inclusion holds, we are led to consider here a cub-shaped domain €2, and to impose
the boundary condition (1.4) on two opposite sides. On the remaining sides we
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assume periodicity conditions (in this way we avoid singularities due to the corner
points). This enables us to emphasize the very basic ideas of our method.

In the forthcoming paper [6] we extend to arbitrary regular open sets 2 all the
regularity results obtained below for D?u and V.

Remark 1.1. On the convective term. In proving higher order regularity
results for the classical Navier—Stokes equations (i.e., when p = 2), the convective
term plays a secondary rule, in spite of its responsibility for the (possible) lack
of regularity of the solution. In fact, in proving these type of results, the central
point is represented by the higher order regularity for the Stokes linear equation
like, for instance, the classical Cattabriga—Solonnikov estimates. The convective
term is then simply treated as a “right-hand side”. In the current case (i.e., when
p # 2) the situation is quite similar. Hence, we treat the stationary problem
(1.5) without the convective term and show, just as a final corollary, that the
regularity results proved for the stationary generalized Stokes problem continue to
hold for the stationary generalized Navier—Stokes problem. The same holds in the
time-dependent case, provided p > 2 + % .

Obviously, as in reference [4], no single term on the left-hand side of (1.5) can
be treated as a “right-hand side” (as wrongly remarked somewhere).

Remark 1.2. On the evolution problem. Below we show that higher order
regularity results for the evolution problem (1.1) can be obtained in quite a simple
way as corollaries to the corresponding results for the stationary problem (1.5).
Hence the crucial point is the study of the stationary problem (1.5).

Remark 1.3. On the regularity up to the boundary. When p # 2, there
is an unusual increment of difficulty in going from the proof of interior regularity
to that of regularity up to the boundary for solutions to (1.5). A sign of this fact
is the lower regularity obtained for the second order derivatives of the velocity
(and for the first order derivatives of the pressure) in the normal direction, in
comparison to the other directions. One of the main reasons is the following one.
In proving interior regularity by the classical translation method, translations are
admissible in all the n independent directions. This allows suitable estimates for
V Du. Notice that these latter is obtained here thanks to the possibility of using
translations in all directions. Furthermore, it is easily shown that ¢|VVu| <
[VDu| < C|VVul. These two facts together lead to the conclusion that we can
formally replace Du by Vu in equation (1.5). However, in proving regularity up to
the boundary, it is well known that this replacement is no longer allowed. In fact,
solutions to the model of J.-L. Lions belong to W22 up to the boundary. It is not
accidental that there is a very extensive literature on interior regularity for the
above problem but, as far as we know, only a few papers concerning regularity up to
the boundary, at least in the 3D case. Within this same subject, for completeness,
see also Remark 5.1 below.

Remark 1.4. On the slip boundary condition. In [4] we also consider the
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case of slip boundary condition. For simplicity we take here into account only the
no-slip condition (1.4), and assume n = 3. However, by following [4], we easily
extend to the slip boundary condition all the results proved below.

Results. The main results are proved in Theorems 3.1, 3.2, 3.4 and 3.5 (see also
Lemma 3.10) for the stationary problem, and in Theorems 10.3 and 10.4 for the
evolution problem. This set of theorems improve the previous known results when
applied under the same hypotheses.

Without any claim of completeness, in addition to the articles already quoted,
we would like to mention the following articles related to the problems treated in
this paper: [1], [4], [9], [10], [11], [12], [14], [15], [24], [28], [29], [30], [31], [36], [37],
[38], [39], and all the relevant references therein.

For the shear thinning case, p < 2, see [5] and references therein.

Added in proof. In the forthcoming paper [7], the results proved below have been
improved. For instance, in Theorems 3.4 and 3.5 the solutions u satisfy

we WhrH(Q) N W2 5 (Q).

Similar extension holds for the evolution case. Further, by appealing to the ideas
developed in reference [6], we may extend these new results to the case of non-flat
boundaries.

2. Notation, weak solutions and some auxiliary results

Throughout this paper, 2 denotes the 3-dimensional cube © = (]0,1[)3. Further-
more, we set

I ={z:|x1], |z2| <1, 23 =0}, T4 ={z:|a1], |22 <1, 23 =1}.

The Dirichlet boundary condition (the condition in which we are interested here)
will be imposed only on
I=I_UTl,.

The problem is assumed to be periodic, with period equal to 1, both in the x; and
the zo directions. Of course, the “significant” boundary is I'. Sometimes, we will
use the term “boundary” to denote I'. For convenience we set

¥ = (z1,12).

By 2/-periodic we mean periodic of period 1 both in z; and z5. A similar conven-
tion is assumed for expressions like z’-periodicity and so on.

If X is a Banach space, we denote by X' its strong dual space. We use the
same notation for functional spaces and norms for both scalar and vector fields.
The symbol || - ||, denotes the canonical norm in LP(Q), and || - || that in L?(1).
WLP(Q) denotes the usual Sobolev space.
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We set
Vo ={veW"(Q): (V-v)q=0; vp=0;vis 2’ — periodic} . (2.1)
Note that, by inequalities of Korn’s type, we get the following result.
Lemma 2.1. There is a positive constant ¢ such that the estimate

IVullp + llvllp < ¢l Dol (2.2)

holds, for each v € V},. Hence the two above quantities are equivalent norms in V.
For the proof see, for instance, [34], Proposition 1.1.

Definition 2.1. Assume that

fe). (2:3)
We say that u is a weak solution to problem (1.5), (1.4) if u € V), satisfies
1
= / vr(uw)Du-Dvde = [ f-vde (2.4)
2 Jo Q

forallveV,.

For each u, v € V), we define (A u, v) as the left-hand side of (2.4). It is readily
seen that the operator A : V,, — sz satisfies the assumptions in Theorems 2.1 and
2.2; see Chap. 2, Sect. 2 of [27]. This shows existence and uniqueness of the weak
solution.

By replacing v by u in equation (2.4) one gets

vo [IVull® + vy [ Dullh = (f,u) (2.5)
where the symbols (-, -) denote a duality pairing. Note that the left-hand side of
equation (2.5) is just (Awu, u). This shows that the assumption (2.3) in Theo-

rem 2.1 of reference [27] holds.
From (2.5) there readily follows the basic estimates

vy [IVull® + 2o v [ Dull} < |l f]1%,

_1
vor? | Vaul® + o8 (| Dul? < c||f]1% .

In particular

vo [Vull < c|l£],
L (2.7)
v [Vaull, <cl|l £l -

By restricting (2.4) to divergence-free test-functions v with compact support
in ©, by De Rham’s theorem there follows the existence of a distribution m (de-
termined up to a constant) such that

Vr=-V-[uVu+v [DuP?Dul+f=V-(Ur+U2)+f, (2.8)
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Equation (2.8) shows that the first equation (1.5) holds in the distributions sense.
The following result is well known.

Lemma 2.2. If a distribution g is such that Vg € W=1%(Q), then g € L%(Q)
and
l9llzy < clVgllw-1e, (2.9)

where Ly = L*/R.
From (2.8) and (2.7) it readily follows that = € L (Q) and that
Ill 2 < eCFI 11 F 1l )-

We end this section by introducing some more notation.
We denote by D?u the set of all the second derivatives of u. The meaning of

expressions like || D? u/| is clear. The symbol D? u denotes any of the second order
derivatives 0%u;/ dz; Oy other than the derivatives 0%u;/dx3, if j =1 or j = 2.

2

Moreover,
(2.10)

0% u
212 . 3
D2 = | 5

2 3
‘ 82Uj

Z Ox; Oxy,

i,4,k=1
(i,k)#(3,3)

Similarly, V* may denote any first order partial derivative, other than 9 /0 zs.
Some integrability exponents play a crucial role in our proofs and are, for the
reader’s convenience, introduced here.
In the sequel p denotes an exponent that lies in the interval
2<p<3 (2.11)

and ¢ an exponent that lies in the interval
p<q<6.

We denote by p’ the dual exponent
(2.12)

/ p

p=—.
p—1
In general, for 1 < r < 3 we define the Sobolev embedding exponent r* by the
equation
1 1 1
—==-——. 2.13
r* r 3 ( )
Given p and g as above we define r = r(q) by
1 -2 1
Y (2.14)
r 2q 2
and 7 =¢q(q) by 277
1 p-2 1 p—2 p—2 1
S S S AT ST 2.15
q r* 2q * 6 * 2 ( )



Vol. 11 (2009) Navier—Stokes Equations with Shear-Dependent Viscosity 239

and set
¢ = min{g,r}. (2.16)

The assumption p > 2 is essential in many points of our proofs. However,
the assumption p < 3 can be relaxed, or even dropped, in many statements (for
instance, 2 < p is sufficient in Theorem 3.1 and 2 < p < 4 in Theorem 3.4).
However, in order to avoid cumbersome distinctions, we assume condition (2.11).

We denote by ¢ a generic positive constant that may change from equation
to equation. The positive constants ¢ do not depend on the parameters p and g,
in the usual sense (i.e., they are bounded from above for p and ¢ varying in the
ranges considered here). As a rule, we let the constants ¢ depend on vy and 4. It
is easily seen that if 0 < v < vy, 1 < U the constants ¢ depend only on v and 7.
Nevertheless, we may let the constants vy and v, appear when this provides a
better understanding of some manipulation.

3. The stationary problem. Main results

In this section we state our main results concerning the stationary problem. For
the evolution problem see Section 10. We also include some explanation regarding
the “architecture” of the proofs. We start with the following very basic result.

Theorem 3.1. Assume that
fe L*9Q) (3.1)

and let u, m be the weak solution to problem (1.5) under the boundary condition
(1.4) plus x'-periodicity (problem (2.4)).
Then the derivatives D? u belong to L?(Q), moreover

—2
w0 ID2 ull + (vo 1) || [Du]*F* V* Du| < ]| f]. (3.2)

Furthermore D*u, |Du|P~2V*Du and V*r belong to L¥ (Q) and satisfy the
estimate

IV 7l + 1D* ully + [ [DulP=* V" Duly < K, (3-3)
where K, has the form
p—2
Kp = clfll+clDullp [If]l- (3.4)
Finally,
on
— € LP°(Q
G € (@),
and
IVall,, <c 1+ Ifl+cky, (3.5)

where pg = min{g, p'} while q is given by setting ¢ = p in equation (2.15).
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Note that by (2.7) one has, in particular,
3p—1
Kp <cllfll+ellfl===

Moreover, if p = 2 we reobtain the classical result for the Stokes linear equation,
namely, if f is square integrable so is V7. It is interesting to observe that in the
very significant case of the Smagorinsky exponent p = 3 it follows that py = g.
Hence, p§ = 2, i.e. the pressure 7 is square integrable. The exponents p’ and
po in the estimates (3.3) and (3.5) will be improved below. Nevertheless, for
completness, we remark that pg =p' if 2 <p <2+ % and pp =7qifp>2+ %. For
p=2+% onehaspozp’:ﬁz%

If we assume that (3.6) below holds for some ¢ > p, then Theorem 3.1 can be
improved. Actually, we will show that (3.6) holds provided that p < 3. However,
it is more convenient to start by establishing the result in the conditional form
below. The assumption 3 < ¢ < 6 is essentially superfluous.

Theorem 3.2. Let f, u and w be as in Theorem 3.1 and assume, in addition, that

Due Li(Q) (3.6)
for some 3 < q < 6. Then, in addition to (3.2), one has
D?u, |DulP"2V*Du, V* 7 € L"(Q). (3.7)
More precisely,
IV* @ll, + [1D* ully + | [DulP~2 V* Dull, < K4, (3.8)
where Kq has the form
Ky = cllfl +clDulls 1] (3.9)
and r is given by (2.14).
or

Concerning the regularity of the derivative F25 one has the following result.

Lemma 3.3. Under the assumptions of Theorem 3.2 one has

o
0

zs3

<L+ KEP ISl + ek, (3.10)
q
where q is defined in (2.16). In particular, by (3.8),

[Vrlly <e [1+KE72] (I fIl+ e Ky (3.11)

Remark. We note that the above quantity Xy does not correspond to the quantity
defined in reference [4] by the same symbol. In fact, the quantity IC, defined by
(3.9) corresponds to the quantity defined in [4] equation (5.5) by the symbol .,
where r is related to ¢ by (2.14).
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Theorem 3.4. Let f, u and 7 be as in Theorem 3.1. Then, in addition to (3.2),
one has
D?u, |DulP2V* Du, V* 1 € L'(Q),

where 4
—-p
l=3——. 3.12
— (3.12)
More precisely,
2 ox 2
[V* all, + D> ully + || [ DufP~2 V* Dully < || f]| + || fI|7. (3.13)
Finally,
am
— e L™(Q), 3.14
e L) (3.14)
where 6(4 )
—-p
= =/ 3.15
In particular,
VreL™Q),
and ) )
IV, < c(lfl7 +1£1177). (3.16)

Remarks. Note that (3.13) improves (3.5) since p’ <l if 2 < p < 3. Moreover,
u € WH'(Q), where I* = 3(4 — p). Clearly I* > p for 2 < p < 3. In addition,
u € C%*(Q), where a = i%z. Also note that m > p' if p < 2+ 2.

It is significant that, when p = 2, the statements and estimates established
in Theorems 3.1 and 3.4 coincide with the classical results for the linear Stokes

problem.

Theorem 3.5. All the regularity results stated in Theorems 3.1, 8.2 and 3.4, and
in Lemma 8.10, hold for the generalized Navier—Stokes equations

-1V -Du—1y V- (|’Du|p72’Du) +(w-Vu+Vr=f,
(3.17)
V.-u=0.

4. Main lines

In order to help following the proofs we briefly illustrate the main lines. The
starting point is the proof of (3.2), given in Section 4. Then in Section 5 we
prove under the assumption (3.6), the estimate (3.8). In Section 6 we prove the
estimate (3.10). At this point Theorem 3.1 is completely proved since, if ¢ = p,
weak solutions satisfy (3.6) and the estimates (3.3) and (3.5) coincide with (3.8)

/

and (3.3) respectively. In particular r = p'.



242 H. Beirao da Veiga JMFM

Now we comment on Theorem 3.2, which is a main step in order to prove Theo-
rem 3.4. By Theorem 3.2 for ¢ = p (i.e. by Theorem 3.1) it follows that u € W2?',
A Sobolev embedding theorem shows that u € W% where qo = (p')* = 2533. If
p < 3, then g9 is larger than p. This fact opens the way to a bootstrap argument
by applying again Theorem 3.2, now with ¢ = ¢». The bootstrap argument works
well and leads to a chain of “intermediate” W2 !» regularity results, by applying
at each step Theorem 3.2 to the previous value of the parameter q. Theorem 3.1
is just the first element of this chain. By the above argument we prove an infinite
sequence of regularity results. A further, natural, problem is trying “to pass to
the limit” in the above sequence of regularity results and proving in this way that
u € W2, where [ is the upper bound of the exponents [,, for which u € W2, We
succeed in proving this last step. This leads to Theorem 3.4. In this theorem the
exponent [ turns out to be just the exponent for which Theorem 3.2 with ¢ = [*
yields w € W2!. Then, by a Sobolev embedding Theorem, v € W' . In other
words, [* is the fixed point of the map ¢ — r — r*. So, further regularity cannot
be obtained by appealing to Theorem 3.2.

Finally, the reason that leads us to separate Lemma 3.3 from Theorem 3.2 is
to emphasize that the regularity of 88—;3 is simply obtained as a final by product
(in contrast with the main rule of the regularity of all the other derivatives of u
and 7 in each steep of the bootstrap argument).

In the stationary case the above sequence of results obtained by the boot-
strap argument are stronger for larger values of the “step number” n. Each of
these single results gives rise to a regularity result for the evolution problem,
as follows immediately from Section 9. However, in the evolutionary case, as n
increases the space-regularity exponents still increase but the time-regularity ex-
ponents decrease. See Theorems 10.3 and 10.4. The mathematical motivation for
this situation is clear from the proofs given in Section 9.

Remark. For convenience, in treating the evolutionary case, we state in explicit
form only the two “extreme” cases of the above chain of possible results.

5. Regularity of the D? u derivatives. Proof of estimate (3.2)

In this section we prove Theorem 5.2 below concerning the Stokes stationary prob-
lem (1.5). The following result is well known.

Lemma 5.1. Let U,V be two arbitrary vectors in RN, N >1 and p>2. Then

(UP=2U = VIP=2V) - (U = V) = 5 (U2 + VP72) [U = VI,

N | =

(5.1)
[Up=20 — ir=2v] < P22 (i + V) U - v
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Theorem 5.2. Assume that 2 < p and that f, uw and 7™ are as in Theorem 3.1.
Then the derivatives D% u belong to L*(Q2) and satisfy the estimate (3.2).

Proof of Theorem 5.2. Let u be a weak solution, i.e. u € V), is a solution to the
problem

%/Du-Dvd:H%/|Du|P*2Du-Dvda;:/f.vda:, (5.2)
for each v € V. For arbitrary scalar or vector fields v we set
Thv(x) = v(®1, ..., Th—1, Tk + A, Ty, -, Tn)s
where h € R and k, k # n, is assumed to be fixed. Here n = 3. We also set
_—h
o =105 Ahv:v hv

Note that the above translations are done in the tangential directions.
By writing (5.2) with v replaced by v" and by replacing, in the integrals on the
left-hand side, the variable xj by x; — h, one easily shows that

%/Duih-DvdI—l— %/|Du7h|p72Du7h-Dvd:r:/f~vhda:. (5.3)

By taking the difference between equations (5.2) and (5.3), respecting the left and
right sides, and by dividing by h one gets

il DAL u ~Dvd:c—|—i DulP?Du— [Du"P2Du") - Dvdx
2 2h

1
=7 /f (v — ") da. (5.4)
By setting v = Ap u in equation (5.4) and by taking into account the estimate
1
}E /f-(v—vh)d:v
it follows that
? / |D Ay ul? do + ;—}L ([DulP2Du— [Du"P2Du") - (DA u)dx

v—oh
h

< IA1

\ < 17119l (5.5)

<cl[fIIV(Anu)].- (5.6)
On the other hand, due to the divergence-free property, one has
/|D A ul? do = 2/ IV A ulf? de. (5.7)

Since the second term on the left-hand side of (5.6) is nonnegative it follows that
D?u € L?(2), moreover,

3 82’“-
|| | <<l 5.8
+ijk:1 Haxzafljk ‘ —CHfH ( )
(1.k)#(3.3)

82 us
I/()HD2u|| =1 H—
* 03
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The inclusion of the derivative 9?ugz/dz3 in the above estimate follows by differ-

entiation with respect to x3 of the equation V -« = 0. This proves the first part
of the estimate (3.2). Next we prove the second part of this estimate. Since

IV Apul < DIl
it readily follows from (5.6) and (5.8) that

/|DAhu|2d:c—|—— (|DufP?Du— |Du7h|p72Du7h)~DAhudz

¢ 2
< .
=% A1 (5.9)
Setting U = Du and V = Du~" in equation (5.1) it follows that

% ([DulP?Du— [Du P *Du™") - DAL u

([DufP=2 + [Du™"P~2) |D Ay ul? (5.10)

N)I)—l

almost everywhere in 2. From (5.9) and (5.10) it follows that
Yo / |D Ay ul?de + vy / ([Du[P~2 + [Du"P~2) DA, ul* da

<ecyytIfI% (5.11)

Next we pass to the limit in (5.11), as h — 0. Clearly, Du~" — Du almost
everywhere in €. On the other hand, due to (5.8), we know that

0

VAU — Ve

8:17k
almost everywhere in . In particular, the same property holds by replacing V
by D. The above considerations, together with the nonnegativity of the integrands
that appear on the left-hand side of inequality (5.11), allow us to pass to the limit
by using Fatou’s lemma. This yields

2 2
Vo / ‘D@ dz + 11 / |Dul|P~2|D dr < cvy |1 fII% (5.12)
for each k # 3. Hence,
2 ou
vo | D ull® + 14 |7Da— <CV0_1HfH2- (5.13)
k=
The proof of the estimate (3.2) is accomphshed O

Remark 5.1. A main device. It is worth noting that, even if vy = 0, we may
obtain all the results proved in this paper, at least if we replace the term |D u|P~2
by (1 + |Du|)?P~2. In fact the main rule played by the vg term is just to guarantee
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that the left-hand side of (5.7) is bounded by the right-hand side. For convenience,
we write this estimate in the form

ViDul|* < c||V.Vul? (5.14)

Let us show how to obtain this estimate when vy = 0, by appealing to the fact
that the tangential derivatives of u vanish on the significant boundary (z3 = 0, 1).

Proposition 5.1. Let p > 1 be arbitrary and assume that u € V,. Assume,
further, that V.Du € LP(Q). Then D?u € LP(Q)). Moreover,

1D ull < VD, (5.15)

Proof. In fact, since v = Ap u € Vj, by applying (2.2) to v we get
IV AR ullp < c|DARL - (5.16)

Hence ||V, Vul, < ¢||ViDull,. Finally, |[D?ul|, < ¢||V.Vul, as follows from
Vu = 0. O

6. Proof of Theorem 3.2

For convenience, from now on the positive constants ¢ may depend on vy and vy.
It is easily seen, in particular, that if 0 < v < 1y, 1 < 7 the constant ¢ depends
only on v and 7. Nevertheless, in some calculations we let the constants vy and
vy explicitly appear for a better understanding of the manipulations.

We start this section by recalling the following result.

Lemma 6.1. Let g(z) be a scalar field in Q such that
g=V - -wy, andVg=V- -W,
where wo € LP(Q) and W € L*(Q), for some a > 3> 1. Then

gl < ¢ ([lwollpsqy + IWllLe(a)) - (6.1)

The above result (for a bounded domain with a Lipschitz-continuous boundary)
and 3 = « is proved in reference [32]. The above extension is easily proved by
applying (2.9) to g — g, together with simple devices. Here g denotes the mean
value of g.

It is also worth noting that the constant ¢ may be chosen independently of o
and 3, provided that 1 < a; < < a < ag, for some fixed exponents «; and as.

It is worth noting that if 2 < p < 3 and p < ¢ < 6, then % < r < 2. The lack of
dependence of the constants ¢ on p, ¢, r follows from this fact, since the constants
that appear in the embedding theorems used in the sequel, as well as in (2.9), are
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uniformly bounded from above if the exponents in the Lebesgue spaces lie away
from 1 and from oo.

Proof of Theorem 3.2.

Lemma 6.2. Assume (3.6). For k = 1,2, the terms |D u|p_2D59—£tc and the de-

rivatives TTL satisfy the estimate (3.8). In particular,

or

‘ prm <K,. (6.2)

T

Proof. Straightforward calculations show that

0 ou ou
— (|IDu|P?>Du) = |DulP?*D=— —2)[DulP* (Du-D—=— | Du. (6.3
([Dul 2 Du) = DD + (= DDuP (Du- D) D (63)
On the other hand, by differentiation of equation (1.5) with respect to zx, k = 1,2,
it follows that

ou
V—=V_. [uoDa—}—i—V [

p (|Du|p_2Du)] +V-G
k

0
Yoxy
=V [Us+Us+ G, (6.4)
of

where, for uniformity of notation, we introduce G;; = dx; fi;. Hence V-G = T

moreover |G| = |If]l-
Next we estimate suitable norms of the terms that appear inside square brackets
on the right-hand side of equation (6.4). By (5.8),

1Us]| =

ou
— | < . .
D | <<l 65)

On the other hand, by using (6.3), one shows that
2 u
&ck afk

almost everywhere in Q. Moreover, by Hélder’s inequality and assumption (3.6),
one has

([DulP?Du)| <c[DulP~? |D , (6.6)

_ du 2 ou
H |DulP 273% ) <|Dully” H |Du| = Da o (6.7)
Hence, by (5.13), it follows that
Jdu
[pur=2p 2| < ipuli® 111, (65)
€T ks
This proves the first statement in the lemma. Furthermore,
0
1Tallr = |1 5— (IDUIP )| <clDullyT IIf]. (6.9)
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By using (6.1), with g = aa—;k, a=rand 8 =p, and by (2.8), (2.7) and (6.4), it
follows that

or
HaT < e (IF1+ £ 1o + 1Tl + Gl + 11Uall,) (6.10)
By (6.5) and (6.9) we get (6.2). 0

Note that from equations (6.8) and (6.2) we get the estimate (3.8) for the first
and the last term on the left-hand side. The missing term is the subject of the
following lemma.

2.,
Lemma 6.3. The derivatives %, j = 1,2 satisfy the estimate
3

0%u
Ll <Ky (6.11)

Proof. By using (6.3), the j*® equation (1.5) may be written in the form

9? uj e~ (D%, 02 uy,
_ DulP—2 J
vo Z —n[Dul Z < ox? + oz; (%c;g)

k=1

( 9% uy 9% up, ) on
+ +

3
—(p—2 D p—4 Dy D; E
(p = 2)n[Dul Z b 238\ O Oy, 07y Ok Ox;

l,m,k=1

=f;, (6.12)

where D;; = (Du);; = 8“1 + 6”7 and 1 < 5 < 3. Let us write the first two
equations (6.12), k =1, 2, as follows:

02 u; 02 u; 2 0wy
DulP2=—L+4+2(p—2)1n|DulP~*D, Dig——
vy o2 + vy Dl o2 +2(p—2)v1|Dul Jsé 5522
om
—F‘(x)—l———f‘, (6.13)
J 8(17j J

where the Fj(z), j # 3, are given by

2 2 3

— L | Dufp2 Duy
P &ck
9% us 02y,
—2(p = | DuP~4 < Dys D; § DD
(p Jv1|Dul 33 D)3 8352 +lmk 1 i Jka e
(m,k)#(3,3)

(6.14)
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In the sequel, equation (6.13), j = 1,2, will be treated as a 2 x 2 linear system in
2 0
the unknowns %, j # 3. Note that, with an obviously simplified notation, the
3
measurable functions Fj satisfy

|Fj(@)] < ¢ (vo+ (p = 1) v1|Du(2)P7?) | D2 u(z)], (6.15)

a.e. in . B
We denote by Fj the right-hand sides

- fi, (6.16)

that appear in the above 2 x 2 system (6.13).

2

Let us show that the 2 x 2 system (6.13) can be solved for the unknowns %,
3
j =1,2, for almost all x € (.
The elements a;; of the matrix system A are given by
aj] = (1/0 + 1 |Du|p_2) 5]‘1 +2 (p - 2) 12 |’Du|p_4’D13 ng ,
for j,1 # 3. Note that a;; = a;;. One easily shows that

2

Z a;1&6 = (o +v1 [DulP~2) > + 2 (p— 2) v [DulP~ [(Du) - €]3
=1

Hence the matrix A is symmetric and positive definite. Moreover, the above
identity shows that all the eigenvalues are larger than or equal to v +vq |[Du|P~2.
Hence,

det A > (vo + vy |[DulP™2)2.

Next, by setting & = we get from (6.13), i.e. from

625

2
> a4 =F;, (6.17)
=1

that
2

2
Y aj88=> Fg. (6.18)
j=1

l,j=1

Consequently (v + v1 |DulP~2) €2 < |F||¢|, which shows that

<|F|:= <Z|F |2)1/2, (6.19)

Jj=1

8’(1,[

(vo + 11 [DulP~?) Z

=1

almost everywhere in 2. By appealing to (6.15) and (6.16) one shows that

2

(vo-+0[Duf?~?) Z

=1

< c(vo+n[Dul’=?) D2 u(z)|+c (Vx| + |£]), (6.20)
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where p — 1 was incorporated in the constant c. In particular,

>

=1

(92 uy
2
Oxs

< c|Du(a)| +evg ' (Vo 7| +1£]), (6.21)

almost everywhere in . There readily follows, by appealing to (6.2) and(5.8),
that (6.11) holds. The proof of Proposition 3.2 is accomplished. O

7. Proof of Lemma 3.3

We define r* as the Sobolev embedding exponent

1 1 1 p-2 1

=l _- =2 242 7.1
r r 3 2q + 6 (7.1)

and g by equation (2.15). By (6.11), (5.8) and a Sobolev embedding theorem,

vo||Dulr« < Ky . (7.2)
Hence, by Hoélder’s inequality,
11Du?=? D3ullg < || Dul|?2 | D3ul . (7.3)
By (5.8) one gets
11DulP~2 Dullg < ¢ | Dull7=* vy HIF]- (7.4)

From equation (6.12) written for j = 3, we get an expression for 8‘9—; in terms of

functions already estimated. In particular,

on
92| =€ (vo + (p = 1) v1 [Du(z)P~?) | D u(z)|
2 (92 up
+c(p—2)v1 | Du(z) P2 Z 5 + | f3(z)], (7.5)
=1

almost everywhere in €.
By appealing to (6.19), (6.16) and (6.15) we prove that

<e[(wo+ nlDu(@)?) [D2u@)| + [V xl + 7], (76)

om
(91:3
where ¢ is independent of p since p is bounded from above. Hence, by (7.4)
and (5.8),

By appealing to (6.2) and (7.2) one proves (3.10). O

or

8$3

Cse (1 2 pulz) 1A+ eIl @)
q
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8. Proof of Theorem 3.4

In the sequel || ||x,s denotes the norm in the Sobolev space W*:5((Q).
We define r = r(q) by (2.14), and the Sobolev embedding exponent * by
(2.13). Hence r* = r*(q) is defined by

6q
3p—-2)+q’
for p < ¢ < 6. In the following r = r(q) and r* = r*(q).
Theorem 3.2 shows that if u € W9, then u € W?2". Moreover, by (3.8),

r(q) = (8.1)

l[ull2.r < Ky -
Hence, by a Sobolev embedding theorem, v € W' and
[ull1,0+ < collull2r < Kq-

Since 1 + p—32 < r < 2, the distinct values of the embedding constants ¢y are

bounded from above by a constant independent of r. We incorporate this constant
(once and for all) in K.
This shows the following result.

Lemma 8.1. If a solution u belongs to W9, then u belongs to W, where r*(q)
is given by (8.1), moreover

p—2
[ullir < cllfll+ellull % 1£1- (8.2)

Since p > 2 the function 7*(q) is increasing and bounded from above (for
instance, by 6). Next we define the increasing sequence

q =p,
8.3
{ qn+1 = r (qn) ( )

Clearly
oo =3 (4 —p) (8.4)

is a fixed point of 7*, (g0 ) = ¢oo , MOreover

lim ¢, = ¢oo - (8.5)
From (8.2) it follows that
p—2
ulltgnin < ellfIl+ellfHull G, - (8.6)

Next we appeal to an induction argument. Note that for n = 1 one has

l[ullg = llull1p-
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If we are able to show that the quantities a,, = ||ul|1,4,, at least for large values of n,
are uniformly bounded by a finite number L, then well know results in Functional
Analysis, together with (8.5), yield

l[ullg < L (8.7)

For convenience set b = ||f| and a = 252. Note that 0 < o < 1 provided that
2 < p < 4. Denote by A the (unique) solution of the equation A = ¢b + ¢b A®.
By (8.6) one has any1 < cb+cba®. Set by = a; and bpy1 = cb+ cbbl. Clearly
an < by, for each n. It is easily seen that if b; < A, then the sequence b, is strictly
increasing an converges to the fixed point A. If b > A, then the sequence decreases
to the value A. Hence the sequence b,, converges to A, so a,, < 2\ for large values
of n. On the other hand, one easily shows that

A< 2b+ (2ch)Tw .
Hence, under the hypothesis of Theorem 3.4, one has

_2
lullgee < el fll+ellflT= (8.8)

Theorem 3.4 follows now by applying once more Theorem 3.2, now with ¢ = g
given by (8.4). In this case equation (2.14) shows that r = r(gso) = I, with [ given
by (3.12). Hence, from (3.8), it follows that

p—2
IV* 7l + [ID*ull + [[DulP~* V* Dulls < Koo < cllfll+clDullZ 1]l (3.9)

Finally, by appealing to (8.8) we get (3.13).
Regularity and estimates for Z—;’ follows immediately from Lemma 3.3. Actu-

ally,
or
0 I3

The estimate (3.16) follows by appealing to (2.6). Concerning the exponent m,
from (2.15) with ¢ = goo it follows that

p(p—1)

<c(IDully+ [Dull, = + I+ 1F177). (8.10)

’ m

Qoo = M.
Since m <[ and r = [, it follows from (2.16) that

Joo = min{q.,l} =m.

9. Proof of Theorem 3.5

Since

/(u-V)u~ud:c:O,
Q
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it readily follows that all the estimates stated in Section 2 for weak solutions hold
for solutions u to the problem (3.17), i.e. to the problem

~V -Du—w V- ([Dul>*Du) + V7 =F, 0.1)
V-u=0. .
where F' = f — (u- V) u. In particular, by (2.7),
1
lullwre < cllfllp (9:2)

Note that our thesis follows if we succeed in proving that F' € L?(£2). By Holder’s
inequality,
[(u- V) ull < lu

Voulls

p*

where s = 52—%. By well know embedding theorems it follows that

[(u- V) ull < ellullwr [|u] (9:3)

W%vp, .
By appealing, in particular, to the compact embedding of W2 into W2* one
shows that to each positive real € it corresponds a positive C. such that

[0l 3.0 < Cellvllwre +€llvllya -
Consequently,
IFIF< A1+ e lullwre (Ce lullwe + € Jullya ). (9.4)
On the other hand, from (3.3),
p—2
lullyzsr < c(L+Dullp” )| FIL. (9.5)
Hence
p—2 9 p—2
lullyan < c(T+llullyy ) (I I1+Ce lullfy s )+ coe (L+{lully 3 ) lullipllullzp - (9.6)

By appealing to equation (9.2), and by choosing a sufficiently small €, say € such
that

_1 —P
coe(llFlly +IfI) <

we get the desired a priori estimate for ||u|/;2, in terms of || f|. This leads to
the boundedness of || F'||.

)

N =

10. The evolution Navier—Stokes equation

Let us write (1.1) in the more explicit form

0
—u+(u-V)u—V0V~Du—V1V~ (|DulP?Du) + V= f,

ot
Vw0, (10.1)
u(0) = up(x).
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In the sequel we merely prove the a priori estimates that lead to our results.
Complete proofs are done by applying the estimates to the approximate solutions
obtained by the Faedo-Galerkin method. By now this is a well-known device.
See, for instance, [34] Section 2 where this method is followed for the evolution
Ladyzhenskaya model.
Multiplication by u, integration in 2 followed by suitable integrations by parts
show that
1d
2 dt
By integration of (10.2) with respect to time, one gets the following result:

Vo 14!
w1 + 2 D ul + [Pl = | fuds (102)

Lemma 10.1. Let u be a weak solution to problem (10.1) under the boundary
condition (1.4) plus ©’-periodicity. Then u satisfies the estimate

0 1 + 20l ) + vl
1
< e (IO + = 1701 ) (103)

Next we prove a stronger estimate “in time”. See (10.5). A complete proof
of this estimate is done by passing through the solutions of a suitable family
of approximate problems. This can be done by appealing to a Faedo—Galerkin
procedure as, for instance, in Theorem 2.2 in reference [34].

We define M by the equation

T T
& _
M2 = 2exp{y—1/ Dl Pdt}-{y0||Duo||2 + v Duoll} +c/ ||f(t)||2dt}.
0 0

(10.4)
Note that, by (10.3), the first integral in the right-hand side of (10.4) can be
estimated in terms of the data since 4 — p < p.
One has the following result:

Lemma 10.2. Let u be as in Lemma 10.1 and assume that ug € V,, (10.9) holds
and f € L?(0,T;L?). Then

du
ot

Proof. By suitable integrations by parts, it follows that

2

. + 10 [VulFe o2y + 1 [V Ullf o pipry < cM? (10.5)
L2(0,T;L

Vld

B ou vy d
_/sz [V (v Vu+un|Dulf?Du) + V7| — do == 2p di

— — | Dul? Dull”.
57 dr =5 —|Dul+5- [ Dul?

(10.6)
On the other hand

/ (- V)ul? dz < cflull, IV ulf. (10.7)
Q p=2
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Furthermore
[ull 22, < ellullp-, (10.8)
provided that
2
p> 2+ v (10.9)

Remark. The assumption (10.9) is superfluous if we drop the term (u- V) u from
equation (1.1).

By appealing to a Sobolev embedding theorem together with (2.2), one shows
that

I(u- V) ul < c|[Dul. (10.10)
Hence, from (10.1) and (10.6), one gets
ou _
|94 + 0 vl Dl < (U117 + 1l D). G011

From (10. 11) straightforward, well-known manipulations show that

Finally, by (2.2), (10.5) follows for some constants c. O

vomgey TPz + 0 DU gy S M2 (1012
L2(0,T;L

One has the following results.

Theorem 10.3. Let u be a weak solution to problem (10.1) under the boundary
condition (1.4) plus a’-periodicity, where ug € V,, and f € L*(0,T;L?). Assume
that p satisfies (10.9). Then
we L20,T; W) 0 L=(0, T; WhP),

Vre LQ(O,T;LPO), (1013)

ou

at
In particular (10.5), (10.16) and (10.17) hold, where M is given by equation (10.4).

€ L*(0,T; L?).

Theorem 10.4. Under the assumptions of Theorem 10.3
we L7770, T; W n L0, T; W),

2(4 p)

Vme L™ 7 (0,T;L™), (10.14)
ou 9 9
o7 €LX(0.T:L%).

Moreover the estimates (10.5), (10.19) and (10.20) hold.
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Proof of Theorem 10.3. One has, almost everywhere in ]0, T|,

oDy V- ([DulP> Du) + V7 = () — (- V) u— T

Hence, by taking into account (3.3), one shows that

p—2
lull2pr < c(IIFIl+ 1D ullp™ [I£1])

du
ot

pP—2
2

2 b2
+c([Dull} + IDull,* ) +¢ + D ullp . (10.15)

at

’8u

By appealing to (10.5), straightforward calculations show that

2(p—1)

lall 2o, 7wy < e(M+TEM? +TEMS + M5 ), (10.16)

in ]0, T'[. Note that we may easily obtain more stringent estimates.
Similarly, by appealing to (3.5), one easily proves that

IV 7llL20, 7, 1,,) < F(T, M). (10.17)

An explicit expression for F is left to the reader.
In particular, (10.5), (10.16) and (10.17) show that (10.13) holds.

Proof of Theorem 10.4. Next we combine (10.5) with (3.13). Now p’ is replaced
by . The main difference is that now there is the additional term || || 7 . Instead
of (10.15) one gets
_2
lullze < e(IFIl+[1£1777)

_a ou
+ c(HDuHi + ||’Du||4fp) +c (HE

U) : (10.18)

a.e. in ]0, T[. Hence, by taking the (4 — p)'" power of both sides of (10.18) and
by integrating in €2, one shows that

Nz
ot

llull La-»(0, 7y w2ty < Fo(T, M), (10.19)

where an expression for Fo(T, M) is easily obtained from (10.18) and (10.5).
Finally, by appealing to (3.16), similar devices show that

HVTFH 2(4—p) §.7:1(T, M) (10.20)
L » (0,T;L™)

Remark. Note that stronger estimates for the terms V*m, D?u and |Du|P~2V*Du
can be easily obtained.
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