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#### Abstract

Navier-Stokes equations with shear dependent viscosity under the classical nonslip boundary condition were introduced and studied in the 1960s by O. A. Ladyzhenskaya and, in the case of gradient dependent viscosity, by J.-L. Lions. A particular case is the well-known Smagorinsky turbulence model. This is nowadays a central subject of investigation. On the other hand, boundary conditions of slip type seems to be more realistic in some situations, in particular in numerical applications. They are a main research subject. The existence of weak solutions $u$ to the above problems, with slip- (or nonslip-) type boundary conditions, is well-known in many cases. However, regularity up to the boundary still presents many open questions. In what follows we present some regularity results, in the stationary case, for weak solutions to this kind of problem; see Theorem 3.1 and Theorem 3.2. The evolution problem is studied in a forthcoming paper [6]. A cornerstone in our proof is the classical Nirenberg translation method; see [38]. (C) 2004 Wiley Periodicals, Inc.


## 1 Introduction

The Navier-Stokes system of equations with shear dependent viscosity has been studied in the last fifty years by a great number of researchers, not only in pure and applied mathematics, but also in engineering, physics, and biology. A typical model is the well-known Ladyzhenskaya model

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+u \cdot \nabla u-\nabla \cdot T(u, \pi)=f  \tag{1.1}\\
\nabla \cdot u=0
\end{array}\right.
$$

where $T$ denotes the stress tensor

$$
\begin{equation*}
T=-\pi I+\nu_{T}(u) \mathcal{D} u . \tag{1.2}
\end{equation*}
$$

Here,

$$
\begin{align*}
\mathcal{D} u & =\nabla u+\nabla u^{\top}, \\
v_{T}(u) & =v_{0}+v_{1}|\mathcal{D} u|^{p-2}, \tag{1.3}
\end{align*}
$$

and $v_{0}$ and $\nu_{1}$ are strictly positive constants. Note that (1.2) satisfies the Stokes principle; see [50] and [45, p. 231], where this physical principle is stated in a postulational form. For $p=n=3$, the above model is the classical Smagorinsky model, introduced in reference [48] as a simple turbulence model; see [19] and references therein.

It is worth noting that, from the mathematical viewpoint, the crucial characteristic of models like (1.3) is the growth of the convex potential $|\mathcal{D} u|^{p}$ near $\infty$ (and, to a minor extent, near 0 ). In this sense, we prefer to show the main points by giving the proofs in the representative case (1.3), rather than risk hiding ideas and methods in a more general setting.

The first mathematical studies on the above kind of equations go back to O. A. Ladyzhenskaya in a series of remarkable contributions; see [22, 23, 24, 25]. Similar results were obtained by J.-L. Lions for models in which $\nabla u+\nabla u^{\top}$ is essentially replaced by $\nabla u$; see [30] and [31, chap. 2, sec. 5]. More precisely,

$$
\begin{equation*}
T=-\pi I+v(u) \nabla u \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
v(u)=v_{0}+v_{1}|\nabla u|^{p-2} . \tag{1.5}
\end{equation*}
$$

Essential existence, uniqueness, and regularity results for Ladyzhenskaya-type models under the nonslip boundary condition (1.10) can be found in [35] and references therein. The recent literature on this subject seems particularly wide. Hence, without any claim of completeness, we refer, for instance, to $[1,7,9,10,11,12,13$, $17,22,23,24,25,26,27,32,33,34,35,36,40,41,42,44]$ and to the references given by these authors.

It should be emphasized that theoretical contributions (contrary to applied results) mostly concern the homogeneous boundary condition $u=0$. However, many other boundary conditions are crucial in applications. In particular, the following nonhomogeneous slip-type boundary condition appears to be quite important in many fields:

$$
\left\{\begin{array}{l}
\left.(u \cdot \underline{n})\right|_{\Gamma}=0  \tag{1.6}\\
\beta u_{\tau}+\left.\underline{\tau}(u)\right|_{\Gamma}=b(x)
\end{array}\right.
$$

where $\underline{n}$ is the unit outward normal to the domain's boundary $\Gamma, \beta \geq 0$ is a given constant, and $b(x)$ is a given tangential vector field. We denote by $\underline{t}=T \cdot \underline{n}$ the normal component of the tensor $T$, by $u_{\tau}=u-(u \cdot \underline{n}) \underline{n}$ the tangential component of $u$, and by $\underline{\tau}$ the tangential component of $\underline{t}$,

$$
\begin{equation*}
\underline{\tau}(u)=\underline{t}-(\underline{t} \cdot \underline{n}) \underline{n} . \tag{1.7}
\end{equation*}
$$

Straightforward calculations show that

$$
\begin{equation*}
\underline{\tau}(u) \cdot v=v_{T}(u) \sum_{i, k=1}^{n}\left(\frac{\partial u_{i}}{\partial x_{k}}+\frac{\partial u_{k}}{\partial x_{i}}\right) n_{k} v_{i} \tag{1.8}
\end{equation*}
$$

for each $v$ tangential to the boundary. Hence, if $\Omega=\mathbb{R}_{+}^{n}$, then

$$
\begin{equation*}
\underline{\tau}(u) \cdot v=v_{T}(u) \sum_{j=1}^{n-1}\left(\frac{\partial u_{j}}{\partial x_{n}}+\frac{\partial u_{n}}{\partial x_{j}}\right) v_{j} \tag{1.9}
\end{equation*}
$$

on $\Gamma=\mathbb{R}_{+}^{n}$, since $v_{n}=0$. The first deep mathematical study of this type of boundary condition was done in the pioneering paper [49] by V. A. Solonnikov and V. E. Ščadilov.

Here we also take into account the nonslip boundary condition

$$
\begin{equation*}
\left.u\right|_{\Gamma}=0 \tag{1.10}
\end{equation*}
$$

As shown in what follows, our proofs immediately apply to this problem by doing suitable simplifications.

For results and applications of boundary conditions like (1.6), see, for instance, [ $3,4,5,8,9,14,16,20,21,28,39,43,46,49,51]$ and references therein; see also [45, p. 240] for a discussion of this subject.

We are interested here in proving strong regularity, up to the boundary, of weak solutions. The really new obstacles that one faces arise due to the interaction between the nonlinear terms containing $\nabla u+\nabla u^{\top}$ and the boundary conditions. We concentrate our attention on this new point, by avoiding obstacles and situations that can be tackled by appealing to complex but known techniques. The classical obstacle to proving the regularity of the solutions is the presence of the convection term. However, as for proving regularity results for solutions to the classical Navier-Stokes equations, this term can be treated here as a "right-hand side." Concerning the evolution problem, it seems that the regularity of the derivative $\frac{\partial u}{\partial t}$ is not a substantial obstacle to proving the regularity of the solutions; see [6] and the remark below. Hence, we will concentrate our attention on the following stationary problem in $\mathbb{R}_{+}^{n}$ :

$$
\left\{\begin{array}{l}
-v_{0} \nabla \cdot\left(\nabla u+\nabla u^{\top}\right)  \tag{1.11}\\
\quad-v_{1} \nabla \cdot\left(\left|\nabla u+\nabla u^{\top}\right|^{p-2}\left(\nabla u+\nabla u^{\top}\right)\right)+\nabla \pi=f \\
\nabla \cdot u=0
\end{array}\right.
$$

We have also obtained similar but stronger results for solutions to the simplest Lions model

$$
\left\{\begin{array}{l}
-v_{0} \Delta u-v_{1} \nabla \cdot\left(|\nabla u|^{p-2} \nabla u\right)+\nabla \pi=f(x)  \tag{1.12}\\
\nabla \cdot u=0
\end{array}\right.
$$

We do not present these results here.
Remark 1.1. In reference [6], by heavily appealing to Theorems 3.1 and 3.2 below, we prove strong regularity results for solutions to the full Navier-Stokes evolution system (1.1) under the boundary conditions (1.6) or (1.10) and given initial data. For regular data, it is known that $u \in L^{\infty}\left(0, T ; W^{1, p}\right)$ and $\frac{\partial u}{\partial t} \in L^{2}\left(0, T ; L^{2}\right)$ if
$p>2$ is sufficient large. For the Stokes system, i.e., the system (1.1) without the convection term $u \cdot \nabla u$, the result holds for each $p \geq 2$.

In [6] we show, in addition, that

$$
\begin{equation*}
u \in L^{2}\left(0, T ; W^{2, p^{\prime}}\right) \tag{1.13}
\end{equation*}
$$

where $p^{\prime}=p /(p-1)$ and $\left.p \in\right] \frac{4 n}{n+2}, 4[$; in particular, $p \in] 2+\frac{2}{5}, 4[$ when $n=3$. Moreover, for $n=3$, we show that

$$
\begin{equation*}
u \in L^{4-p}\left(0, T ; W^{2, l}\right) \tag{1.14}
\end{equation*}
$$

where $l=\frac{3(4-p)}{5-p}$ and $\left.p \in\right] 2+\frac{2}{5}, 3[$.
These results improve (and extend to slip boundary conditions) some of the fundamental results stated in [35] for solutions to the nonslip boundary condition (1.10) in the case $n=3$. In this last reference it is proven (see theorem 1.17) that

$$
\begin{equation*}
u \in L^{\frac{2}{p-1}}\left(0, T ; W^{2, \frac{6}{p+1}}\right) \tag{1.15}
\end{equation*}
$$

for each $p \in] 2+\frac{1}{4}, 3[$. It is worth noting that, for $2<p<3$, one has $l>$ $6 /(p+1)$ and $4-p>2 /(p-1)$. On the other hand, for $p=3$, (1.14) and (1.15) give $u \in L^{1}\left(0, T ; W^{2, \frac{3}{2}}\right)$, but (1.13) shows that $u \in L^{2}\left(0, T ; W^{2, \frac{3}{2}}\right)$. Moreover, (1.13) applies to $p>3$.

By appealing to (1.15), we may show that (1.13) and (1.14) hold as well if $p \in\left[2+\frac{1}{4}, 2+\frac{2}{5}[\right.$, at least for solutions to the boundary value problem (1.10) and $n=3$.

It is significant that all the exponents that appear in equations (1.13), (1.14), and (1.15) are equal to 2 when $p=2$. We point out that, for the Stokes system, all the above results hold for each $p \geq 2$.

## 2 Weak Solutions: Known Results and Notation

A formal integration by parts shows that

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega} \nu_{T}(u) \mathcal{D} u \cdot \mathcal{D} v d x=-\int_{\Omega}\left[\nabla \cdot\left(v_{T}(u) \mathcal{D} u\right)\right] \cdot v d x+\int_{\Gamma} \underline{\tau}(u) \cdot v d \Gamma \tag{2.1}
\end{equation*}
$$

for each divergence-free vector field $v$ tangential to the boundary. For the time being $\Omega$ may be any sufficiently regular open set. It readily follows that (at least formally; see below for the functional framework) $u$ is a solution to problem (1.11) and (1.6) for some $\pi$ if and only if $u \in V$ satisfies (2.8) for all $v \in V$, where $V$ denotes the set of all divergence-free "regular" vector fields tangential to the boundary. Note that $\underline{t} \cdot v=\underline{\tau}(u) \cdot v$, since the test functions $v$ are tangential to the boundary. In the case of the boundary value problem (1.10), vector fields in $V$ are assumed to vanish on the boundary and, in equation (2.8), the terms with $\beta$ and $b$ must be dropped.

The existence of $\pi$ as a distribution follows from well-known results by using divergence-free test functions $v \in C_{0}^{\infty}(\Omega)$ in equation (2.8).

The above considerations give rise to the definition of a weak solution described below.

Let us now introduce the functional setting used in the following and, in particular, fix the space $V$. If $X$ is a Banach space, we denote by $X^{\prime}$ its strong dual space. We use the same notation for functional spaces and norms for both scalar and vector fields. The symbol $\|\cdot\|_{p}$ denotes the canonical norm in $L^{p}\left(\mathbb{R}_{+}^{n}\right)$, and $\|\cdot\|$ that in $L^{2}\left(\mathbb{R}_{+}^{n}\right)$. In general, "integer norms" as well as "integer Sobolev spaces" relate to $\mathbb{R}_{+}^{n}$, and "fractional norms" concern the boundary $\Gamma=\mathbb{R}^{n-1}$. For instance, $\|\cdot\|_{1 / 2}=$ $\|\cdot\|_{1 / 2, \Gamma}$, and $H^{1 / 2}=H^{1 / 2}\left(\mathbb{R}^{n-1}\right)$.

We define $D^{1}:=D^{1,2}\left(\mathbb{R}_{+}^{n}\right)$ as the completion of $C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}}\right)\left(\right.$ or $\left.C_{0}^{k}\left(\overline{\mathbb{R}_{+}^{n}}\right), k \geq 1\right)$ with respect to the norm $\|\nabla v\|$. Moreover, $D_{0}^{1}$ is the completion of $C_{0}^{\infty}\left(\mathbb{R}_{+}^{n}\right)$ with respect to $\|\nabla v\|$. It is well-known (by Sobolev embedding theorems) that

$$
\begin{equation*}
D^{1}=\left\{v: v \in L^{r}, \nabla v \in L^{2}\right\}, \tag{2.2}
\end{equation*}
$$

where $\frac{1}{r}=\frac{1}{2}-\frac{1}{n}$. In particular, the norms $\|\nabla v\|$ and $\|\nabla v\|+\|v\|_{L^{r}}$ are equivalent in $D^{1}$ and in $D_{0}^{1}$. This can be shown by extending $C_{0}^{k}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ to $C_{0}^{k}\left(\mathbb{R}^{n}\right)$ by the well-known reflection method and then by applying the corresponding result in the whole space; see [29] and [18, theorems I. 2 and I. 4 and remark 1 on p. 234]. Though it is not used in what follows, one can show that

$$
D^{1}=\left\{v: \nabla v \in L^{2}, \frac{v}{\left(1+|x|^{2}\right)^{1 / 2}} \in L^{2}\right\} ;
$$

see [18, theorem 1.2]. Clearly, the usual Sobolev spaces $H_{0}^{1}$ and $H^{1}$ are dense and strictly contained in $D_{0}^{1}$ and $D^{1}$, respectively. In particular, it follows that $L^{r^{\prime}} \hookrightarrow\left(D^{1}\right)^{\prime} \hookrightarrow\left(H^{1}\right)^{\prime}$ and $L^{r^{\prime}} \hookrightarrow\left(D_{0}^{1}\right)^{\prime} \hookrightarrow H^{-1}$, where $r^{\prime}=r /(r-1)$.

Since the restriction to a bounded set $B$ of any function in $D^{1}$ belongs to the Sobolev space $H^{1}(B)$, it follows that its trace on the boundary $\mathbb{R}^{n-1}$ is (locally) well-defined as an element of $H^{1 / 2}$. Obviously, functions in $D_{0}^{1}$ have vanishing trace on $\mathbb{R}^{n-1}$. Trace spaces in $\mathbb{R}^{n-1}$ may be studied, in a convenient way, by resorting to the Fourier transform. The trace space of $D^{1}$ is denoted here by $D^{1 / 2}=D^{1 / 2}\left(\mathbb{R}^{n-1}\right)$. Actually, it is the completion of $C_{0}^{\infty}\left(\mathbb{R}^{n-1}\right)$ with respect to the norm induced in $\mathbb{R}^{n-1}$ by the norm $\|\nabla v\|$ in $C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}}\right)$. It consists of functions (distributions) $\psi$ that have a "half derivative" in $L^{2}\left(\mathbb{R}^{n-1}\right)$ (in the usual Fourier transform sense) and that, actually, belong to $L^{s}\left(\mathbb{R}^{n-1}\right)$, where $s$ is given by the Sobolev embedding exponent

$$
\begin{equation*}
\frac{1}{s}=\frac{1}{2}-\frac{1 / 2}{n-1} ; \tag{2.3}
\end{equation*}
$$

see [18, theorem II. 3 and def. II.1] and [15] and references.
We set $D^{-1 / 2}=\left(D^{1 / 2}\right)^{\prime}$. Norms in $D^{1 / 2}$ and $D^{-1 / 2}$ are denoted, respectively, by $[\cdot]_{1 / 2}$ and $[\cdot]_{-1 / 2}$. Note that, by (2.3), one has $L^{s^{\prime}} \hookrightarrow D^{-1 / 2}$ where $s^{\prime}=$ $2(n-1) / n$.

It is worth noting that our main interest here is the local regularity up to the boundary. This leads us to avoid more complex functional frameworks, which have been introduced to deal with the behavior at infinity. For this kind of approach, see (without any claim of completeness) [2], [15, chap. II], [18, 47], and bibliography.

We define

$$
D_{\tau}^{1}=\left\{v \in D^{1}: v_{n}=0 \text { on } \Gamma\right\} \quad \text { and } \quad D_{0}^{1}=\left\{v \in D^{1}: v=0 \text { on } \Gamma\right\} .
$$

$V_{2}$ denotes the space

$$
\begin{equation*}
V_{2}=\left\{v \in D_{\tau}^{1}: \nabla \cdot v=0 \text { in } \mathbb{R}_{+}^{n}\right\} \tag{2.4}
\end{equation*}
$$

if the boundary value problem under consideration is (1.6) and

$$
\begin{equation*}
V_{2}=\left\{v \in D_{0}^{1}: \nabla \cdot v=0 \text { in } \mathbb{R}_{+}^{n}\right\} \tag{2.5}
\end{equation*}
$$

if the boundary value problem under consideration is (1.10). The above subspaces of $D^{1}$ are endowed with the norm $\|\nabla u\|$. Moreover, $[\cdot]_{-1}$ denotes the strong norm in the dual space $\left(V_{2}\right)^{\prime}$.

We set

$$
V=\left\{v \in V_{2}:\|\mathcal{D} v\|_{p}<\infty\right\}
$$

endowed with the norm

$$
\|v\|_{V}=\|\nabla v\|_{2}+\|\mathcal{D} v\|_{p} .
$$

It should be remarked that, by appealing to inequalities of Korn's type, we can verify that $V=\left\{v \in V_{2}:\|\nabla v\|_{p}<\infty\right\}$ and also that $\|\nabla v\|_{2}+\|\mathcal{D} v\|_{p}$ and $\|\nabla v\|_{2}+\|\nabla v\|_{p}$ are equivalent norms in $V$. However, this device is not necessary here and will not be used.

Convention. It is understood, once and for all, that when dealing with the boundary condition (1.10), all the terms containing $\beta$ or $b$ should be dropped from the equations.

Weak solutions exist under the assumptions

$$
\begin{equation*}
f \in\left(V_{2}\right)^{\prime} \tag{2.6}
\end{equation*}
$$

and, concerning the tangential vector field $b$,

$$
\begin{equation*}
b \in D^{-\frac{1}{2}}\left(\mathbb{R}^{n-1}\right) . \tag{2.7}
\end{equation*}
$$

Note that (2.6) holds if $f \in L^{r^{\prime}}$, and (2.7) holds if $b \in L^{s^{\prime}}\left(\mathbb{R}^{n-1}\right)$.
Definition 2.1 We say that $u$ is a weak solution to problem (1.11) and (1.6) if $u \in V$ satisfies

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega} v_{T}(u) \mathcal{D} u \cdot \mathcal{D} v d x+\beta \int_{\Gamma} u \cdot v d \Gamma=\int_{\Omega} f \cdot v d x+\int_{\Gamma} b \cdot v d \Gamma \tag{2.8}
\end{equation*}
$$

for all $v \in V$.

If we consider the Dirichlet boundary value problem (1.10), this definition applies as well, by dropping in (2.8) the terms with $\beta$ and $b$.

By defining $\langle A u, v\rangle$ for each pair $u, v \in V$ as the left-hand side of (2.8), the operator $A: V \rightarrow V^{\prime}$ satisfies the assumptions in [31, theorems 2.1 and 2.2 , chap. 2, sec. 2]. This shows existence and uniqueness of the weak solution.

By replacing $v$ by $u$ in equation (2.8), one gets

$$
\begin{equation*}
v_{0}\|\nabla u\|^{2}+v_{1}\|\mathcal{D} u\|_{p}^{p}+\beta\|u\|_{\Gamma}^{2}=\langle b, u\rangle_{\Gamma}+\langle f, u\rangle_{\Omega}, \tag{2.9}
\end{equation*}
$$

where the symbols $\langle\cdot, \cdot\rangle$ denote "duality pairings" and the trace of $u$ on the boundary is denoted simply by $u$. Note that the left-hand side of equation (2.9) is just $\langle A u, u\rangle$. This shows that assumption (2.3) in [31, theorem 2.1] holds.

From (2.9) there readily follows the basic estimate

$$
\begin{equation*}
\frac{v_{0}^{2}}{2}\|\nabla u\|^{2}+v_{0} v_{1}\|\mathcal{D} u\|_{p}^{p}+\beta\|u\|_{\Gamma}^{2} \leq c_{n}\left([f]_{-1}^{2}+[b]_{-1 / 2}^{2}\right) \tag{2.10}
\end{equation*}
$$

where the constant $c_{n}$ depends only on $n$. In proving (2.10), we use the estimate $[u]_{1 / 2} \leq\|\nabla u\|$.
Remark 2.2. We remark that

$$
\|\nabla u\|_{p} \leq c_{n, p}\|\mathcal{D} u\|_{p} \quad \text { and } \quad\|\nabla u\|_{p, R} \leq c_{n, p}\|\mathcal{D} u\|_{p, R} .
$$

However, we point out that we will not appeal to these estimates.
By restriction of (2.8) to divergence-free test functions $v$ with compact support in $\mathbb{R}_{+}^{n}$ and by (2.1), there follows the existence of a distribution $\pi$ (determined up to a constant) such that

$$
\begin{equation*}
\nabla \pi=-\nabla \cdot\left[\nu_{0} \nabla u+v_{1}|\mathcal{D} u|^{p-2} \mathcal{D} u\right]+f \equiv \nabla \cdot\left(U_{1}+U_{2}+K\right), \tag{2.11}
\end{equation*}
$$

where, for convenience, we represent $f$ in the form

$$
\begin{equation*}
\langle f, w\rangle=\int K \cdot \nabla w d x=\int \sum_{i, j=1}^{n} K_{j}^{i} \frac{\partial w_{i}}{\partial x_{j}} d x \tag{2.12}
\end{equation*}
$$

for all $w \in D^{1,2}\left(\mathbb{R}_{+}^{n}\right)$ where $K \in L^{2}\left(\mathbb{R}_{+}^{n}\right)$. Actually, this representation holds with $K_{j}^{i}=\frac{\partial g_{i}}{\partial x_{j}}$ and $g \in D^{1,2}\left(\mathbb{R}_{+}^{n}\right)$. Moreover,

$$
\begin{equation*}
[f]_{-1}=\|K\| . \tag{2.13}
\end{equation*}
$$

Equation (2.11) shows that the first equation in (1.11) holds in the distributional sense.

Let us make some remarks concerning the pressure. Note that $K$ and $U_{1}=$ $-v_{0} \nabla u$ belong to $L^{2}$ and $U_{2}=-v_{1}|\mathcal{D} u|^{p-2} \mathcal{D} u$ belongs to $L^{p^{\prime}}$. In fact, from (2.10) and (2.13) it follows that

$$
\begin{equation*}
\left\|U_{1}\right\|^{2}+v_{0} v_{1}^{1-p^{\prime}}\left\|U_{2}\right\|_{p^{\prime}}^{p^{\prime}}+v_{0} \beta\|u\|_{\Gamma}^{2} \leq c_{n}\left([f]_{-1}^{2}+[b]_{-1 / 2}^{2}\right) . \tag{2.14}
\end{equation*}
$$

On the other hand, it is well-known that if

$$
\nabla \pi=\nabla \cdot U
$$

for some $U \in L^{\alpha}\left(B_{R}^{+}\right)$, then

$$
\begin{equation*}
\|\pi\|_{L_{\#}^{\alpha}\left(B_{R}^{+}\right)} \leq c\|U\|_{L^{\alpha}\left(B_{R}^{+}\right)} \tag{2.15}
\end{equation*}
$$

where $L_{\#}^{\alpha}=L^{\alpha} / \mathbb{R}$ and

$$
B_{R}^{+}=\left\{x:|x|<R, x_{n}>0\right\}
$$

hence

$$
\pi \in L_{\mathrm{loc}}^{p^{\prime}}\left(\overline{\mathbb{R}_{+}^{n}}\right)
$$

On the other hand, one has, for $p_{0}<p_{1}$,

$$
\begin{equation*}
\|\cdot\|_{L^{p_{0}\left(B_{R}^{+}\right)}} \leq\left|B_{R}^{+}\right|^{\frac{1}{p_{0}}-\frac{1}{p_{1}}}\|\cdot\|_{L^{p_{1}\left(B_{R}^{+}\right)}} \tag{2.16}
\end{equation*}
$$

where $\left|B_{R}^{+}\right|$denotes the Lebesgue measure of $B_{R}^{+}$.
It readily follows from (2.11), (2.14), and (2.15) (with $\alpha=p^{\prime}$ ) that

$$
\|\pi\|_{L_{\#}^{p^{\prime}}\left(B_{R}^{+}\right)} \leq c\left|B_{R}^{+}\right|^{\frac{1}{p^{\prime}}-\frac{1}{2}}\left([f]_{-1}+[b]_{-\frac{1}{2}}\right)+c\left([f]_{-1}+[b]_{-\frac{1}{2}}\right)^{\frac{1}{p^{\prime}}-\frac{1}{2}}
$$

A difficulty similar to the one above (the need to localize the estimates, due to the fact that the canonical inclusion $L^{p_{1}} \hookrightarrow L^{p_{0}}, p_{0}<p_{1}$, fails near infinity) will occur as well in studying the $L^{\alpha}$ regularity of $\nabla \pi$. In this case, however, this difficulty will propagate from the gradient of the pressure to the second-order derivatives of $u$ that are not included in $D_{*}^{2} u$.

We end this section by introducing some more notation. We denote by $D^{2} u$ the set of all the second derivatives of $u$. The meaning of expressions like $\left\|D^{2} u\right\|$ is clear. The symbol $D_{*}^{2} u$ may denote any of the second-order derivatives $\partial^{2} u_{j} / \partial x_{i} \partial x_{k}$ except for the derivatives $\partial^{2} u_{j} / \partial x_{n}^{2}$, if $j<n$. Moreover,

$$
\left|D_{*}^{2} u\right|^{2}:=\left|\frac{\partial^{2} u_{n}}{\partial x_{n}^{2}}\right|^{2}+\sum_{\substack{i, j, k=1 \\(i, k) \neq(n, n)}}^{n}\left|\frac{\partial^{2} u_{j}}{\partial x_{i} \partial x_{k}}\right|^{2}
$$

Similarly, $\nabla^{*}$ may denote any first-order partial derivative except for $\partial / \partial x_{n}$.
We set

$$
\|\cdot\|_{\alpha, R}=\|\cdot\|_{L^{\alpha}\left(B_{R}^{+}\right)}
$$

Finally,

$$
\|f, b\|^{2}=\|f\|^{2}+[b]_{1 / 2}^{2} \quad \text { and } \quad[f, b]^{2}=[f]_{-1}^{2}+[b]_{-1 / 2}^{2}
$$

## 3 Results

Now we state the two main theorems. We set, for each $q>1$,

$$
\begin{align*}
\mathcal{K}_{q}= & c_{n} R\left(\left|B_{R}^{+}\right|^{\frac{1}{q}-\frac{1}{2}}[f, b]+v_{1}\left|B_{R}^{+}\right|^{\frac{1}{q}-\frac{1}{p^{\prime}}}\|\mathcal{D} u\|_{p}^{p-1}\right) \\
& +c_{n}\left(\left|B_{R}^{+}\right|^{\frac{1}{r}-\frac{1}{2}}+(p-1)\left(\frac{v_{1}}{v_{0}}\right)^{\frac{1}{2}}\left|B_{R}^{+}\right|^{\frac{1}{q}-\frac{1}{p^{\prime}}}\|\mathcal{D} u\|_{p}^{\frac{p-2}{2}}\right)\|f, b\| \tag{3.1}
\end{align*}
$$

For convenience we set $\mathcal{K}=\mathcal{K}_{p^{\prime}}$.

THEOREM 3.1 Assume that $2<p$ and that

$$
\left\{\begin{array}{l}
f \in L^{2}\left(\mathbb{R}_{+}^{n}\right)  \tag{3.2}\\
b \in D^{\frac{1}{2}}\left(\mathbb{R}^{n-1}\right)
\end{array}\right.
$$

Let $u, \pi$ be the weak solution to problem (1.11) under boundary condition (1.6) or (1.10). Then the derivatives $D_{*}^{2} u$ belong to $L^{2}\left(\mathbb{R}_{+}^{n}\right)$ and satisfy the estimate

$$
\begin{equation*}
v_{0}\left\|D_{*}^{2} u\right\|+\left(v_{0} v_{1}\right)^{\frac{1}{2}}\left\||\mathcal{D} u|^{\frac{p-2}{2}} \nabla^{*} \mathcal{D} u\right\| \leq c_{n}\|f, b\| \tag{3.3}
\end{equation*}
$$

On the other hand,

$$
D^{2} u,|\mathcal{D} u|^{p-2} \nabla^{*} \mathcal{D} u, \nabla^{*} \pi \in L_{\mathrm{loc}}^{p^{\prime}}\left(\overline{\mathbb{R}_{+}^{n}}\right)
$$

where

$$
\begin{equation*}
p^{\prime}=\frac{p}{p-1} \tag{3.4}
\end{equation*}
$$

In particular, if $p<\frac{n}{n-2}$, then $u \in C_{\mathrm{loc}}^{0, \alpha}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ where $\alpha=\frac{n-(n-2) p}{p}$.
More precisely, for each $R>0$,

$$
\begin{equation*}
\frac{1}{p-1}\left\|\nabla^{*} \pi\right\|_{p^{\prime}, R}+v_{0}\left\|D^{2} u\right\|_{p^{\prime}, R}+v_{1}\left\||\mathcal{D} u|^{p-2} \nabla^{*} \mathcal{D} u\right\|_{p^{\prime}, R} \leq \mathcal{K} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{K}= & c_{n} R\left(\left|B_{R}^{+}\right|^{\frac{1}{p^{\prime}}-\frac{1}{2}}[f, b]+v_{1}\|\mathcal{D} u\|_{p}^{p-1}\right) \\
& +c_{n}\left(\left|B_{R}^{+}\right|^{\frac{1}{p^{\prime}}-\frac{1}{2}}+(p-1)\left(\frac{v_{1}}{v_{0}}\right)^{\frac{1}{2}}\|\mathcal{D} u\|_{p}^{\frac{p-2}{2}}\right)\|f, b\| \tag{3.6}
\end{align*}
$$

and $\|\mathcal{D} u\|_{p}$ satisfies estimate (2.10). Moreover, $\frac{\partial \pi}{\partial x_{n}}$ satisfies the estimate
(3.7) $\left|\frac{\partial \pi}{\partial x_{n}}\right| \leq c_{n, p}\left[\left(v_{0}+v_{1}|\mathcal{D} u(x)|^{p-2}\right)\left|D_{*}^{2} u(x)\right|+\left|\nabla^{*} \pi\right|+|f|\right]$ a.e. in $\mathbb{R}_{+}^{n}$.

In particular, if $p<4$,

$$
\frac{\partial \pi}{\partial x_{n}} \in L_{\mathrm{loc}}^{\bar{p}}\left(\overline{\mathbb{R}_{+}^{n}}\right)
$$

where

$$
\begin{equation*}
\bar{p}=\frac{2 p}{3 p-4} \tag{3.8}
\end{equation*}
$$

and, for each $R>0$,

$$
\begin{align*}
\left\|\frac{\partial \pi}{\partial x_{n}}\right\|_{\bar{p}, R} \leq & c_{n, p} R\left(\left|B_{R}^{+}\right|^{\frac{1}{p^{-}}-\frac{1}{2}}[f, b]+v_{1}\left|B_{R}^{+}\right|^{\frac{1}{p}-\frac{1}{p^{\prime}}}\|\mathcal{D} u\|_{p}^{p-1}\right)  \tag{3.9}\\
& +c_{n, p}\left(\left|B_{R}^{+}\right|^{\frac{1}{p}-\frac{1}{2}}+\frac{\nu_{1}}{\nu_{0}}\|\mathcal{D} u\|_{p}^{p-2}\right)\|f, b\| .
\end{align*}
$$

In particular, $\nabla \pi \in L_{\mathrm{loc}}^{\bar{p}}\left(\overline{\mathbb{R}_{+}^{n}}\right)$; see also (3.14).

If $2<p<2+\frac{2}{n-1}$, the second part of the above theorem may be improved. Merely for convenience we prove this result for $n=3$ and leave to the interested reader the straightforward extension to higher dimensions. For brevity, assume that $v_{0}=v_{1}=1$.

THEOREM 3.2 Assume that $n=3, v_{0}=v_{1}=1$, and

$$
2 \leq p \leq 3
$$

Let $f, b, u$, and $\pi$ be as in Theorem 3.1. Then, in addition to the results stated in this last theorem, one has

$$
D^{2} u,|\mathcal{D} u|^{p-2} \nabla^{*} \mathcal{D} u, \nabla^{*} \pi \in L_{\mathrm{loc}}^{l}\left(\overline{\mathbb{R}_{+}^{n}}\right)
$$

where

$$
\begin{equation*}
l=\frac{3(4-p)}{5-p} \tag{3.10}
\end{equation*}
$$

In particular, $u \in C_{\mathrm{loc}}^{0, \alpha}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ where $\alpha=\frac{3-p}{4-p}$.
More precisely, for each $R>0$,

$$
\begin{equation*}
\left\|\nabla^{*} \pi\right\|_{l, R}+\left\|D^{2} u\right\|_{l, R}+\left\||\mathcal{D} u|^{p-2} \nabla^{*} \mathcal{D} u\right\|_{l, R} \leq \mathcal{K}_{l}+c_{p}\|f, b\|^{\frac{2}{4-p}} \tag{3.11}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\frac{\partial \pi}{\partial x_{n}} \in L_{\mathrm{loc}}^{m}\left(\overline{\mathbb{R}_{+}^{n}}\right) \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
m=\frac{6(4-p)}{8-p} \tag{3.13}
\end{equation*}
$$

In particular,

$$
\nabla \pi \in L_{\mathrm{loc}}^{m}\left(\overline{\mathbb{R}_{+}^{n}}\right)
$$

and

$$
\begin{equation*}
\|\nabla \pi\|_{m, R} \leq C_{R}\left(\|\mathcal{D} u\|_{p}+\|\mathcal{D} u\|_{p}^{\frac{p(p-1)}{2}}+\|f, b\|+\|f, b\|^{\frac{p}{4-p}}\right) \tag{3.14}
\end{equation*}
$$

where $C_{R}$ depends on $\left|B_{R}^{+}\right|$and on the various exponents.
Remark 3.3. Concerning (3.14), a more precise estimate is easily obtained by following its proof. This is left to the interested reader. Note that $m>p^{\prime}$ if $p>2+\frac{2}{5}$.

COROLLARY 3.4 Under the hypotheses of Theorem 3.2 one has

$$
u \in W_{\mathrm{loc}}^{1, l^{*}}\left(\overline{\mathbb{R}_{+}^{n}}\right)
$$

moreover,

$$
\begin{equation*}
\|\nabla u\|_{l^{*}, R} \leq c\left\|D^{2} u\right\|_{l, R}+c\left|B_{R}^{+}\right|^{\frac{1}{1^{*}}-\frac{1}{p}}\|\nabla u\|_{p} \tag{3.15}
\end{equation*}
$$

where

$$
l^{*}=3(4-p)
$$

PROOF: The proof of (3.15) follows by appealing to (5.15) with $g=\nabla u$ and $s=l$. Note that $l^{*}>p$ for $2<p<3$.

The linear case, $p=2$, is well studied and will not be considered in the proofs that follow; see [4, 5, 49]. Nevertheless, it is significant that, when $p=2$, the statements and estimates established in Theorems 3.1 and 3.2 coincide with the classical results. Note that (3.11) improves (3.9) since $p^{\prime}<l$ if $2<p<3$. For $p=2$ one has $p^{\prime}=l=2$, and for $p=3$ one has $p^{\prime}=s=\frac{3}{2}$.

To end this section, we recall a well-known result that is a main tool in our proofs.

Lemma 3.5 Let $g(x)$ be a scalar field defined in $B_{R}^{+}$such that

$$
g=\nabla \cdot w_{0} \quad \text { and } \quad \nabla g=\nabla \cdot W
$$

where $w_{0}$ and $W$ belong to $L^{\alpha}\left(B_{R}^{+}\right)$for some $\alpha>1$. Then

$$
\begin{equation*}
\|g\|_{L^{\alpha}\left(B_{R}^{+}\right)} \leq c_{n}\left(R\left\|w_{0}\right\|_{L^{\alpha}\left(B_{R}^{+}\right)}+\|W\|_{L^{\alpha}\left(B_{R}^{+}\right)}\right) \tag{3.16}
\end{equation*}
$$

where $c_{n}$ is independent of $R$.
The lack of dependence on $R$ follows by a scaling argument. It is worth noting that the constant $c$ may be chosen independently of $\alpha$ provided that $1<\alpha_{1} \leq \alpha \leq$ $\alpha_{2}<\infty$. In this case $c=c\left(\alpha_{1}, \alpha_{2}\right)$. The above result (for a bounded domain with a Lipschitz-continuous boundary) is proven in reference [37].

## 4 Main Estimates: Proof of Theorem 3.1

Roughly speaking, inequality (3.3) shows that tangential derivatives are square integrable. The proof of this main estimate appeals to Nirenberg's translation method; see [38].

LEMMA 4.1 Under the assumptions of Theorem 3.1 the derivatives $D_{*}^{2} u$ satisfy inequality (3.3).

Proof: Let $u$ be a weak solution, i.e., $u \in V$ is a solution to the problem

$$
\begin{align*}
& \frac{\nu_{0}}{2} \int \mathcal{D} u \cdot \mathcal{D} v d x+\frac{\nu_{1}}{2} \int|\mathcal{D} u|^{p-2} \mathcal{D} u \cdot \mathcal{D} v d x+\beta \int_{\Gamma} u \cdot v d \Gamma=  \tag{4.1}\\
& \qquad \int f \cdot v d x+\int_{\Gamma} b \cdot v d \Gamma \quad \text { for each } v \in V .
\end{align*}
$$

For arbitrary scalar or vector fields $v$ we set

$$
\tau_{h} v(x)=v\left(x_{1}, \ldots, x_{k-1}, x_{k}+h, x_{k+1}, \ldots, x_{n}\right),
$$

where $h \in \mathbb{R}$ and $k, k \neq n$, is assumed to be fixed. We also set

$$
v^{h}=\tau_{h} v, \quad \Delta_{h} v=\frac{v^{h}-v}{h}
$$

Note that the above translations are done in the tangential directions.
By writing (4.1) with $v$ replaced by $v^{h}$ and by replacing, in the integrals on the left-hand side, the variable $x_{k}$ by $x_{k}-h$, one easily shows that

$$
\begin{array}{r}
\frac{\nu_{0}}{2} \int \mathcal{D} u^{-h} \cdot \mathcal{D} v d x+\frac{\nu_{1}}{2} \int\left|\mathcal{D} u^{-h}\right|^{p-2} \mathcal{D} u^{-h} \cdot \mathcal{D} v d x+\beta \int_{\Gamma} u^{-h} \cdot v d \Gamma= \\
\int f \cdot v^{h} d x+\int_{\Gamma} b \cdot v^{h} d \Gamma . \tag{4.2}
\end{array}
$$

Taking the difference between equations (4.1) and (4.2), respecting the left and right sides, one gets

$$
\begin{align*}
& \frac{\nu_{0}}{2} \int\left(\mathcal{D} u-\mathcal{D} u^{-h}\right) \cdot \mathcal{D} v d x \\
& \quad+\frac{v_{1}}{2} \int\left(|\mathcal{D} u|^{p-2} \mathcal{D} u-\left|\mathcal{D} u^{-h}\right|^{p-2} \mathcal{D} u^{-h}\right) \cdot \mathcal{D} v d x \\
& \quad+\beta \int_{\Gamma}\left(u-u^{-h}\right) \cdot v d \Gamma  \tag{4.3}\\
& \quad=\int f \cdot\left(v-v^{h}\right) d x+\int_{\Gamma} b \cdot\left(v-v^{h}\right) d \Gamma
\end{align*}
$$

By setting $v=u-u^{-h}$ in equation (4.3) and by taking into account the estimate

$$
\begin{equation*}
\left|\int f \cdot\left(v-v^{h}\right) d x\right| \leq|h|\|f\|\left\|\frac{v-v^{h}}{h}\right\| \leq|h|\|f\|\|\nabla v\| \tag{4.4}
\end{equation*}
$$

and the inequality (see the proof below)

$$
\begin{equation*}
\left|\int_{\Gamma} b \cdot\left(v-v^{h}\right) d \Gamma\right| \leq c_{n}|h|[b]_{\frac{1}{2}}\|\nabla v\|, \tag{4.5}
\end{equation*}
$$

it follows that

$$
\begin{align*}
& \frac{v_{0}}{2} \int\left|\mathcal{D} u-\mathcal{D} u^{-h}\right|^{2} d x \\
& \quad+\frac{v_{1}}{2} \int\left(|\mathcal{D} u|^{p-2} \mathcal{D} u-\left|\mathcal{D} u^{-h}\right|^{p-2} \mathcal{D} u^{-h}\right) \cdot\left(\mathcal{D} u-\mathcal{D} u^{-h}\right) d x  \tag{4.6}\\
& \quad+\beta \int_{\Gamma}\left|u-u^{-h}\right|^{2} d \Gamma \\
& \quad \leq c_{n}|h|\left(\|f\|+[b]_{1 / 2}\right)\left\|\nabla\left(u-u^{-h}\right)\right\| .
\end{align*}
$$

On the other hand, an inequality of Korn's type (see, for instance, [5]) shows that

$$
\int\left|\mathcal{D}\left(u-u^{-h}\right)\right|^{2} d x=2 \int\left|\nabla\left(u-u^{-h}\right)\right|^{2} d x .
$$

Since the second term on the left-hand side of (4.6) is nonnegative, it follows (after dividing by $h^{2}$ ) that $D_{*}^{2} u \in L^{2}\left(\mathbb{R}_{+}^{n}\right)$; moreover,

$$
\begin{equation*}
\nu_{0}\left\|D_{*}^{2} u\right\| \equiv v_{0}\left(\left\|\frac{\partial^{2} u_{n}}{\partial x_{n}^{2}}\right\|+\sum_{\substack{i, j, k=1 \\(i, k) \neq(n, n)}}^{n}\left\|\frac{\partial^{2} u_{j}}{\partial x_{i} \partial x_{k}}\right\|\right) \leq c_{n}\|f, b\|, \tag{4.7}
\end{equation*}
$$

where, from now on, the symbol $D_{*}^{2}$ denotes any of the second derivatives $\partial^{2} u_{j} / \partial x_{i} \partial x_{k}$ except for the derivatives $\partial^{2} u_{j} / \partial x_{n}^{2}$ when $j<n$. The inclusion of the derivative $\partial^{2} u_{n} / \partial x_{n}^{2}$ in the above estimate follows by differentiation with respect to $x_{n}$ of the equation $\nabla \cdot u=0$.

Proof of (4.5): One has

$$
\int_{\Gamma} b \cdot\left(v-v_{h}\right) d \Gamma=h \int_{\mathbb{R}^{n-1}} \frac{\hat{b}-\hat{b}_{-h}}{h} \cdot \hat{v} d \xi
$$

where $\widehat{\phi}(\xi)$ denotes the Fourier transform of $\phi$ in $\mathbb{R}^{n-1}$. Since

$$
\widehat{\tau_{-h} \phi}(\xi)=e^{-2 \pi i \xi_{k} h} \widehat{\phi}(\xi),
$$

straightforward manipulations show that

$$
\begin{aligned}
\left|\int_{\Gamma} b \cdot\left(v-v_{h}\right) d \Gamma\right| \leq|h| & \left(\int_{\mathbb{R}^{n-1}}|\hat{b}(\xi)|^{2} \frac{\left|\exp \left(-2 \pi i \xi_{k} h\right)-1\right|^{2}}{h^{2}|\xi|} d \xi\right)^{\frac{1}{2}} \\
& \cdot\left(\int_{\mathbb{R}^{n-1}}|\hat{v}(\xi)|^{2}|\xi| d \xi\right)^{\frac{1}{2}} .
\end{aligned}
$$

Since $\left|\left(e^{i \theta}-1\right) / \theta\right| \leq 1$, it readily follows that the right-hand side of the last equation is bounded by $2 \pi|h|[v]_{1 / 2}[b]_{1 / 2}$. Since $[v]_{1 / 2} \leq c_{n}\|\nabla v\|$, inequality (4.5) follows.

The following Taylor expansion is a main tool in what comes later:
LEMMA 4.2 Let $U$ and $V$ be two arbitrary vectors in $\mathbb{R}^{N}, N \geq 1$. Then there are reals $\alpha$ and $\beta, 0<\alpha, \beta<1$, that depend on the pair $(U, V)$ such that

$$
\begin{align*}
p\left(|U|^{p-2} U-|V|^{p-2} V\right) \cdot(U-V) & =  \tag{4.8}\\
& \frac{1}{2}(U-V)[H(\bar{U})+H(\bar{V})](U-V)^{\top}
\end{align*}
$$

where

$$
\bar{U}=\alpha U+(1-\alpha) V, \quad \bar{V}=\beta U+(1-\beta) V,
$$

and the $N \times N$ matrix field $H(W)$ satisfies

$$
\begin{equation*}
\xi H(W) \xi^{\top}=p|W|^{p-2}|\xi|^{2}+p(p-2)|W|^{p-4}(W \cdot \xi)^{2} \tag{4.9}
\end{equation*}
$$

for all $W, \xi \in \mathbb{R}^{N}$.
Proof: Consider the real function $\psi(U)=|U|^{p}$. One has

$$
\frac{\partial \psi}{\partial U_{i}}=p|U|^{p-2} U_{i}
$$

and

$$
H_{i, j}(U):=\frac{\partial^{2} \psi}{\partial U_{i} \partial U_{j}}=p|U|^{p-2} \delta_{i j}+p(p-2)|U|^{p-4} U_{i} U_{j}
$$

where $H$ is the Hessian matrix. By Taylor's formula

$$
\psi(U)=\psi(V)+\nabla \psi(V) \cdot(U-V)+\frac{1}{2}(U-V) H(\bar{V})(U-V)^{\top}
$$

By interchanging $U$ and $V$ in the above formulae and by adding the respective sides in the two equations, one obtains the symmetrized form of Taylor expansion (4.8).

Note that

$$
p|W|^{p-2}|\xi|^{2} \leq \xi H(W) \xi^{\top} \leq p(p-1)|W|^{p-2}|\xi|^{2}
$$

It is worth noting that the particular form of the convex function $\psi(U)$ is not essential here or later.

LEMMA 4.3 The vector field u satisfies estimate (3.3).
Proof: The first part of the estimate was already proven in the previous lemma. Setting $U=\mathcal{D} u$ and $V=\mathcal{D} u^{-h}$ in equation (4.8) and taking into account (4.9), it follows that

$$
\begin{align*}
&\left(|\mathcal{D} u|^{p-2} \mathcal{D} u-\left|\mathcal{D} u^{-h}\right|^{p-2} \mathcal{D} u^{-h}\right) \cdot\left(\mathcal{D} u-\mathcal{D} u^{-h}\right) \\
&= \frac{1}{2}\left(|\tilde{U}|^{p-2}+|\tilde{V}|^{p-2}\right)\left|\mathcal{D} u-\mathcal{D} u^{-h}\right|^{2} \\
& \quad+\frac{p-2}{2}|\tilde{V}|^{p-4}\left(\tilde{V} \cdot\left(\mathcal{D} u-\mathcal{D} u^{-h}\right)\right)^{2}  \tag{4.10}\\
& \quad+\frac{p-2}{2}|\tilde{U}|^{p-4}\left(\tilde{U} \cdot\left(\mathcal{D} u-\mathcal{D} u^{-h}\right)\right)^{2} \quad \text { a.e. in } \mathbb{R}_{+}^{n}
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
\tilde{U}=\alpha \mathcal{D} u+(1-\alpha) \mathcal{D} u^{-h}  \tag{4.11}\\
\tilde{V}=\beta \mathcal{D} u+(1-\beta) \mathcal{D} u^{-h}
\end{array}\right.
$$

The reals $\alpha=\alpha(x)$ and $\beta=\beta(x)$ take values between 0 and 1 and depend on the point $x \in \mathbb{R}_{+}^{n}$. Clearly,

$$
\left\{\begin{array}{l}
|\tilde{U}-\mathcal{D} u| \leq\left|\mathcal{D} u-\mathcal{D} u^{-h}\right|  \tag{4.12}\\
|\tilde{V}-\mathcal{D} u| \leq\left|\mathcal{D} u-\mathcal{D} u^{-h}\right|
\end{array} \quad \text { a.e. in } \mathbb{R}_{+}^{n} .\right.
$$

Next, by using (4.7) to estimate the right-hand side of (4.6), dividing this last equation by $|h|^{2}$, and using (4.10), it follows that

$$
\begin{aligned}
& v_{0} \int\left|\mathcal{D} \frac{u-u^{-h}}{h}\right|^{2} d x \\
& \quad+v_{1} \int\left\{\left(|\tilde{U}|^{p-2}+|\tilde{V}|^{p-2}\right)\left|\mathcal{D} \frac{u-u^{-h}}{h}\right|^{2}\right. \\
& \quad+(p-2)|\tilde{U}|^{p-4}\left(\tilde{U} \cdot\left(\mathcal{D} \frac{u-u^{-h}}{h}\right)\right)^{2} \\
& \quad \\
& \left.\quad+(p-2)|\tilde{V}|^{p-4}\left(\tilde{V} \cdot\left(\mathcal{D} \frac{u-u^{-h}}{h}\right)\right)^{2}\right\} d x \\
& \quad \leq c_{n} v_{0}^{-1}\|f, b\|^{2} .
\end{aligned}
$$

Next we pass to the limit in (4.13) as $h \rightarrow 0$. From (4.12) it follows that $\tilde{U} \rightarrow \mathcal{D} u$ and $\tilde{V} \rightarrow \mathcal{D} u$ almost everywhere in $\mathbb{R}_{+}^{n}$. On the other hand, due to (4.7), we know that

$$
\nabla \frac{u-u^{-h}}{h} \rightarrow \nabla \frac{\partial u}{\partial x_{k}} \quad \text { a.e. in } \mathbb{R}_{+}^{n}
$$

In particular, the same property holds by replacing $\nabla$ by $\mathcal{D}$. The above considerations, together with the nonnegativity of all the integrands that appear on the left-hand side of inequality (4.13), allow us to pass to the limit by using Fatou's lemma. This yields

$$
\begin{align*}
& v_{0} \int\left|\mathcal{D} \frac{\partial u}{\partial x_{k}}\right|^{2} d x \\
& \quad+v_{1} \int\left\{|\mathcal{D} u|^{p-2}\left|\mathcal{D} \frac{\partial u}{\partial x_{k}}\right|^{2}+(p-2)|\mathcal{D} u|^{p-4}\left(\mathcal{D} u \cdot \mathcal{D} \frac{\partial u}{\partial x_{k}}\right)^{2}\right\} d x  \tag{4.14}\\
& \quad \leq c_{n} v_{0}^{-1}\left(\|f\|^{2}+[b]_{1 / 2}^{2}\right)
\end{align*}
$$

for each index $k, k \neq n$. Hence,

$$
\begin{equation*}
v_{0}\left\|D_{*}^{2} u\right\|^{2}+v_{1} \sum_{k=1}^{n-1}\left\||\mathcal{D} u|^{\frac{p-2}{2}} \mathcal{D} \frac{\partial u}{\partial x_{k}}\right\| \leq c_{n} v_{0}^{-1}\left(\|f\|^{2}+[b]_{1 / 2}^{2}\right) . \tag{4.15}
\end{equation*}
$$

The proof of estimate (3.3) is accomplished.
The next step is to prove estimate (3.9) for $\nabla^{*} \pi$.

LEMMA 4.4 For each $k \neq n$, the terms $|\mathcal{D} u|^{p-2} \mathcal{D} \frac{\partial u}{\partial x_{k}}$ and the derivatives $\frac{\partial \pi}{\partial x_{k}}$ satisfy estimate (3.5). In particular,

$$
\begin{equation*}
\left\|\frac{\partial \pi}{\partial x_{k}}\right\|_{p^{\prime}, R} \leq \mathcal{K} \tag{4.16}
\end{equation*}
$$

PROOF: Straightforward calculations show that

$$
\begin{align*}
& \frac{\partial}{\partial x_{k}}\left(|\mathcal{D} u|^{p-2} \mathcal{D} u\right)=  \tag{4.17}\\
&|\mathcal{D} u|^{p-2} \mathcal{D} \frac{\partial u}{\partial x_{k}}+(p-2)|\mathcal{D} u|^{p-4}\left(\mathcal{D} u \cdot \mathcal{D} \frac{\partial u}{\partial x_{k}}\right) \mathcal{D} u
\end{align*}
$$

On the other hand, by differentiation of equation (1.11) with respect to $x_{k}, k \neq n$, it follows

$$
\begin{align*}
\nabla \frac{\partial \pi}{\partial x_{k}} & =\nabla \cdot\left[-v_{0} \mathcal{D} \frac{\partial u}{\partial x_{k}}\right]+\nabla \cdot\left[-v_{1} \frac{\partial}{\partial x_{k}}\left(|\mathcal{D} u|^{p-2} \mathcal{D} u\right)\right]+\nabla \cdot G  \tag{4.18}\\
& \equiv \nabla \cdot\left[U_{3}+U_{4}+G\right]
\end{align*}
$$

where, for uniformity of notation, we introduce $G_{i j}=\delta_{k j} f_{i}$. Hence $\nabla \cdot G=\frac{\partial f}{\partial x_{k}}$; moreover, $\|G\|=\|f\|$.

Next we estimate suitable norms of the terms inside square brackets that appear on the right-hand side of equation (4.18). By (4.7),

$$
\begin{equation*}
\left\|U_{3}\right\| \equiv\left\|v_{0} \mathcal{D} \frac{\partial u}{\partial x_{k}}\right\| \leq c_{n}\|f, b\| \tag{4.19}
\end{equation*}
$$

On the other hand, by using (4.17), one shows that

$$
\begin{equation*}
\left|\frac{\partial}{\partial x_{k}}\left(|\mathcal{D} u|^{p-2} \mathcal{D} u\right)\right| \leq c_{n}(p-1)|\mathcal{D} u|^{p-2}\left|\mathcal{D} \frac{\partial u}{\partial x_{k}}\right| \quad \text { a.e. in } \mathbb{R}_{+}^{n} \tag{4.20}
\end{equation*}
$$

Moreover, by Hölder's inequality,

$$
\begin{equation*}
\left\||\mathcal{D} u|^{p-2} \mathcal{D} \frac{\partial u}{\partial x_{k}}\right\|_{p^{\prime}} \leq\|\mathcal{D} u\|_{p^{\frac{p-2}{2}}\left\||\mathcal{D} u|^{\frac{p-2}{2}} \mathcal{D} \frac{\partial u}{\partial x_{k}}\right\| . . . . . . . . . .} \tag{4.21}
\end{equation*}
$$

Hence, by (4.15), it follows that

$$
\begin{equation*}
\left\||\mathcal{D} u|^{p-2} \mathcal{D} \frac{\partial u}{\partial x_{k}}\right\|_{p^{\prime}} \leq c_{n}\left(\frac{1}{v_{0} \nu_{1}}\right)^{\frac{1}{2}}\|\mathcal{D} u\|_{p}^{(p-2) / 2}\|f, b\| \tag{4.22}
\end{equation*}
$$

This proves the first statement in the lemma. Furthermore,

$$
\begin{align*}
\left\|U_{4}\right\|_{p^{\prime}} & \equiv\left\|v_{1} \frac{\partial}{\partial x_{k}}\left(|\mathcal{D} u|^{p-2} \mathcal{D} u\right)\right\|_{p^{\prime}} \\
& \leq c_{n}(p-1)\left(\frac{v_{1}}{v_{0}}\right)^{\frac{1}{2}}\|\mathcal{D} u\|_{p}^{(p-2) / 2}\|f, b\| \tag{4.23}
\end{align*}
$$

Recall that $\|\mathcal{D} u\|_{p}$ is bounded; see (2.10). From (2.11) and (4.18), and by using (3.16) and (2.16) with $g=\frac{\partial \pi}{\partial x_{k}}$ and $\alpha=p_{0}=p^{\prime}, p_{1}=2$, it follows that

$$
\begin{align*}
\left\|\frac{\partial \pi}{\partial x_{k}}\right\|_{p^{\prime}, R} \leq & c_{n} R\left(\left|B_{R}^{+}\right|^{\frac{1}{p^{\prime}}-\frac{1}{2}}\left(\left\|U_{1}\right\|+\|K\|\right)+\left\|U_{2}\right\|_{p^{\prime}, R}\right)  \tag{4.24}\\
& +c_{n}\left(\left|B_{R}^{+}\right|^{\frac{1}{p^{\prime}-\frac{1}{2}}}\left(\left\|U_{3}\right\|+\|G\|\right)+\left\|U_{4}\right\|_{p^{\prime}, R}\right) .
\end{align*}
$$

Next, by (4.19) and (4.23), (4.16) follows.
LEMMA 4.5 The derivatives $\frac{\partial^{2} u_{j}}{\partial x_{n}^{2}}, j \neq n$, satisfy estimate (3.5).
Proof: By using (4.17), the $j^{\text {th }}$ equation (1.11) may be written in the form

$$
\begin{align*}
& -v_{0} \sum_{k=1}^{n} \frac{\partial^{2} u_{j}}{\partial x_{k}^{2}}-v_{1}|\mathcal{D} u|^{p-2} \sum_{k=1}^{n}\left(\frac{\partial^{2} u_{j}}{\partial x_{k}^{2}}+\frac{\partial^{2} u_{k}}{\partial x_{j} \partial x_{k}}\right) \\
& -(p-2) \nu_{1}|\mathcal{D} u|^{p-4} \sum_{l, m, k=1}^{n} \mathcal{D}_{l m} \mathcal{D}_{j k}\left(\frac{\partial^{2} u_{l}}{\partial x_{m} \partial x_{k}}+\frac{\partial^{2} u_{m}}{\partial x_{l} \partial x_{k}}\right)+\frac{\partial \pi}{\partial x_{j}}=f_{j}, \tag{4.25}
\end{align*}
$$

where $\mathcal{D}_{i j}=(\mathcal{D} u)_{i j}=\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}$ and $1 \leq j \leq n$. Let us write the first $n-1$ equations (4.25) as follows:

$$
\begin{align*}
\nu_{0} \frac{\partial^{2} u_{j}}{\partial x_{n}^{2}}+v_{1}|\mathcal{D} u|^{p-2} \frac{\partial^{2} u_{j}}{\partial x_{n}^{2}}+2(p-2) \nu_{1}|\mathcal{D} u|^{p-4} \mathcal{D}_{j n} & \sum_{l=1}^{n-1} \mathcal{D}_{l n} \frac{\partial^{2} u_{l}}{\partial x_{n}^{2}}
\end{align*}=\left(\begin{array}{rl} 
& F_{j}(x)+\frac{\partial \pi}{\partial x_{j}}-f_{j} \tag{4.26}
\end{array}\right.
$$

where the $F_{j}(x), j \neq n$, are given by

$$
\begin{align*}
& F_{j}(x):= \\
& \quad-v_{0} \sum_{k=1}^{n-1} \frac{\partial^{2} u_{j}}{\partial x_{k}^{2}}-v_{1}|\mathcal{D} u|^{p-2} \sum_{k=1}^{n-1} \frac{\partial^{2} u_{j}}{\partial x_{k}^{2}}-v_{1}|\mathcal{D} u|^{p-2} \sum_{k=1}^{n-1} \frac{\partial^{2} u_{k}}{\partial x_{j} \partial x_{k}}  \tag{4.27}\\
& \quad-2(p-2) \nu_{1}|\mathcal{D} u|^{p-4}\left\{\mathcal{D}_{n n} \mathcal{D}_{j n} \frac{\partial^{2} u_{n}}{\partial x_{n}^{2}}+\sum_{\substack{l, m, k=1 \\
(m, k) \neq(n, n)}}^{n} \mathcal{D}_{l m} \mathcal{D}_{j k} \frac{\partial^{2} u_{l}}{\partial x_{m} \partial x_{k}}\right\} .
\end{align*}
$$

In what follows, equation (4.26), $1 \leq j \leq n-1$, will be treated as an $(n-1) \times(n-1)$ linear system in the unknowns $\partial^{2} u_{j} / \partial x_{n}^{2}, j \neq n$. Note that, with an obviously simplified notation, the measurable functions $F_{j}$ satisfy

$$
\begin{equation*}
\left|F_{j}(x)\right| \leq c_{n}\left(v_{0}+(p-1) \nu_{1}|\mathcal{D} u(x)|^{p-2}\right)\left|D_{*}^{2} u(x)\right| \quad \text { a.e. in } \mathbb{R}_{+}^{n} \text {. } \tag{4.28}
\end{equation*}
$$

We denote by $\widetilde{F}_{j}$ the right-hand sides

$$
\begin{equation*}
\widetilde{F}_{j}(x):=F_{j}(x)+\frac{\partial \pi}{\partial x_{j}}-f_{j} \tag{4.29}
\end{equation*}
$$

that appear in the above $(n-1) \times(n-1)$ system (4.26).
Let us show that the $(n-1) \times(n-1)$ system (4.26) can be solved for the unknowns $\partial^{2} u_{j} / \partial x_{n}^{2}, j \neq n$, for almost all $x \in \mathbb{R}_{+}^{n}$. The elements $a_{j l}$ of the matrix system $A$ are given by

$$
a_{j l}=\left(v_{0}+v_{1}|\mathcal{D} u|^{p-2}\right) \delta_{j l}+2(p-2) \nu_{1}|\mathcal{D} u|^{p-4} \mathcal{D}_{l n} \mathcal{D}_{j n}
$$

for $j, l \neq n$. Note that $a_{j l}=a_{l j}$. One easily shows that

$$
\sum_{j, l=1}^{n-1} a_{j l} \xi_{j} \xi_{l}=\left(v_{0}+v_{1}|\mathcal{D} u|^{p-2}\right)|\xi|^{2}+2(p-2) v_{1}|\mathcal{D} u|^{p-4}[(\mathcal{D} u) \cdot \xi]_{n}^{2}
$$

Hence the matrix $A$ is symmetric and positive definite. Moreover, the above identity shows that all the eigenvalues are larger than or equal to $\nu_{0}+\nu_{1}|\mathcal{D} u|^{p-2}$. Hence,

$$
\operatorname{det} A \geq\left(v_{0}+v_{1}|\mathcal{D} u|^{p-2}\right)^{n-1} .
$$

Next, by setting $\xi_{l}=\partial^{2} u_{l} / \partial x_{n}^{2}$, we get from (4.26), i.e., from

$$
\begin{equation*}
\sum_{l=1}^{n-1} a_{j l} \xi_{l}=\widetilde{F}_{j} \tag{4.30}
\end{equation*}
$$

that

$$
\begin{equation*}
\sum_{l, j=1}^{n-1} a_{j l} \xi_{l} \xi_{j}=\sum_{j=1}^{n-1} \widetilde{F}_{j} \xi_{j} \tag{4.31}
\end{equation*}
$$

Consequently, $\left(\nu_{0}+\nu_{1}|\mathcal{D} u|^{p-2}\right)|\xi|^{2} \leq|\widetilde{F}||\xi|$, which shows that

$$
\begin{equation*}
\left(v_{0}+v_{1}|\mathcal{D} u|^{p-2}\right) \sum_{l=1}^{n-1}\left|\frac{\partial^{2} u_{l}}{\partial x_{n}^{2}}\right| \leq|\widetilde{F}|:=\left(\sum_{j=1}^{n-1}\left|\widetilde{\widetilde{F}}_{j}\right|^{2}\right)^{\frac{1}{2}} \quad \text { a.e. in } \mathbb{R}_{+}^{n} \tag{4.32}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\nu_{0} \sum_{l=1}^{n-1}\left|\frac{\partial^{2} u_{l}}{\partial x_{n}^{2}}\right| \leq c_{n}(p-1) v_{0}\left|D_{*}^{2} u(x)\right|+c_{n}\left(\left|\nabla^{*} \pi\right|+|f|\right) \quad \text { a.e. in } \mathbb{R}_{+}^{n} \tag{4.33}
\end{equation*}
$$

There readily follows, by appealing to (4.16) and(4.7), that

$$
\begin{equation*}
\nu_{0} \sum_{l=1}^{n-1}\left\|\frac{\partial^{2} u_{l}}{\partial x_{n}^{2}}\right\|_{p^{\prime}, R} \leq \mathcal{K} . \tag{4.34}
\end{equation*}
$$

Lemma 4.6 Estimate (3.9) holds.
Proof: We note that, by Hölder's inequality, it readily follows that

$$
\begin{equation*}
\left\||\mathcal{D} u|^{p-2} D_{*}^{2} u\right\|_{\bar{p}} \leq\|\mathcal{D} u\|_{p}^{p-2}\left\|D_{*}^{2} u\right\|, \tag{4.35}
\end{equation*}
$$

where $\bar{p}$ is given by (3.8). Hence, by (4.7), one gets

$$
\begin{equation*}
\left\||\mathcal{D} u|^{p-2} D_{*}^{2} u\right\|_{\bar{p}} \leq\|\mathcal{D} u\|_{p}^{p-2} c_{n} v_{0}^{-1}\|f, b\| . \tag{4.36}
\end{equation*}
$$

From equation (4.25) written for $j=n$, we get an expression for $\frac{\partial \pi}{\partial x_{n}}$ in terms of functions already estimated. More precisely,

$$
\begin{align*}
\left|\frac{\partial \pi}{\partial x_{n}}\right| \leq & c_{n}\left(v_{0}+(p-1) \nu_{1}|\mathcal{D} u(x)|^{p-2}\right)\left|D_{*}^{2} u(x)\right| \\
& +c_{n}(p-2) \nu_{1}|\mathcal{D} u(x)|^{p-2} \sum_{l=1}^{n-1}\left|\frac{\partial^{2} u_{l}}{\partial x_{n}^{2}}\right|+\left|f_{n}(x)\right| \quad \text { a.e. in } \mathbb{R}_{+}^{n} . \tag{4.37}
\end{align*}
$$

By appealing to (4.28), (4.29), and (4.32), we prove (3.7). Hence, by inequalities (2.16) and (4.36),

$$
\begin{align*}
\left\|\frac{\partial \pi}{\partial x_{n}}\right\|_{\bar{p}, R} \leq & c_{n, p}\left(v_{0}\left\|D_{*}^{2} u\right\|+\|f\|\right)\left|B_{R}^{+}\right|^{\frac{1}{p}-\frac{1}{2}}  \tag{4.38}\\
& +c_{n, p} \frac{v_{1}}{\frac{v_{0}}{v_{0}}}\|\mathcal{D} u\|_{p}^{p-2}\|f, b\|+c_{n, p}\left\|\nabla^{*} \pi\right\|_{p^{\prime}, R}\left|B_{R}^{+}\right|^{\frac{1}{p}-\frac{1}{p^{\prime}}} .
\end{align*}
$$

By appealing to (3.3) and (4.16) one proves (3.9). Note that

$$
\left(\frac{\nu_{1}}{\nu_{0}}\right)^{\frac{1}{2}}\|\mathcal{D} u\|_{p}^{\frac{p-2}{2}}\left|B_{R}^{+}\right|^{\frac{1}{p}-\frac{1}{p^{\prime}}}
$$

is bounded by the last term on the left-hand side of (3.9).
Proof of Theorem 3.1: Estimate (3.3) is just (4.15). Estimate (3.5) follows from (4.16) and (4.34). The inclusion of the derivatives $D_{*}^{2} u$ on the left-hand side of (3.5) follows from (4.36) and from (2.16) and (4.7).

## 5 Proof of Theorem 3.2

The above result may be improved if $2<p \leq 2+\frac{2}{n-1}$. Merely for convenience we will assume that $n=3$. Hence, in the following we assume that $2 \leq p \leq 3$. Note that $p$ is fixed, once and for all.

Lemma 5.1 Assume that (3.2) holds and let $(u, \pi)$ be the corresponding solution to problem (2.8) under one of the boundary conditions (1.6) or (1.10). $R>0$ is arbitrary but fixed. Assume that

$$
\begin{equation*}
\mathcal{D} u \in L^{q}\left(B_{R}^{+}\right) \tag{5.1}
\end{equation*}
$$

where

$$
3 \leq q \leq 6 .
$$

Then, besides (3.3), one has

$$
\begin{equation*}
D^{2} u,|\mathcal{D} u|^{p-2} \nabla^{*} \mathcal{D} u, \nabla^{*} \pi \in L^{r}\left(B_{R}^{+}\right) \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{1}{r}=\frac{p-2}{2 q}+\frac{1}{2} . \tag{5.3}
\end{equation*}
$$

More precisely,

$$
\begin{equation*}
\left\|\nabla^{*} \pi\right\|_{r, R}+\left\|D^{2} u\right\|_{r, R}+v_{1}\left\||\mathcal{D} u|^{p-2} \nabla^{*} \mathcal{D} u\right\|_{r, R} \leq \mathcal{K}_{r} \tag{5.4}
\end{equation*}
$$

where

$$
\left.\left.\begin{array}{rl}
\mathcal{K}_{r}= & c_{n} R\left(\left|B_{R}^{+}\right|^{\frac{1}{r}-\frac{1}{2}}\right.
\end{array} f, b\right]+v_{1}\left|B_{R}^{+}\right|^{\frac{1}{r}-\frac{1}{p^{\prime}}}\|\mathcal{D} u\|_{p}^{p-1}\right) .
$$

Note that $2<p \leq 3,3 \leq q \leq 6$, and $2 \leq r \leq 3$. The lack of dependence of the constants $c_{n}$ on $p, q$, and $r$ follows from this fact, since the constants that appear in the embedding theorems used in what follows, as well as in (2.15), are uniformly bounded from above if the exponents in the Lebesgue spaces lie away from 1 and from $\infty$.

Proof: The proof follows step by step that of Theorem 3.1. The proof remains unchanged until the end of the proof of Lemma 4.3. The main point is that now, in the proof of Lemma 4.4, assumption (5.1), together with Hölder's inequality, allows us to replace estimate (4.21) by

$$
\begin{equation*}
\left\||\mathcal{D} u|^{p-2} \mathcal{D} \frac{\partial u}{\partial x_{k}}\right\|_{r, R} \leq\|\mathcal{D} u\|_{q, R}^{\frac{p-2}{2}}\left\||\mathcal{D} u|^{\frac{p-2}{2}} \mathcal{D} \frac{\partial u}{\partial x_{k}}\right\| \tag{5.6}
\end{equation*}
$$

Hence, we start from the beginning of the proof of Lemma 4.4 by doing the above substitution, and we follow, step by step, the proofs given in the previous section (roughly speaking, we replace $L^{p^{\prime}}$ norms by $L^{r}$ norms and $L^{p}$ norms by $L^{q}$ norms).

More precisely, start from (5.6) instead of (4.21). Then replace (by following, in an obvious way, the corresponding proofs) equations (4.22), (4.23), (4.16), and (4.34) by, respectively,

$$
\begin{gather*}
\left\||\mathcal{D} u|^{p-2} \mathcal{D} \frac{\partial u}{\partial x_{k}}\right\|_{r, R} \leq c_{n} \frac{1}{\nu_{0}}\|\mathcal{D} u\|_{q, R}^{(p-2) / 2}\|f, b\|,  \tag{5.7}\\
\left\|U_{4}\right\|_{r, R} \equiv\left\|v_{1} \frac{\partial}{\partial x_{k}}\left(|\mathcal{D} u|^{p-2} \mathcal{D} u\right)\right\|_{r, R} \leq c_{n}(p-1) \frac{\nu_{1}}{\nu_{0}}\|\mathcal{D} u\|_{q, R}^{(p-2) / 2}\|f, b\|,  \tag{5.8}\\
\left\|\frac{\partial \pi}{\partial x_{k}}\right\|_{r, R} \leq \mathcal{K}_{r},  \tag{5.9}\\
v_{0} \sum_{l=1}^{n-1}\left\|\frac{\partial^{2} u_{l}}{\partial x_{n}^{2}}\right\|_{r, R} \leq \mathcal{K}_{r} . \tag{5.10}
\end{gather*}
$$

Estimate (5.4) follows by appealing to (5.9) and (5.10). The proof of Lemma 5.1 is accomplished.

Next we show the following result (for the reader's convenience, we set $\nu_{0}=v_{1}=1$ ):

COROLLARY 5.2 Assume that (3.2) holds and let $(u, \pi)$ be a weak solution to problem (1.11) under one of the boundary conditions (1.6) or (1.10). In addition, assume that, for some $R>0$,

$$
\begin{equation*}
D^{2} u \in L^{s}\left(B_{R}^{+}\right) \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{3}{2} \leq s \leq 3 \tag{5.12}
\end{equation*}
$$

Then, besides (3.3), one has

$$
D^{2} u, \nabla^{*} \pi,|\mathcal{D} u|^{p-2} \nabla^{*} \mathcal{D} u \in L^{r}\left(B_{R}^{+}\right)
$$

where

$$
\begin{equation*}
\frac{1}{r}=\frac{(p-2)(3-s)}{6 s}+\frac{1}{2} \tag{5.13}
\end{equation*}
$$

More precisely,

$$
\begin{align*}
\| \nabla^{*} \pi & \left\|_{r, R}+\right\| D^{2} u\left\|_{r, R}+\right\||\mathcal{D} u|^{p-2} \nabla^{*} \mathcal{D} u \|_{r, R} \\
\leq & c R\left(\left|B_{R}^{+}\right|^{\frac{1}{r}-\frac{1}{2}}[f, b]+\left|B_{R}^{+}\right|^{\frac{1}{r}-\frac{1}{p^{\prime}}}\|\mathcal{D} u\|_{p}^{p-1}\right)  \tag{5.14}\\
& +c\left(\left|B_{R}^{+}\right|^{\frac{1}{r}-\frac{1}{2}}+\left|B_{R}^{+}\right|^{\frac{1}{r}-\frac{1}{p^{\prime}}}\|\nabla u\|_{p}^{(p-2) / 2}+\left\|D^{2} u\right\|_{s, R}^{(p-2) / 2}\right) \\
& \times\left(\|f\|+[b]_{1 / 2}\right)
\end{align*}
$$

where the constant $c$ is independent of $p, s, r$, and $R$.
Proof: We start by noting that

$$
\begin{equation*}
\|g\|_{q, R} \leq c\|\nabla g\|_{s, R}+c\left|B_{R}^{+}\right|^{\frac{1}{q}-\frac{1}{p}}\|g\|_{p, R} \tag{5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{1}{q}=\frac{1}{s}-\frac{1}{3} \tag{5.16}
\end{equation*}
$$

and the constant $c$ is independent of $R$. In fact, by a Sobolev embedding theorem, $W^{1, s}\left(B_{1}^{+}\right)$is continuously embedded in $L^{q}\left(B_{1}^{+}\right)$. Clearly, $\|\nabla g\|_{s}+\|g\|_{p}$ is a norm in $W^{1, s}\left(B_{1}^{+}\right)$, equivalent to the canonical one. Hence the above estimate holds for $R=1$. The result for an arbitrary $R$ follows by a scaling argument. By applying (5.15) to $\nabla u$, we prove that (5.1) holds, where $q$ is given by (5.16). Estimate (5.14) follows from (5.4).

Proof of Theorem 3.2: Define $r=\phi_{p}(s)$ by (5.13) and (5.16), i.e.,

$$
r=\phi_{p}(s):=\frac{6 s}{(5-p) s+3(p-2)}
$$

where $p \in[2,3]$. Note that $s$ and $r$ belong, at most, to the interval $\left[\frac{3}{2}, 3\right]$. The particular ranges of the parameters $q, r$, and $s$ are not significant here. We merely want to note that these ranges remain away from 1 and from $\infty$. Note that, for $p>2$, the function $\phi_{p}(s)$ is strictly increasing.

In what follows we define

$$
\begin{equation*}
r_{1}=p^{\prime}, \quad r_{n+1}=\phi_{p}\left(r_{n}\right), \tag{5.17}
\end{equation*}
$$

for each positive integer $n$. We observe that

$$
\lim _{n \rightarrow \infty} r_{n}=l:=2-\frac{p-2}{5-p}
$$

Next we define, for each positive integer $n$,

$$
\begin{equation*}
a_{n}=\left\|\nabla^{*} \pi\right\|_{r_{n}, R}+\left\|D^{2} u\right\|_{r_{n}, R}+\left\||\mathcal{D} u|^{p-2} \nabla^{*} \mathcal{D} u\right\|_{r_{n}, R} \tag{5.18}
\end{equation*}
$$

Note that, by (3.5), it follows that

$$
\begin{aligned}
a_{1} \leq & c R\left(\left|B_{R}^{+}\right|^{\frac{1}{p^{\prime}}-\frac{1}{2}}[f, b]+\|\mathcal{D} u\|_{p}^{p-1}\right) \\
& +c\left(\left|B_{R}^{+}\right|^{\frac{1}{p^{\prime}-\frac{1}{2}}}+\|\mathcal{D} u\|_{p}^{(p-2) / 2}\right)\left(\|f\|+[b]_{1 / 2}\right) .
\end{aligned}
$$

From (5.14) one gets

$$
a_{n+1} \leq\left(C_{0}+C E\right) B_{n}+E a_{n}^{\beta}
$$

where $E=c\left(\|f\|+[b]_{1 / 2}\right), B_{n}=\left|B_{R}^{+}\right|^{\frac{1}{r_{n+1}}}, \beta=\frac{p-2}{2}$ (hence $0<\beta \leq \frac{1}{2}$ ),

$$
C_{0}=c R\left(\left|B_{R}^{+}\right|^{-\frac{1}{2}}[f, b]+\left|B_{R}^{+}\right|^{-\frac{1}{p^{\prime}}}\|\mathcal{D} u\|_{p}^{p-1}\right),
$$

and

$$
C=\left|B_{R}^{+}\right|^{-\frac{1}{2}}+\left|B_{R}^{+}\right|^{-\frac{1}{p^{\prime}}}\|\mathcal{D} u\|_{p}^{\beta}
$$

$R>0$ is arbitrary but fixed. Moreover, $B_{n} \rightarrow B:=\left|B_{R}^{+}\right|^{1 / l}$ as $n \rightarrow \infty$.
Set $b_{1}=a_{1}$ and $b_{n+1}=\left(C_{0}+C E\right) B_{n}+E b_{n}^{\beta}$. Clearly, $a_{n} \leq b_{n}$ for each $n$. On the other hand, it is easily shown that $\lim b_{n}=b$ where $b$ is the solution of the equation

$$
b=\left(C_{0}+C E\right) B+E b^{\beta}
$$

It is easily shown that

$$
b \leq 2\left(C_{0}+C E\right) B+4 E^{\frac{1}{1-\beta}} .
$$

Clearly, $\lim \sup a_{n} \leq b$. By taking into account the definition of the $a_{n}$ 's and wellknown properties of Lebesgue spaces $L^{\alpha}$, it readily follows that

$$
\left\|\nabla^{*} \pi\right\|_{L^{l}\left(B_{R}^{+}\right)}+\left\|D^{2} u\right\|_{L^{l}\left(B_{R}^{+}\right)} \leq 2\left(C_{0}+C E\right) B+4 E^{\frac{1}{1-\beta}} .
$$

This proves (3.11). Alternatively, we may set $b_{n+1}=\left(C_{0}+C E\right)(B+\epsilon)+E b_{n}^{\beta}$, with $\epsilon>0$, show that the above inequality holds with $B$ replaced by $B+\epsilon$, and let $\epsilon \rightarrow 0$.

Finally, we prove (3.14). By Hölder's inequality it follows that

$$
\left\||\mathcal{D} u|^{p-2} D_{*}^{2} u\right\|_{m, R} \leq\|\mathcal{D} u\|_{l^{*}, R}^{p-2}\left\|D_{*}^{2} u\right\| .
$$

By appealing to (3.3), (3.11), and (3.15), it readily follows that

$$
\begin{equation*}
\left\||\mathcal{D} u|^{p-2} D_{*}^{2} u\right\|_{m, R} \leq C_{R}\left(\mathcal{K}_{l}+\|f, b\|^{\frac{2}{4-p}}+\|\nabla u\|_{p}\right)^{p-2}\|f, b\| . \tag{5.19}
\end{equation*}
$$

Hence, from this last inequality together with (3.7) and (3.11), one easily gets

$$
\begin{aligned}
\left\|\frac{\partial \pi}{\partial x_{n}}\right\|_{m, R} \leq & C_{R}\left(\mathcal{K}_{l}+\|f, b\|^{\frac{2}{4-p}}+\|f, b\|\right) \\
& +C_{R}\left(\mathcal{K}_{l}+\|f, b\|^{\frac{2}{4-p}}+\|\nabla u\|_{p}\right)^{p-2}\|f, b\| .
\end{aligned}
$$

Note that $\left\|\nabla^{*} \pi\right\|_{m, R} \leq\left\|\nabla^{*} \pi\right\|_{l, R}$, since $m \leq l$. Finally, by taking into account the expression of $\mathcal{K}_{l}$ and by appealing to Young's inequalities, one proves (3.14). Note that, in particular,

$$
\|\mathcal{D} u\|_{p}^{(p-2) / 2}\|f\| \leq c\left(\|\mathcal{D} u\|_{p}+\|f\|^{\frac{2}{4-p}}\right) .
$$
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