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Abstract

Navier-Stokes equations with shear dependent viscosity under the classical non-
slip boundary condition were introduced and studied in the 1960s by O. A. La-
dyzhenskaya and, in the case of gradient dependent viscosity, by J.-L. Lions. A
particular case is the well-known Smagorinsky turbulence model. This is nowa-
days a central subject of investigation. On the other hand, boundary conditions of
slip type seems to be more realistic in some situations, in particular in numerical
applications. They are a main research subject. The existence of weak solutions
u to the above problems, with slip- (or nonslip-) type boundary conditions, is
well-known in many cases. However,regularity up to the boundarystill presents
many open questions. In what follows we present some regularity results, in the
stationary case, for weak solutions to this kind of problem; see Theorem 3.1 and
Theorem 3.2. The evolution problem is studied in a forthcoming paper [6]. A
cornerstone in our proof is the classical Nirenberg translation method; see [38].
c© 2004 Wiley Periodicals, Inc.

1 Introduction

The Navier-Stokes system of equations with shear dependent viscosity has been
studied in the last fifty years by a great number of researchers, not only in pure
and applied mathematics, but also in engineering, physics, and biology. A typical
model is the well-knownLadyzhenskaya model

(1.1)

{
∂u
∂t + u · ∇u − ∇ · T(u, π) = f

∇ · u = 0

whereT denotes the stress tensor

(1.2) T = −π I + νT (u)Du .

Here,

Du = ∇u + ∇uT ,

νT (u) = ν0 + ν1|Du|p−2 ,(1.3)
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andν0 andν1 are strictly positive constants. Note that (1.2) satisfies the Stokes
principle; see [50] and [45, p. 231], where this physical principle is stated in a
postulational form. Forp = n = 3, the above model is the classical Smagorinsky
model, introduced in reference [48] as a simple turbulence model; see [19] and
references therein.

It is worth noting that, from the mathematical viewpoint, the crucial character-
istic of models like (1.3) is the growth of theconvexpotential|Du|p near∞ (and,
to a minor extent, near 0). In this sense, we prefer to show the main points by
giving the proofs in the representative case (1.3), rather than risk hiding ideas and
methods in a more general setting.

The first mathematical studies on the above kind of equations go back to
O. A. Ladyzhenskaya in a series of remarkable contributions; see [22,23, 24, 25].
Similar results were obtained by J.-L. Lions for models in which∇u + ∇uT is
essentially replaced by∇u; see [30] and [31, chap. 2, sec. 5]. More precisely,

(1.4) T = −π I + ν(u)∇u

where

(1.5) ν(u) = ν0 + ν1|∇u|p−2 .

Essential existence, uniqueness, and regularity results for Ladyzhenskaya-type
models under the nonslip boundary condition (1.10) can be found in [35] and refer-
ences therein. The recent literature on this subject seems particularly wide. Hence,
without any claim of completeness, we refer, for instance, to [1, 7, 9, 10, 11, 12, 13,
17, 22, 23, 24, 25, 26, 27, 32, 33, 34, 35, 36, 40, 41, 42, 44] andto the references
given by these authors.

It should be emphasized that theoretical contributions (contrary to appliedre-
sults) mostly concern the homogeneous boundary conditionu = 0. However, many
other boundary conditions are crucial in applications. In particular, the following
nonhomogeneous slip-type boundary condition appears to be quite important in
many fields:

(1.6)

{
(u · n)|Ŵ = 0

βuτ + τ(u)|Ŵ = b(x)

wheren is the unit outward normal to the domain’s boundaryŴ, β ≥ 0 is a given
constant, andb(x) is a given tangential vector field. We denote byt = T · n the
normal component of the tensorT , by uτ = u − (u · n)n the tangential component
of u, and byτ the tangential component oft ,

(1.7) τ(u) = t − (t · n)n .

Straightforward calculations show that

(1.8) τ(u) · v = νT (u)
n∑

i,k=1

(
∂ui

∂xk
+
∂uk

∂xi

)
nkvi
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for eachv tangential to the boundary. Hence, if� = Rn
+, then

(1.9) τ(u) · v = νT (u)
n−1∑

j =1

(
∂uj

∂xn
+
∂un

∂xj

)
vj

on Ŵ = Rn
+, sincevn = 0. The first deep mathematical study of this type of

boundary condition was done in the pioneering paper [49] by V. A. Solonnikov
and V. E. Š̌cadilov.

Here we also take into account the nonslip boundary condition

(1.10) u|Ŵ = 0 .

As shown in what follows, our proofs immediately apply to this problem by doing
suitable simplifications.

For results and applications of boundary conditions like (1.6), see, for instance,
[3, 4, 5, 8, 9, 14, 16, 20, 21, 28, 39, 43, 46, 49, 51] and references therein; see also
[45, p. 240] for a discussion of this subject.

We are interested here in proving strong regularity,up to the boundary, of weak
solutions. The reallynew obstaclesthat one faces arise due to the interaction be-
tween the nonlinear terms containing∇u + ∇uT and the boundary conditions. We
concentrate our attention on this new point, by avoiding obstacles and situations
that can be tackled by appealing to complex but known techniques. The classical
obstacle to proving the regularity of the solutions is the presence of the convec-
tion term. However, as for proving regularity results for solutions to the classical
Navier-Stokes equations, this term can be treated here as a “right-hand side.” Con-
cerning the evolution problem, it seems that the regularity of the derivative∂u

∂t is
not a substantial obstacle to proving the regularity of the solutions; see [6]and the
remark below. Hence, we will concentrate our attention on the following stationary
problem inRn

+:

(1.11)





−ν0∇ · (∇u + ∇uT)

− ν1∇ · (|∇u + ∇uT|p−2(∇u + ∇uT))+ ∇π = f

∇ · u = 0.

We have also obtained similar but stronger results for solutions to the simplest
Lions model

(1.12)

{
−ν01u − ν1∇ · (|∇u|p−2∇u)+ ∇π = f (x)

∇ · u = 0.

We do not present these results here.

Remark1.1. In reference [6], by heavily appealing to Theorems 3.1 and 3.2 below,
we prove strong regularity results for solutions to the full Navier-Stokes evolution
system (1.1) under the boundary conditions (1.6) or (1.10) and given initial data.
For regular data, it is known thatu ∈ L∞(0, T; W1,p) and ∂u

∂t ∈ L2(0, T; L2) if
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p > 2 is sufficient large. For theStokes system, i.e., the system (1.1) without the
convection termu · ∇u, the result holds for eachp ≥ 2.

In [6] we show, in addition, that

(1.13) u ∈ L2(0, T; W2,p′

)

wherep′ = p/(p − 1) andp ∈ ] 4n
n+2,4[; in particular,p ∈ ]2 + 2

5,4[ whenn = 3.
Moreover, forn = 3, we show that

(1.14) u ∈ L4−p(0, T; W2,l )

wherel = 3(4−p)
5−p and p ∈ ]2 + 2

5,3[.
These results improve (and extend to slip boundary conditions) some of the

fundamental results stated in [35] for solutions to the nonslip boundary condition
(1.10) in the casen = 3. In this last reference it is proven (see theorem 1.17) that

(1.15) u ∈ L
2

p−1 (0, T; W2, 6
p+1 )

for eachp ∈ ]2 + 1
4,3[. It is worth noting that, for 2< p < 3, one hasl >

6/(p + 1) and 4− p > 2/(p − 1). On the other hand, forp = 3, (1.14) and (1.15)
give u ∈ L1(0, T; W2, 3

2 ), but (1.13) shows thatu ∈ L2(0, T; W2, 3
2 ). Moreover,

(1.13) applies top > 3.
By appealing to (1.15), we may show that (1.13) and (1.14) hold as well if

p ∈ [2 + 1
4,2 + 2

5[, at least for solutions to the boundary value problem (1.10) and
n = 3.

It is significant that all the exponents that appear in equations (1.13), (1.14),
and (1.15) are equal to 2 whenp = 2. We point out that, for the Stokes system, all
the above results hold for eachp ≥ 2.

2 Weak Solutions: Known Results and Notation

A formal integration by parts shows that

(2.1)
1

2

∫

�

νT (u)Du · Dv dx = −

∫

�

[∇ · (νT (u)Du)] · v dx +

∫

Ŵ

τ(u) · v dŴ

for each divergence-free vector fieldv tangential to the boundary. For the time
being� may be any sufficiently regular open set. It readily follows that (at least
formally; see below for the functional framework)u is a solution to problem (1.11)
and (1.6) for someπ if and only if u ∈ V satisfies (2.8) for allv ∈ V , where
V denotes the set of all divergence-free “regular” vector fields tangential to the
boundary. Note thatt · v = τ(u) · v, since the test functionsv are tangential to the
boundary. In the case of the boundary value problem (1.10), vector fields inV are
assumed to vanish on the boundary and, in equation (2.8), the terms withβ andb
must be dropped.

The existence ofπ as a distribution follows from well-known results by using
divergence-free test functionsv ∈ C∞

0 (�) in equation (2.8).
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The above considerations give rise to the definition of a weak solution described
below.

Let us now introduce the functional setting used in the following and, in partic-
ular, fix the spaceV . If X is a Banach space, we denote byX′ its strong dual space.
We use the same notation for functional spaces and norms for both scalar and vec-
tor fields. The symbol‖·‖p denotes the canonical norm inL p(Rn

+), and‖·‖ that in
L2(Rn

+). In general, “integer norms” as well as “integer Sobolev spaces” relateto
Rn

+, and “fractional norms” concern the boundaryŴ = Rn−1. For instance,‖·‖1/2=
‖ · ‖1/2,Ŵ, andH1/2 = H1/2(Rn−1).

We defineD1 := D1,2(Rn
+) as the completion ofC∞

0 (R
n
+) (or Ck

0(R
n
+), k ≥ 1)

with respect to the norm‖∇v‖. Moreover,D1
0 is the completion ofC∞

0 (R
n
+) with

respect to‖∇v‖. It is well-known (by Sobolev embedding theorems) that

(2.2) D1 = {v : v ∈ Lr , ∇v ∈ L2},

where 1
r = 1

2 − 1
n . In particular, the norms‖∇v‖ and‖∇v‖ + ‖v‖Lr are equiv-

alent in D1 and in D1
0. This can be shown by extendingCk

0(R
n
+) to Ck

0(R
n) by

the well-known reflection method and then by applying the corresponding result in
the whole space; see [29] and [18, theorems I.2 and I.4 and remark 1 on p. 234].
Though it is not used in what follows, one can show that

D1 =

{
v : ∇v ∈ L2,

v

(1 + |x|2)1/2
∈ L2

}
;

see [18, theorem 1.2]. Clearly, the usual Sobolev spacesH1
0 and H1 are dense

and strictly contained inD1
0 and D1, respectively. In particular, it follows that

Lr ′
→֒ (D1)′ →֒ (H1)′ andLr ′

→֒ (D1
0)

′ →֒ H−1, wherer ′ = r/(r − 1).
Since the restriction to a bounded setB of any function inD1 belongs to the

Sobolev spaceH1(B), it follows that its trace on the boundaryRn−1 is (locally)
well-defined as an element ofH1/2. Obviously, functions inD1

0 have vanish-
ing trace onRn−1. Trace spaces inRn−1 may be studied, in a convenient way,
by resorting to the Fourier transform. The trace space ofD1 is denoted here by
D1/2 = D1/2(Rn−1). Actually, it is the completion ofC∞

0 (R
n−1) with respect to

the norm induced inRn−1 by the norm‖∇v‖ in C∞
0 (R

n
+). It consists of functions

(distributions)ψ that have a “half derivative” inL2(Rn−1) (in the usual Fourier
transform sense) and that, actually, belong toLs(Rn−1), wheres is given by the
Sobolev embedding exponent

(2.3)
1

s
=

1

2
−

1/2

n − 1
;

see [18, theorem II.3 and def. II.1] and [15] and references.
We setD−1/2 = (D1/2)′. Norms in D1/2 and D−1/2 are denoted, respectively,

by [ · ]1/2 and [ · ]−1/2. Note that, by (2.3), one hasLs′
→֒ D−1/2 wheres′ =

2(n − 1)/n.
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It is worth noting that our main interest here is the local regularity up to the
boundary. This leads us to avoid more complex functional frameworks, which have
been introduced to deal with the behavior at infinity. For this kind of approach, see
(without any claim of completeness) [2], [15, chap. II], [18, 47], and bibliography.

We define

D1
τ = {v ∈ D1 : vn = 0 onŴ} and D1

0 = {v ∈ D1 : v = 0 onŴ} .

V2 denotes the space

(2.4) V2 = {v ∈ D1
τ : ∇ · v = 0 in Rn

+}

if the boundary value problem under consideration is (1.6) and

(2.5) V2 =
{
v ∈ D1

0 : ∇ · v = 0 in Rn
+

}

if the boundary value problem under consideration is (1.10). The abovesubspaces
of D1 are endowed with the norm‖∇u‖. Moreover,[ · ]−1 denotes the strong norm
in the dual space(V2)

′.
We set

V = {v ∈ V2 : ‖Dv‖p < ∞}

endowed with the norm

‖v‖V = ‖∇v‖2 + ‖Dv‖p .

It should be remarked that, by appealing to inequalities of Korn’s type, we can
verify that V = {v ∈ V2 : ‖∇v‖p < ∞} and also that‖∇v‖2 + ‖Dv‖p and
‖∇v‖2 + ‖∇v‖p are equivalent norms inV . However, this device is not necessary
here and will not be used.

Convention.It is understood, once and for all, that when dealing with the bound-
ary condition (1.10), all the terms containingβ or b should be dropped from the
equations.

Weak solutions exist under the assumptions

(2.6) f ∈ (V2)
′

and, concerning the tangential vector fieldb,

(2.7) b ∈ D− 1
2 (Rn−1) .

Note that (2.6) holds iff ∈ Lr ′
, and (2.7) holds ifb ∈ Ls′

(Rn−1).

DEFINITION 2.1 We say thatu is a weak solutionto problem (1.11) and (1.6) if
u ∈ V satisfies

(2.8)
1

2

∫

�

νT (u)Du · Dv dx + β

∫

Ŵ

u · v dŴ =

∫

�

f · v dx +

∫

Ŵ

b · v dŴ

for all v ∈ V .
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If we consider the Dirichlet boundary value problem (1.10), this definitionapplies
as well, by dropping in (2.8) the terms withβ andb.

By defining〈Au, v〉 for each pairu, v ∈ V as the left-hand side of (2.8), the
operatorA : V → V ′ satisfies the assumptions in [31, theorems 2.1 and 2.2,
chap. 2, sec. 2]. This shows existence and uniqueness of the weak solution.

By replacingv by u in equation (2.8), one gets

(2.9) ν0‖∇u‖2 + ν1‖Du‖p
p + β‖u‖2

Ŵ = 〈b,u〉Ŵ + 〈 f,u〉� ,

where the symbols〈 · , · 〉 denote “duality pairings” and the trace ofu on the bound-
ary is denoted simply byu. Note that the left-hand side of equation (2.9) is just
〈Au,u〉. This shows that assumption (2.3) in [31, theorem 2.1] holds.

From (2.9) there readily follows the basic estimate

(2.10)
ν2

0

2
‖∇u‖2 + ν0ν1‖Du‖p

p + β‖u‖2
Ŵ ≤ cn

(
[ f ]2

−1 + [b]2
−1/2

)
,

where the constantcn depends only onn. In proving (2.10), we use the estimate
[u]1/2 ≤ ‖∇u‖.

Remark2.2. We remark that

‖∇u‖p ≤ cn,p‖Du‖p and ‖∇u‖p,R ≤ cn,p‖Du‖p,R .

However, we point out that we will not appeal to these estimates.

By restriction of (2.8) to divergence-free test functionsv with compact support
in Rn

+ and by (2.1), there follows the existence of a distributionπ (determined up
to a constant) such that

(2.11) ∇π = −∇ · [ν0∇u + ν1|Du|p−2
Du] + f ≡ ∇ · (U1 + U2 + K ) ,

where, for convenience, we representf in the form

(2.12) 〈 f, w〉 =

∫
K · ∇w dx =

∫ n∑

i, j =1

K i
j

∂wi

∂xj
dx

for all w ∈ D1,2(Rn
+) whereK ∈ L2(Rn

+). Actually, this representation holds with
K i

j = ∂gi
∂xj

andg ∈ D1,2(Rn
+). Moreover,

(2.13) [ f ]−1 = ‖K‖ .

Equation (2.11) shows that the first equation in (1.11) holds in the distributional
sense.

Let us make some remarks concerning the pressure. Note thatK andU1 =

−ν0∇u belong toL2 and U2 = −ν1|Du|p−2Du belongs toL p′
. In fact, from

(2.10) and (2.13) it follows that

(2.14) ‖U1‖
2 + ν0ν

1−p′

1 ‖U2‖
p′

p′ + ν0β‖u‖2
Ŵ ≤ cn

(
[ f ]2

−1 + [b]2
−1/2

)
.

On the other hand, it is well-known that if

∇π = ∇ · U
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for someU ∈ Lα(B+
R), then

(2.15) ‖π‖Lα#(B
+
R )

≤ c‖U‖Lα(B+
R )
,

whereLα# = Lα/R and

B+
R = {x : |x| < R, xn > 0} ,

hence
π ∈ L p′

loc(R
n
+) .

On the other hand, one has, forp0 < p1,

(2.16) ‖ · ‖L p0(B+
R )

≤ |B+
R |

1
p0

− 1
p1 ‖ · ‖L p1(B+

R )
,

where|B+
R | denotes the Lebesgue measure ofB+

R .
It readily follows from (2.11), (2.14), and (2.15) (withα = p′) that

‖π‖
L p′

# (B
+
R )

≤ c|B+
R |

1
p′ −

1
2
(
[ f ]−1 + [b]− 1

2

)
+ c

(
[ f ]−1 + [b]− 1

2

) 1
p′ −

1
2 .

A difficulty similar to the one above (the need to localize the estimates, due to
the fact that the canonical inclusionL p1 →֒ L p0, p0 < p1, fails near infinity)
will occur as well in studying theLα regularity of ∇π . In this case, however,
this difficulty will propagate from the gradient of the pressure to the second-order
derivatives ofu that are not included inD2

∗u.
We end this section by introducing some more notation. We denote byD2u the

set of all the second derivatives ofu. The meaning of expressions like‖D2u‖ is
clear. The symbolD2

∗u may denote any of the second-order derivatives
∂2uj /∂xi ∂xk except for the derivatives∂2uj /∂x2

n, if j < n. Moreover,

|D2
∗u|2 :=

∣∣∣∣
∂2un

∂x2
n

∣∣∣∣
2

+

n∑

i, j,k=1
(i,k) 6=(n,n)

∣∣∣∣
∂2uj

∂xi ∂xk

∣∣∣∣
2

.

Similarly, ∇∗ may denote any first-order partial derivative except for∂/∂xn.
We set

‖ · ‖α,R = ‖ · ‖Lα(B+
R )
.

Finally,

‖ f,b‖2 = ‖ f ‖2 + [b]2
1/2 and [ f,b]2 = [ f ]2

−1 + [b]2
−1/2 .

3 Results

Now we state the two main theorems. We set, for eachq > 1,

Kq = cn R
(
|B+

R |
1
q − 1

2 [ f,b] + ν1|B
+
R |

1
q − 1

p′ ‖Du‖p−1
p

)

+ cn

(
|B+

R |
1
r − 1

2 + (p − 1)

(
ν1

ν0

) 1
2

|B+
R |

1
q − 1

p′ ‖Du‖
p−2

2
p

)
‖ f,b‖ .

(3.1)

For convenience we setK = Kp′ .
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THEOREM 3.1 Assume that2< p and that

(3.2)

{
f ∈ L2(Rn

+)

b ∈ D
1
2 (Rn−1).

Let u, π be the weak solution to problem(1.11)under boundary condition(1.6)or
(1.10). Then the derivatives D2∗u belong to L2(Rn

+) and satisfy the estimate

(3.3) ν0‖D2
∗u‖ + (ν0ν1)

1
2
∥∥|Du|

p−2
2 ∇∗

Du
∥∥ ≤ cn‖ f,b‖ .

On the other hand,

D2u, |Du|p−2∇∗
Du,∇∗π ∈ L p′

loc(R
n
+)

where

(3.4) p′ =
p

p − 1
.

In particular, if p< n
n−2, then u∈ C0,α

loc (R
n
+) whereα = n−(n−2)p

p .
More precisely, for each R> 0,

(3.5)
1

p − 1
‖∇∗π‖p′,R + ν0‖D2u‖p′,R + ν1‖|Du|p−2∇∗

Du‖p′,R ≤ K ,

where

K = cn R
(
|B+

R |
1
p′ −

1
2 [ f,b] + ν1‖Du‖p−1

p

)

+ cn

(
|B+

R |
1
p′ −

1
2 + (p − 1)

(
ν1

ν0

) 1
2

‖Du‖
p−2

2
p

)
‖ f,b‖

(3.6)

and‖Du‖p satisfies estimate(2.10). Moreover, ∂π
∂xn

satisfies the estimate

(3.7)

∣∣∣∣
∂π

∂xn

∣∣∣∣ ≤ cn,p

[
(ν0 + ν1|Du(x)|p−2)|D2

∗u(x)| + |∇∗π | + | f |
]

a.e. inRn
+ .

In particular, if p< 4,
∂π

∂xn
∈ L p

loc(R
n
+) ,

where

(3.8) p =
2p

3p − 4
,

and, for each R> 0,
∥∥∥∥
∂π

∂xn

∥∥∥∥
p,R

≤ cn,pR
(
|B+

R |
1
p − 1

2 [ f,b] + ν1|B
+
R |

1
p − 1

p′ ‖Du‖p−1
p

)

+ cn,p

(
|B+

R |
1
p − 1

2 +
ν1

ν0
‖Du‖p−2

p

)
‖ f,b‖ .

(3.9)

In particular, ∇π ∈ L p
loc(R

n
+); see also(3.14).



10 H. BEIRÃO DA VEIGA

If 2 < p < 2 + 2
n−1, the second part of the above theorem may be improved.

Merely for convenience we prove this result forn = 3 and leave to the interested
reader the straightforward extension to higher dimensions. For brevity, assume that
ν0 = ν1 = 1.

THEOREM 3.2 Assume that n= 3, ν0 = ν1 = 1, and

2 ≤ p ≤ 3 .

Let f,b,u, andπ be as in Theorem3.1. Then, in addition to the results stated in
this last theorem, one has

D2u, |Du|p−2∇∗
Du,∇∗π ∈ L l

loc(R
n
+)

where

(3.10) l =
3(4 − p)

5 − p
.

In particular, u ∈ C0,α
loc (R

n
+) whereα = 3−p

4−p .
More precisely, for each R> 0,

(3.11) ‖∇∗π‖l ,R + ‖D2u‖l ,R + ‖|Du|p−2∇∗
Du‖l ,R ≤ Kl + cp‖ f,b‖

2
4−p .

Finally,

(3.12)
∂π

∂xn
∈ Lm

loc(R
n
+)

where

(3.13) m =
6(4 − p)

8 − p
.

In particular,
∇π ∈ Lm

loc(R
n
+)

and

(3.14) ‖∇π‖m,R ≤ CR
(
‖Du‖p + ‖Du‖

p(p−1)
2

p + ‖ f,b‖ + ‖ f,b‖
p

4−p
)

where CR depends on|B+
R | and on the various exponents.

Remark3.3. Concerning (3.14), a more precise estimate is easily obtained by fol-
lowing its proof. This is left to the interested reader. Note thatm> p′ if p > 2+ 2

5.

COROLLARY 3.4 Under the hypotheses of Theorem3.2one has

u ∈ W1,l ∗

loc (R
n
+) ;

moreover,

(3.15) ‖∇u‖l ∗,R ≤ c‖D2u‖l ,R + c|B+
R |

1
l∗ − 1

p ‖∇u‖p

where
l ∗ = 3(4 − p) .
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PROOF: The proof of (3.15) follows by appealing to (5.15) withg = ∇u and
s = l . Note thatl ∗ > p for 2< p < 3.

The linear case,p = 2, is well studied and will not be considered in the proofs
that follow; see [4, 5, 49]. Nevertheless, it is significant that, whenp = 2, the
statements and estimates established in Theorems 3.1 and 3.2 coincide with the
classical results. Note that (3.11) improves (3.9) sincep′ < l if 2 < p < 3. For
p = 2 one hasp′ = l = 2, and forp = 3 one hasp′ = s = 3

2. �

To end this section, we recall a well-known result that is a main tool in our
proofs.

LEMMA 3.5 Let g(x) be a scalar field defined in B+R such that

g = ∇ · w0 and ∇g = ∇ · W

wherew0 and W belong to Lα(B+
R) for someα > 1. Then

(3.16) ‖g‖Lα(B+
R )

≤ cn

(
R‖w0‖Lα(B+

R )
+ ‖W‖Lα(B+

R )

)

where cn is independent of R.

The lack of dependence onR follows by a scaling argument. It is worth noting
that the constantc may be chosen independently ofα provided that 1< α1 ≤ α ≤

α2 < ∞. In this casec = c(α1, α2). The above result (for a bounded domain with
a Lipschitz-continuous boundary) is proven in reference [37].

4 Main Estimates: Proof of Theorem 3.1

Roughly speaking, inequality (3.3) shows thattangentialderivatives are square
integrable. The proof of this main estimate appeals to Nirenberg’s translation
method; see [38].

LEMMA 4.1 Under the assumptions of Theorem3.1 the derivatives D2∗u satisfy
inequality(3.3).

PROOF: Let u be a weak solution, i.e.,u ∈ V is a solution to the problem

(4.1)
ν0

2

∫
Du · Dv dx +

ν1

2

∫
|Du|p−2

Du · Dv dx + β

∫

Ŵ

u · v dŴ =

∫
f · v dx +

∫

Ŵ

b · v dŴ for eachv ∈ V .

For arbitrary scalar or vector fieldsv we set

τhv(x) = v(x1, . . . , xk−1, xk + h, xk+1, . . . , xn) ,

whereh ∈ R andk, k 6= n, is assumed to be fixed. We also set

vh = τhv , 1hv =
vh − v

h
.
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Note that the above translations are done in the tangential directions.
By writing (4.1) withv replaced byvh and by replacing, in the integrals on the

left-hand side, the variablexk by xk − h , one easily shows that

ν0

2

∫
Du−h · Dv dx +

ν1

2

∫
|Du−h|p−2

Du−h · Dv dx + β

∫

Ŵ

u−h · v dŴ=

∫
f · vh dx +

∫

Ŵ

b · vh dŴ .
(4.2)

Taking the difference between equations (4.1) and (4.2), respecting theleft and
right sides, one gets

ν0

2

∫
(Du − Du−h) · Dv dx

+
ν1

2

∫
(|Du|p−2

Du − |Du−h|p−2
Du−h) · Dv dx

+ β

∫

Ŵ

(u − u−h) · v dŴ

=

∫
f · (v − vh)dx +

∫

Ŵ

b · (v − vh)dŴ .

(4.3)

By settingv = u − u−h in equation (4.3) and by taking into account the estimate

(4.4)

∣∣∣∣
∫

f · (v − vh)dx

∣∣∣∣ ≤ |h|‖ f ‖

∥∥∥∥
v − vh

h

∥∥∥∥ ≤ |h|‖ f ‖ ‖∇v‖

and the inequality (see the proof below)

(4.5)

∣∣∣∣
∫

Ŵ

b · (v − vh)dŴ

∣∣∣∣ ≤ cn|h|[b] 1
2
‖∇v‖ ,

it follows that

ν0

2

∫
|Du − Du−h|2 dx

+
ν1

2

∫
(|Du|p−2

Du − |Du−h|p−2
Du−h) · (Du − Du−h)dx

+ β

∫

Ŵ

|u − u−h|2 dŴ

≤ cn|h|
(
‖ f ‖ + [b]1/2

)
‖∇(u − u−h)‖ .

(4.6)
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On the other hand, an inequality of Korn’s type (see, for instance, [5])shows that
∫

|D(u − u−h)|2 dx = 2
∫

|∇(u − u−h)|2 dx .

Since the second term on the left-hand side of (4.6) is nonnegative, it follows (after
dividing by h2) that D2

∗u ∈ L2(Rn
+); moreover,

(4.7) ν0‖D2
∗u‖ ≡ ν0

(∥∥∥∥
∂2un

∂x2
n

∥∥∥∥ +

n∑

i, j,k=1
(i,k) 6=(n,n)

∥∥∥∥
∂2uj

∂xi ∂xk

∥∥∥∥
)

≤ cn‖ f,b‖ ,

where, from now on, the symbolD2
∗ denotes any of the second derivatives

∂2uj /∂xi ∂xk except for the derivatives∂2uj /∂x2
n when j < n. The inclusion of

the derivative∂2un/∂x2
n in the above estimate follows by differentiation with re-

spect toxn of the equation∇ · u = 0. �

PROOF OF(4.5): One has
∫

Ŵ

b · (v − vh)dŴ = h
∫

Rn−1

b̂ − b̂−h

h
· v̂ dξ

whereφ̂(ξ) denotes the Fourier transform ofφ in Rn−1. Since

τ̂−hφ(ξ) = e−2π i ξkhφ̂(ξ) ,

straightforward manipulations show that
∣∣∣∣
∫

Ŵ

b · (v − vh) dŴ

∣∣∣∣ ≤ |h|

( ∫

Rn−1

|b̂(ξ)|2
|exp(−2π i ξkh)− 1|2

h2|ξ |
dξ

) 1
2

·

( ∫

Rn−1

|v̂(ξ)|2|ξ | dξ

) 1
2

.

Since |(ei θ − 1)/θ | ≤ 1, it readily follows that the right-hand side of the last
equation is bounded by 2π |h|[v]1/2[b]1/2. Since[v]1/2 ≤ cn‖∇v‖, inequality (4.5)
follows. �

The following Taylor expansion is a main tool in what comes later:

LEMMA 4.2 Let U and V be two arbitrary vectors inRN, N ≥ 1. Then there are
realsα andβ, 0< α, β < 1, that depend on the pair(U,V) such that

(4.8) p(|U |p−2U − |V |p−2V) · (U − V) =

1

2
(U − V)[H(U )+ H(V)](U − V)T

where
U = αU + (1 − α)V , V = βU + (1 − β)V ,
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and the N× N matrix field H(W) satisfies

(4.9) ξH(W)ξT = p|W|p−2|ξ |2 + p(p − 2)|W|p−4(W · ξ)2

for all W, ξ ∈ RN .

PROOF: Consider the real functionψ(U ) = |U |p. One has

∂ψ

∂Ui
= p|U |p−2Ui

and

Hi, j (U ) :=
∂2ψ

∂Ui ∂Uj
= p|U |p−2δi j + p(p − 2)|U |p−4Ui Uj

whereH is the Hessian matrix. By Taylor’s formula

ψ(U ) = ψ(V)+ ∇ψ(V) · (U − V)+
1

2
(U − V)H(V)(U − V)T .

By interchangingU andV in the above formulae and by adding the respective sides
in the two equations, one obtains the symmetrized form of Taylor expansion (4.8).

�

Note that

p|W|p−2|ξ |2 ≤ ξH(W)ξT ≤ p(p − 1)|W|p−2|ξ |2 .

It is worth noting that the particular form of the convex functionψ(U ) is not es-
sential here or later.

LEMMA 4.3 The vector field u satisfies estimate(3.3).

PROOF: The first part of the estimate was already proven in the previous lem-
ma. SettingU = Du andV = Du−h in equation (4.8) and taking into account
(4.9), it follows that

(|Du|p−2
Du − |Du−h|p−2

Du−h) · (Du − Du−h)

=
1

2
(|Ũ |p−2 + |Ṽ |p−2)|Du − Du−h|2

+
p − 2

2
|Ṽ |p−4(Ṽ · (Du − Du−h))2

+
p − 2

2
|Ũ |p−4(Ũ · (Du − Du−h))2 a.e. inRn

+ ,

(4.10)

where

(4.11)

{
Ũ = αDu + (1 − α)Du−h

Ṽ = βDu + (1 − β)Du−h.
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The realsα = α(x) andβ = β(x) take values between 0 and 1 and depend on the
point x ∈ Rn

+. Clearly,

(4.12)

{
|Ũ − Du| ≤ |Du − Du−h|

|Ṽ − Du| ≤ |Du − Du−h|
a.e. inRn

+ .

Next, by using (4.7) to estimate the right-hand side of (4.6), dividing this last
equation by|h|2, and using (4.10), it follows that

ν0

∫ ∣∣∣∣D
u − u−h

h

∣∣∣∣
2

dx

+ ν1

∫ {
(|Ũ |p−2 + |Ṽ |p−2)

∣∣∣∣D
u − u−h

h

∣∣∣∣
2

+ (p − 2)|Ũ |p−4

(
Ũ ·

(
D

u − u−h

h

))2

+ (p − 2)|Ṽ |p−4

(
Ṽ ·

(
D

u − u−h

h

))2}
dx

≤ cnν
−1
0 ‖ f,b‖2 .

(4.13)

Next we pass to the limit in (4.13) ash → 0. From (4.12) it follows that̃U → Du
andṼ → Du almost everywhere inRn

+. On the other hand, due to (4.7), we know
that

∇
u − u−h

h
→ ∇

∂u

∂xk
a.e. inRn

+ .

In particular, the same property holds by replacing∇ by D. The above consid-
erations, together with the nonnegativity of all the integrands that appear on the
left-hand side of inequality (4.13), allow us to pass to the limit by using Fatou’s
lemma. This yields

ν0

∫ ∣∣∣∣D
∂u

∂xk

∣∣∣∣
2

dx

+ ν1

∫ {
|Du|p−2

∣∣∣∣D
∂u

∂xk

∣∣∣∣
2

+ (p − 2)|Du|p−4

(
Du · D

∂u

∂xk

)2}
dx

≤ cnν
−1
0

(
‖ f ‖2 + [b]2

1/2

)

(4.14)

for each indexk, k 6= n. Hence,

(4.15) ν0‖D2
∗u‖2 + ν1

n−1∑

k=1

∥∥∥∥|Du|
p−2

2 D
∂u

∂xk

∥∥∥∥ ≤ cnν
−1
0

(
‖ f ‖2 + [b]2

1/2

)
.

The proof of estimate (3.3) is accomplished. �

The next step is to prove estimate (3.9) for∇∗π .
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LEMMA 4.4 For each k 6= n, the terms|Du|p−2D
∂u
∂xk

and the derivatives∂π
∂xk

satisfy
estimate(3.5). In particular,

(4.16)

∥∥∥∥
∂π

∂xk

∥∥∥∥
p′,R

≤ K .

PROOF: Straightforward calculations show that

(4.17)
∂

∂xk
(|Du|p−2

Du) =

|Du|p−2
D
∂u

∂xk
+ (p − 2)|Du|p−4

(
Du · D

∂u

∂xk

)
Du .

On the other hand, by differentiation of equation (1.11) with respect toxk, k 6= n,
it follows

∇
∂π

∂xk
= ∇ ·

[
−ν0D

∂u

∂xk

]
+ ∇ ·

[
−ν1

∂

∂xk
(|Du|p−2

Du)

]
+ ∇ · G

≡ ∇ · [U3 + U4 + G] ,

(4.18)

where, for uniformity of notation, we introduceGi j = δk j fi . Hence∇ · G = ∂ f
∂xk

;
moreover,‖G‖ = ‖ f ‖.

Next we estimate suitable norms of the terms inside square brackets that appear
on the right-hand side of equation (4.18). By (4.7),

(4.19) ‖U3‖ ≡

∥∥∥∥ν0D
∂u

∂xk

∥∥∥∥ ≤ cn‖ f,b‖ .

On the other hand, by using (4.17), one shows that

(4.20)

∣∣∣∣
∂

∂xk
(|Du|p−2

Du)

∣∣∣∣ ≤ cn(p − 1)|Du|p−2

∣∣∣∣D
∂u

∂xk

∣∣∣∣ a.e. inRn
+ .

Moreover, by Hölder’s inequality,

(4.21)

∥∥∥∥|Du|p−2
D
∂u

∂xk

∥∥∥∥
p′

≤ ‖Du‖
p−2

2
p

∥∥∥∥|Du|
p−2

2 D
∂u

∂xk

∥∥∥∥ .

Hence, by (4.15), it follows that

(4.22)

∥∥∥∥|Du|p−2
D
∂u

∂xk

∥∥∥∥
p′

≤ cn

(
1

ν0ν1

) 1
2

‖Du‖(p−2)/2
p ‖ f,b‖ .

This proves the first statement in the lemma. Furthermore,

‖U4‖p′ ≡

∥∥∥∥ν1
∂

∂xk
(|Du|p−2

Du)

∥∥∥∥
p′

≤ cn(p − 1)

(
ν1

ν0

) 1
2

‖Du‖(p−2)/2
p ‖ f,b‖ .

(4.23)
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Recall that‖Du‖p is bounded; see (2.10). From (2.11) and (4.18), and by using
(3.16) and (2.16) withg = ∂π

∂xk
andα = p0 = p′, p1 = 2, it follows that

∥∥∥∥
∂π

∂xk

∥∥∥∥
p′,R

≤ cn R
(
|B+

R |
1
p′ −

1
2 (‖U1‖ + ‖K‖)+ ‖U2‖p′,R

)

+ cn
(
|B+

R |
1
p′ −

1
2 (‖U3‖ + ‖G‖)+ ‖U4‖p′,R

)
.

(4.24)

Next, by (4.19) and (4.23), (4.16) follows. �

LEMMA 4.5 The derivatives∂
2uj

∂x2
n

, j 6= n, satisfy estimate(3.5).

PROOF: By using (4.17), thej th equation (1.11) may be written in the form

− ν0

n∑

k=1

∂2uj

∂x2
k

− ν1|Du|p−2
n∑

k=1

(
∂2uj

∂x2
k

+
∂2uk

∂xj ∂xk

)

− (p − 2)ν1|Du|p−4
n∑

l ,m,k=1

DlmDjk

(
∂2ul

∂xm∂xk
+

∂2um

∂xl∂xk

)
+
∂π

∂xj
= f j ,

(4.25)

whereDi j = (Du)i j = ∂ui
∂xj

+
∂uj

∂xi
and 1 ≤ j ≤ n. Let us write the firstn − 1

equations (4.25) as follows:

(4.26) ν0
∂2uj

∂x2
n

+ ν1|Du|p−2∂
2uj

∂x2
n

+ 2(p − 2)ν1|Du|p−4
Djn

n−1∑

l=1

Dln
∂2ul

∂x2
n

=

Fj (x)+
∂π

∂xj
− f j ,

where theFj (x), j 6= n, are given by

Fj (x) :=

− ν0

n−1∑

k=1

∂2uj

∂x2
k

− ν1|Du|p−2
n−1∑

k=1

∂2uj

∂x2
k

− ν1|Du|p−2
n−1∑

k=1

∂2uk

∂xj ∂xk

− 2(p − 2)ν1|Du|p−4

{
DnnDjn

∂2un

∂x2
n

+

n∑

l ,m,k=1
(m,k) 6=(n,n)

DlmDjk
∂2ul

∂xm∂xk

}
.

(4.27)

In what follows, equation (4.26), 1≤ j ≤ n − 1, will be treated as an
(n − 1) × (n − 1) linear system in the unknowns∂2uj /∂x2

n, j 6= n. Note that,
with an obviously simplified notation, the measurable functionsFj satisfy

(4.28) |Fj (x)| ≤ cn

(
ν0 + (p − 1)ν1|Du(x)|p−2

)
|D2

∗u(x)| a.e. inRn
+.

We denote bỹFj the right-hand sides

(4.29) F̃j (x) := Fj (x)+
∂π

∂xj
− f j
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that appear in the above(n − 1)× (n − 1) system (4.26).
Let us show that the(n − 1) × (n − 1) system (4.26) can be solved for the

unknowns∂2uj /∂x2
n, j 6= n, for almost allx ∈ Rn

+. The elementsaj l of the matrix
systemA are given by

aj l =
(
ν0 + ν1|Du|p−2

)
δj l + 2(p − 2)ν1|Du|p−4

DlnDjn

for j, l 6= n. Note thataj l = al j . One easily shows that

n−1∑

j,l=1

aj l ξj ξl = (ν0 + ν1|Du|p−2)|ξ |2 + 2(p − 2)ν1|Du|p−4[(Du) · ξ ]2
n .

Hence the matrixA is symmetric and positive definite. Moreover, the above iden-
tity shows that all the eigenvalues are larger than or equal toν0+ν1|Du|p−2. Hence,

detA ≥
(
ν0 + ν1|Du|p−2

)n−1
.

Next, by settingξl = ∂2ul/∂x2
n, we get from (4.26), i.e., from

(4.30)
n−1∑

l=1

aj l ξl = F̃j ,

that

(4.31)
n−1∑

l , j =1

aj l ξl ξj =

n−1∑

j =1

F̃j ξj .

Consequently,(ν0 + ν1|Du|p−2)|ξ |2 ≤ |F̃ ||ξ |, which shows that

(4.32)
(
ν0 + ν1|Du|p−2

) n−1∑

l=1

∣∣∣∣
∂2ul

∂x2
n

∣∣∣∣ ≤ |F̃ | :=
( n−1∑

j =1

|F̃j |
2
) 1

2
a.e. inRn

+ .

In particular,

(4.33) ν0

n−1∑

l=1

∣∣∣∣
∂2ul

∂x2
n

∣∣∣∣ ≤ cn(p − 1)ν0|D
2
∗u(x)| + cn(|∇

∗π | + | f |) a.e. inRn
+ .

There readily follows, by appealing to (4.16) and(4.7), that

(4.34) ν0

n−1∑

l=1

∥∥∥∥
∂2ul

∂x2
n

∥∥∥∥
p′,R

≤ K .

�

LEMMA 4.6 Estimate(3.9)holds.

PROOF: We note that, by Hölder’s inequality, it readily follows that

(4.35) ‖|Du|p−2D2
∗u‖p ≤ ‖Du‖p−2

p ‖D2
∗u‖ ,
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wherep is given by (3.8). Hence, by (4.7), one gets

(4.36) ‖|Du|p−2D2
∗u‖p ≤ ‖Du‖p−2

p cnν
−1
0 ‖ f,b‖ .

From equation (4.25) written forj = n, we get an expression for∂π
∂xn

in terms of
functions already estimated. More precisely,

∣∣∣∣
∂π

∂xn

∣∣∣∣ ≤ cn
(
ν0 + (p − 1)ν1|Du(x)|p−2

)
|D2

∗u(x)|

+ cn(p − 2)ν1|Du(x)|p−2
n−1∑

l=1

∣∣∣∣
∂2ul

∂x2
n

∣∣∣∣ + | fn(x)| a.e. inRn
+ .

(4.37)

By appealing to (4.28), (4.29), and (4.32), we prove (3.7). Hence, byinequalities
(2.16) and (4.36),

∥∥∥∥
∂π

∂xn

∥∥∥∥
p,R

≤ cn,p
(
ν0‖D2

∗u‖ + ‖ f ‖
)
|B+

R |
1
p − 1

2

+ cn,p
ν1

ν0
‖Du‖p−2

p ‖ f,b‖ + cn,p‖∇
∗π‖p′,R|B+

R |
1
p − 1

p′ .

(4.38)

By appealing to (3.3) and (4.16) one proves (3.9). Note that
(
ν1

ν0

) 1
2

‖Du‖
p−2

2
p |B+

R |
1
p− 1

p′

is bounded by the last term on the left-hand side of (3.9). �

PROOF OFTHEOREM 3.1: Estimate (3.3) is just (4.15). Estimate (3.5) follows
from (4.16) and (4.34). The inclusion of the derivativesD2

∗u on the left-hand side
of (3.5) follows from (4.36) and from (2.16) and (4.7). �

5 Proof of Theorem 3.2

The above result may be improved if 2< p ≤ 2+ 2
n−1. Merely for convenience

we will assume thatn = 3. Hence, in the following we assume that 2≤ p ≤ 3.
Note thatp is fixed, once and for all.

LEMMA 5.1 Assume that(3.2)holds and let(u, π) be the corresponding solution
to problem(2.8) under one of the boundary conditions(1.6) or (1.10). R > 0 is
arbitrary but fixed. Assume that

(5.1) Du ∈ Lq(B+
R)

where
3 ≤ q ≤ 6 .

Then, besides(3.3), one has

(5.2) D2u, |Du|p−2∇∗
Du,∇∗π ∈ Lr (B+

R)
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where

(5.3)
1

r
=

p − 2

2q
+

1

2
.

More precisely,

(5.4) ‖∇∗π‖r,R + ‖D2u‖r,R + ν1‖|Du|p−2∇∗
Du‖r,R ≤ Kr

where

Kr = cn R
(
|B+

R |
1
r − 1

2 [ f,b] + ν1|B
+
R |

1
r − 1

p′ ‖Du‖p−1
p

)

+ cn

(
|B+

R |
1
r − 1

2 +
ν1

ν0
‖Du‖

p−2
2

q,R

)
‖ f,b‖ .

(5.5)

Note that 2< p ≤ 3, 3 ≤ q ≤ 6, and 2≤ r ≤ 3. The lack of dependence
of the constantscn on p,q, andr follows from this fact, since the constants that
appear in the embedding theorems used in what follows, as well as in (2.15),are
uniformly bounded from above if the exponents in the Lebesgue spaces lieaway
from 1 and from∞.

PROOF: The proof follows step by step that of Theorem 3.1. The proof remains
unchanged until the end of the proof of Lemma 4.3. The main point is that now,
in the proof of Lemma 4.4, assumption (5.1), together with Hölder’s inequality,
allows us to replace estimate (4.21) by

(5.6)

∥∥∥∥|Du|p−2
D
∂u

∂xk

∥∥∥∥
r,R

≤ ‖Du‖
p−2

2
q,R

∥∥∥∥|Du|
p−2

2 D
∂u

∂xk

∥∥∥∥ .

Hence, we start from the beginning of the proof of Lemma 4.4 by doing the above
substitution, and we follow, step by step, the proofs given in the previous section
(roughly speaking, we replaceL p′

norms byLr norms andL p norms byLq norms).
More precisely, start from (5.6) instead of (4.21). Then replace (by following,

in an obvious way, the corresponding proofs) equations (4.22), (4.23), (4.16), and
(4.34) by, respectively,∥∥∥∥|Du|p−2

D
∂u

∂xk

∥∥∥∥
r,R

≤ cn
1

ν0
‖Du‖

(p−2)/2
q,R ‖ f,b‖ ,(5.7)

‖U4‖r,R ≡

∥∥∥∥ν1
∂

∂xk
(|Du|p−2

Du)

∥∥∥∥
r,R

≤ cn(p − 1)
ν1

ν0
‖Du‖

(p−2)/2
q,R ‖ f,b‖ ,(5.8)

∥∥∥∥
∂π

∂xk

∥∥∥∥
r,R

≤ Kr ,(5.9)

ν0

n−1∑

l=1

∥∥∥∥
∂2ul

∂x2
n

∥∥∥∥
r,R

≤ Kr .(5.10)

Estimate (5.4) follows by appealing to (5.9) and (5.10). The proof of Lemma 5.1
is accomplished. �
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Next we show the following result (for the reader’s convenience, we set
ν0 = ν1 = 1):

COROLLARY 5.2 Assume that(3.2) holds and let(u, π) be a weak solution to
problem(1.11)under one of the boundary conditions(1.6) or (1.10). In addition,
assume that, for some R> 0,

(5.11) D2u ∈ Ls(B+
R)

where

(5.12)
3

2
≤ s ≤ 3 .

Then, besides(3.3), one has

D2u,∇∗π, |Du|p−2∇∗
Du ∈ Lr (B+

R)

where

(5.13)
1

r
=
(p − 2)(3 − s)

6s
+

1

2
.

More precisely,

‖∇∗π‖r,R + ‖D2u‖r,R + ‖|Du|p−2∇∗
Du‖r,R

≤ cR
(
|B+

R |
1
r − 1

2 [ f,b] + |B+
R |

1
r − 1

p′ ‖Du‖p−1
p

)

+ c
(
|B+

R |
1
r − 1

2 + |B+
R |

1
r − 1

p′ ‖∇u‖(p−2)/2
p + ‖D2u‖

(p−2)/2
s,R

)

× (‖ f ‖ + [b]1/2) ,

(5.14)

where the constant c is independent of p, s, r, and R.

PROOF: We start by noting that

(5.15) ‖g‖q,R ≤ c‖∇g‖s,R + c|B+
R |

1
q − 1

p ‖g‖p,R

where

(5.16)
1

q
=

1

s
−

1

3
,

and the constantc is independent ofR. In fact, by a Sobolev embedding theorem,
W1,s(B+

1 ) is continuously embedded inLq(B+
1 ). Clearly,‖∇g‖s + ‖g‖p is a norm

in W1,s(B+
1 ), equivalent to the canonical one. Hence the above estimate holds for

R = 1. The result for an arbitraryR follows by a scaling argument. By applying
(5.15) to∇u, we prove that (5.1) holds, whereq is given by (5.16). Estimate (5.14)
follows from (5.4). �

PROOF OFTHEOREM 3.2: Definer = φp(s) by (5.13) and (5.16), i.e.,

r = φp(s) :=
6s

(5 − p)s + 3(p − 2)
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where p ∈ [2,3]. Note thats andr belong, at most, to the interval[3
2,3]. The

particular ranges of the parametersq, r , ands are not significant here. We merely
want to note that these ranges remain away from 1 and from∞. Note that, for
p > 2, the functionφp(s) is strictly increasing.

In what follows we define

(5.17) r1 = p′ , rn+1 = φp(rn) ,

for each positive integern. We observe that

lim
n→∞

rn = l := 2 −
p − 2

5 − p
.

Next we define, for each positive integern,

(5.18) an = ‖∇∗π‖rn,R + ‖D2u‖rn,R + ‖|Du|p−2∇∗
Du‖rn,R .

Note that, by (3.5), it follows that

a1 ≤ cR
(
|B+

R |
1
p′ −

1
2 [ f,b] + ‖Du‖p−1

p

)

+ c
(
|B+

R |
1
p′ −

1
2 + ‖Du‖(p−2)/2

p

)
(‖ f ‖ + [b]1/2) .

From (5.14) one gets
an+1 ≤ (C0 + C E)Bn + Eaβn

whereE = c(‖ f ‖ + [b]1/2), Bn = |B+
R |

1
rn+1 , β = p−2

2 (hence 0< β ≤ 1
2),

C0 = cR
(
|B+

R |−
1
2 [ f,b] + |B+

R |
− 1

p′ ‖Du‖p−1
p

)
,

and

C = |B+
R |−

1
2 + |B+

R |
− 1

p′ ‖Du‖βp .

R> 0 is arbitrary but fixed. Moreover,Bn → B := |B+
R |1/ l asn → ∞.

Setb1 = a1 andbn+1 = (C0 + C E)Bn + Ebβn . Clearly,an ≤ bn for eachn.
On the other hand, it is easily shown that limbn = b whereb is the solution of the
equation

b = (C0 + C E)B + Ebβ .

It is easily shown that

b ≤ 2(C0 + C E)B + 4E
1

1−β .

Clearly, lim supan ≤ b. By taking into account the definition of thean’s and well-
known properties of Lebesgue spacesLα, it readily follows that

‖∇∗π‖L l (B+
R )

+ ‖D2u‖L l (B+
R )

≤ 2(C0 + C E)B + 4E
1

1−β .

This proves (3.11). Alternatively, we may setbn+1 = (C0 + C E)(B + ǫ) + Ebβn ,
with ǫ > 0, show that the above inequality holds withB replaced byB + ǫ, and let
ǫ → 0.
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Finally, we prove (3.14). By Hölder’s inequality it follows that

‖|Du|p−2D2
∗u‖m,R ≤ ‖Du‖

p−2
l ∗,R‖D2

∗u‖ .

By appealing to (3.3), (3.11), and (3.15), it readily follows that

(5.19) ‖|Du|p−2D2
∗u‖m,R ≤ CR

(
Kl + ‖ f,b‖

2
4−p + ‖∇u‖p

)p−2
‖ f,b‖ .

Hence, from this last inequality together with (3.7) and (3.11), one easily gets
∥∥∥∥
∂π

∂xn

∥∥∥∥
m,R

≤ CR

(
Kl + ‖ f,b‖

2
4−p + ‖ f,b‖

)

+ CR

(
Kl + ‖ f,b‖

2
4−p + ‖∇u‖p

)p−2
‖ f,b‖ .

Note that‖∇∗π‖m,R ≤ ‖∇∗π‖l ,R, sincem ≤ l . Finally, by taking into account the
expression ofKl and by appealing to Young’s inequalities, one proves (3.14). Note
that, in particular,

‖Du‖(p−2)/2
p ‖ f ‖ ≤ c

(
‖Du‖p + ‖ f ‖

2
4−p

)
.

�
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[36] Málek, J.; Rajagopal, K. R.; Růžička, M. Existence and regularity of solutions and the stability
of the rest state for fluids with shear dependent viscosity.Math. Models Methods Appl. Sci. 5
(1995), no. 6, 789–812.
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