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Abstract

We consider the 3 — D evolutionary Navier-Stokes equations with a
Navier slip-type boundary condition, see (1.2), and study the problem of
the strong convergence of the solutions, as the viscosity goes to zero, to the
solution of the Euler equations under the zero-flux boundary condition.
We prove here, in the flat boundary case, convergence in Sobolev spaces
W* P(Q), for arbitrarily large k and p (for previous results see [42] and
[9]). However this problem is still open for non-flat, arbitrarily smooth,
boundaries. The main obstacle consists in some boundary integrals, which
vanish on flat portions of the boundary. However, if we drop the convective
terms (Stokes problem), the inviscid, strong limit result holds, as shown
below. The cause of this different behavior is quite subtle.

As a by-product, we set up a very elementary approach to the regu-
larity theory, in L?—spaces, for solutions to the Navier-Stokes equations
under slip type boundary conditions.
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1 Introduction and results.

We investigate strong convergence up to the boundary, as v — 0, of the solu-
tions u” of the Navier-Stokes equations

Ou’ + (v V)u —vAuw + V=0,
(1.1) divu” = 0,
u”(0) = ug,

under the boundary condition

(1.2) { (- n)ip = 0,

w'xn=20,
to the solution u of the Euler equations

Ou+ (u- V)u+ Vr=0,
(1.3) divu =0,
u(0) = ugp,



under the zero-flux boundary condition
(1.4) u-n=0.

Here w = curlu, and € is an open bounded set in R? locally situated on one
side of its boundary I'. For convenience, we assume that €2 is simply-connected.
We denote by n = (n1, n2, n3) the unit outward normal to I'. We recall that
application of the operator curl to the first equation (1.1) leads to the well
known equation

(1.5) Ow—rvAw+ (u- Vi)w— (w- V)u=0.

The problem is studied in a suitable time-interval [0, T, independent of v.
We recall that, on flat portions of the boundary, the slip boundary conditions
(1.2) and (5.1) coincide. In the general case they differ by lower order terms.
The literature on this type of conditions is very wide. Navier was the first to
propose these conditions, see [34]. We also refer to [37], and to [1], [3], [5], [6],
(1], [12], [13], [17], [18], [22], [23], [28], [33] and [41]

Concerning the vanishing viscosity limit in bounded domains, with slip
boundary conditions, the problem is mainly studied in the 2 — D case. Note
that, in this case, the assumption wx n = 0 on I is simply replaced by w = 0.
We refer to the classical papers, [2], [24], [36]. See also the more recent papers
[9], [14], and [31].

Vanishing viscosity limit results in 3 — D domains, without boundary condi-
tions, have been studied by many authors. See, for instance, [15], [25], [26], [27],
[30], [38], and the more recent papers [8], [32] (in [8], [25] and [32] results are
proved in strong topology). Concerning this last problem in bounded domains,
under slip boundary conditions, we refer to [9], [21], [42] and references therein.

We point out that our present work should be seen in the framework of
strong inviscid limit results in three-dimensional domains. This means here to
obtain a priori estimates in L>(0,T; W*?(Q)), independent of v > 0, with
kE>1+4 % (in this context, concerning the existence of strong, unique solutions
to the Euler equations (1.3), (1.4) we refer to [39]). To our knowledge the 3— D
strong inviscid limit has been studied by few authors. In [42] the following result
([42], Theorem 8.1) is stated.

Theorem 1.1. Assume that the initial data ug belongs to W3 2(Q), is diver-
gence free, and satisfies the boundary conditions (1.2). Then

u’ — u in  LP(0, To; W32(Q)), foreachpe€ [1, x|,
(1.6)
w — u in  C([0, To); W22(Q)).

In reference [9] the results are obtained in the context of W*? and WP
spaces, for any finite p.  is a cubic domain, and the boundary condition (1.2)
is imposed only on two opposite faces. On the other faces periodicity is assumed,
as a device to avoid unessential technical difficulties. The following result holds
(see [9], Theorem 1.1).

Theorem 1.2. Let Q be a cubic domain, and impose the boundary condition
(1.2) only on two opposite faces (on the other faces assume periodicity). Assume



that p > % and that the initial data ug belongs to W3 P(Q), is divergence free,

and satisfies the boundary conditions (1.2). Then

u’ — u in  L>®(0, To; W3P(Q))  weak — *,

) uw — u in C([0, Tol; W*P(Q)), for eachs < 3.
Further,

(1.8) Oru” — Oru in L(0, To; WHP(Q))

and, if p> 2,

(1.9) oru’ — Opu in LP(0, To; Wh3P(Q)).

We note that, by arguing as in [9], the estimates proved in reference [42]
may lead to the more stringent results stated in Theorem 1.2 in the particular
case p= 2.

The proofs presented in both the above references seem to require flat-
boundaries. Hence the problem remains open in the presence of smooth bound-
aries. The main obstacle consists of some boundary integrals, resulting from an
integration by parts related to the viscous term (these integrals vanish on flat
portions of the boundary).

In this paper we consider the following problems:
a) Extension of Theorem 1.2 to arbitrary W* P spaces. We prove the follow-
ing result:

Theorem 1.3. Let Q be a cubic domain, and impose the boundary condition
(1.2) only on two opposite faces (on the other faces assume periodicity). Assume
that p > 2. The initial data ug belongs to WF*P(Q), for some ko > 3, is
divergence free, satisfies the boundary condition (1.2) and the necessary com-
patibility conditions on I, at time t = 0. Then

u’ — u in  L>®(0, To; WkoP(Q))  weak — *,

- u’ — u in C([0, To]; W*P(Q)), foreachs < kg.
Further,

(1.11) Oru’ — Oyu i L(0, To; Who=22(Q)),

and

(1.12) oru” — yu in LP(0, Ty; Who=23P(Q)).

We remark that the above theorem holds for p > 2 (except (1.12)). How-

ever, for simplicity, we everywhere assume that p > 2. Moreover, in the fol-
lowing we just prove the a priori estimates that lead to the existence of the

solutions to the problem (1.1), (1.2), for fixed v > 0. The effective construction



of the solution may be obtained, for instance, via the classical Faedo-Galerkin
procedure (see, for instance, [15], [16], [29], [40]).

Observe that the previous theorem gives in particular the WW*o-P-regularity,
for each ky > 3, for solutions of the Navier-Stokes boundary value problem
(1.1), (1.2) with fixed viscosity in the flat-boundary case. See the next point c).

b) To develop a suitable strategy for extending the inviscid limit results to
smooth, arbitrary, domains. We partially succeed in this attempt, insofar as
our approach works well for Stokes problems. The reason for these two distinct
behaviors is quite subtle, as shown below. It suffices to say that the obstacle re-
sulting from the addition of the convective term is not due to the related volume
integral (the classical “trilinear form”, when p = 2), but to the destabilizing
effect of the convective term on boundary integrals. The reader should note that
exactly the same boundary integrals already occur in the Stokes framework. In
other words, the main obstacle is due to the combination, near the boundary,
of viscosity with convection. In fact, if we drop the convective terms (Stokes
problem) the inviscid limit result holds. Actually, we show the following result.

Theorem 1.4. Assume that Q is of class C®. For each v > 0 denote by u”
the solution to the initial boundary value Stokes problem

v’ — vAu 4+ V=0,
(1.13) divu” = 0,
u”(0) = ug,

under the boundary condition (1.2). Assume that the initial data ug belongs to
W?2P(Q), is divergence free in Q, and satisfies the boundary conditions (1.2).
Further, consider the solution u to the problem

8tu+ V= 0,
(1.14) divu = 0,
u(0) = ug,

under the zero-fluz boundary condition (1.4). Then

u’ = u in  L*(0, To; W2P(Q)) weak — *,

(1.15)
uw = u in C([0, Tol; W*P(Q)), for eachs < 2.
Further
(1.16) Oru” — dru in L>(0, To; LP(Q)),
and
(1.17) ou” — dyu in LP(0, To; L*P(Q)).

Since the problem (1.13) is linear, the above results hold for arbitrarily
large values of Tj;. Note that, from (1.14), it follows that d;u = 0, hence
u(t, x) = uo(x) for all ¢.

Our main interest in the above result is theoretical: Just a better under-
standing of the real obstacle due to the introduction of the convective term. So,
we did not try to extend the Theorem 1.4 to higher order derivatives.



Remark 1.1. It is worth noting that, in the presence of the convective term, we
are able to lower the order of the derivatives occurring in the above troublesome
boundary integrals, see (3.16). However this seems insufficient to overcome the
main obstacle. This main challenging point will be discussed in section 3 below.

¢) Regularity of the solutions. As a by-product of our estimates we also
touch the regularity problem for solutions to the Navier-Stokes problem (1.1),
(1.2), for fixed viscosity v. It is worth noting that in reference [19] G. Grubb
proves very general, strong, and complete, regularity results for solutions to
the Navier-Stokes equations under different, even nonhomogeneous, boundary
conditions. The above reference follows previous work in collaboration with
V.A. Solonnikov (see, for instance, [20], and references in [19]). Actually, the
proofs in reference [19] are particularly involved. Hence, simpler approaches
are desirable, even if the results obtained are much less general. We give only
just a contribution in this direction. Further developments seem possible. We
consider the case in which an external force f is present in the right hand side
of the first equation (1.1). To simplify the presentation, we assume that

(1.18) fe LP0, T; WhP(Q)),
for a suitable integer k. However, more general (or different) choices are possible.

Theorem 1.5. Let Q be a reqular open, bounded, set in R® and let v > 0
be given. Assume that p > 2 and that an external force f, satisfying (1.18)
for k = 1, has been added to the right hand side of the first equation (1.1).
Let ug € WHP(Q) be a given divergence free vector field satisfying (1.4). Then
there is a T > 0 such that the solution w = u” to the problem (1.1), (1.2) in
[0, T satisfies

(1.19) uwe€ L0, T; WhHP(Q))
and

|w|*" |Vw| e L0, T; L*())
(1.20)
lw|? € L2(0, T; Wh2(Q)),

where w = curlw . In particular, by setting p = 2,

(1.21) ue L*(0, T; W22(Q)).

Theorem 1.6. Let Q be a reqular open, bounded, set in R?® and let v > 0
be given. Assume that p > 2 and that an external force f, satisfying (1.18)
for k = 2, has been added to the right hand side of the first equation (1.1).
Let ug € W%P(Q) be a given divergence free vector field satisfying (1.2). Then
there is a T > 0 such that the solution w = u” to the problem (1.1), (1.2) in
[0, T satisfies

(1.22) ue L0, T; W*P(Q))



and

p—2

I

|C|2 € L0, T; Wh2(Q)),

|V (| e L0, T; L*(Q))
(1.23)

where ( = — Aw. In particular, by setting p= 2, one shows that

(1.24) ue L*0, T; W32(Q)).

By directly appealing to the equations (1.1) and to the results stated above,
we may easily obtain regularity results for time derivatives and pressure, and
also an estimate for T in terms of initial data and viscosity.

2 Sharp W¥?- inviscid limit results in the flat
boundary case

From now on we denote the solutions u” by u. We use the following notation:

lullp = Nullze@y > Nullk,p = lullwr.r@),  Nullpr = llullze) -

Moreover, the Einstein’s convention of summation over repeated indexes is as-
sumed.
We start with the following auxiliary result (see [35] and [4]).

Lemma 2.1. Let Q be a regular open, bounded, set in R3, T its boundary and
let v be a sufficiently reqular vector field. Then,

— Jo Av- (P~ 2v)de = 5 [ o]~ 2| V| dx

(2.1)
—|-4p;22 S ’V|v|g|2dm— Jr |v [P~ 2 (d;vj)n;vjdl.
Note that
(2.2) |V jul% |” < (§)2|u|p*2|w\2.

For the proof of the next lemma see, for instance, [10].

Lemma 2.2. Assume, in addition to the hypotheses of Lemma 2.1, that v is
a vector field satisfying v x n= 0 on I'. Then curlv is tangential to T'. In
particular,

(2.3) 0; ((curlv) - n) (curlv); = 0.

Lemma 2.3. Ifv and n are two arbitrary, sufficiently reqular, vector fields then

(Oivj)nyv; = (curlv) X n- v+ (9;v;)n; v
(2.4)
= (curlv) x n- v+ 0; (v- n)v; — (0;n;) v; v;.



Throughout the remaining part of this section we consider a cubic domain
Q= (]0,1])® and set

P={z:0< z1,22< 1, and z3=0 or wzg=1}.

The boundary condition (1.2) is imposed on I'. The problem is assumed to be
periodic, with period equal to 1, both in the ;1 and x5 directions.

In the sequel k, I, m denote non-negative integers and ko denotes an arbi-
trary, but fixed, integer such that ky > 3. For any k we formally set

(2.5) Wt = curl ¢ and M = curlwftt,

with ¢° = u. Further, for any suitably smooth function g by AF g we mean the
Laplace operator applied k times to ¢, with A®g = g.
In the flat boundary case, the boundary condition (1.2) is simply

(2.6) u3 = wi = wsy =0 on T.
Further, from w} = wl =0 on I' and divw! = 0 it follows that
(2.7) dzw3 =0 on T.

Proposition 2.1. Assume that wi = wi = 0 on T’ and divw® = 0 in Q.
Then

(2.8) (@-w]l.)niw}: 0 on T.

The result follows by appealing to (2.7) and to n; = ng = 0.
The following lemma was inspired by [42].

Lemma 2.4. Let u be a vector field in 0, and w' = curlu. Assume that
uz3 = wl = wl = 0 onT. Then the vector fields (u- V)w! and (w'- V)u are

normal to I'.

The proof is left to the reader. Note that d3u; = wi + d;u3 = 0 onT', and
similarly for 03 us .

Lemma 2.5. Assume, in addition to the hypotheses of Lemma 2.4, that w!
satisfies the equation (1.5). Then

(curl¢) x n=10

on T', where (' = curlw!.

Since w! is normal to the boundary, so is d; w!. From (1.5), by appealing

to Lemma 2.4, it follows that curl (! = — Aw! is normal to the boundary.

For an integer k > 1, let us consider the following equations, obtained by
formally taking 2(k — 1) and 2k — 1 times the curl of equations (1.5), respec-
tively :

(2.9) hwh — v AWE = (—1)F AR (W Vyu— (u- V)w'),

(2.10) O —vAF = ()" eurl AP (W V)u— (u- V)w!) .



Our next aim is to use an induction argument to prove that the previous prop-
erties, stated for w! and ¢!, hold as well for w*, for any k € [17 k02+1], and for
¢k, for any k € [1, %"] .

We will prove the following result.

Proposition 2.2. Assume that the hypotheses of Lemma 2.4 hold. Further
assume that w* satisfies (2.9) for any k € [1, %] . Then one has

k0+1]

(2.11) Wxn =0, *n=0 on T, Vke{l,

Moreover the right hand side of (2.9) is normal to T".

We introduce some further notation. If f and g are suitably regular scalar
functions defined on 2, we set

(2'12) (DMf) . <D‘“"g) - ) i <aggi1"'a$'i|w\f(x)> (a‘layil”'a’”w\g(x)) ’

Tty =

However, we are not interested in the number of times each summand appears in
the above sum, since we will show that, under our hypotheses (flat boundary),
each single term is equal to zero. So, we simply write

(2.13)

(D) (DPlg) = > elinne,m) (0103203 £ (@) (070303 9()) ,
Y1+v2+v3=|7]

where, for each i, v; < |7] is a non-negative integer, c(v1, 72, 73) is a non-negative
constant and 97" f(z) = 25; f(z).

= ~
ox;

Lemma 2.6. For each non-negative integer m such that m < %, the fol-
lowing identities hold:
(2.14)

m m—|v|

A7 (@ )u)li =30 Y Gl (DI ) - (Dl ¢l

[v]=0 =0
(2.15)
m m—|v|
o (=3 5 o) (91 - (01
[v1=0 1=0

where Cp, (||, 1) are positive constants.

Proof. We just show the first identity. The second can be proved in the same
way. Since ¢ = u, the identity is trivial for m = 0. Assuming its validity for
some m < % , we prove it for m + 1. By using the Leibniz rule formula we

have

m_ m—|v|
A (W V) u)li=A S 3 Cull ) (D) - (Dg, ¢!
[vl=0 1=0
m m—|v|
2 _ _
= Con(I71:1) ( )ash DPl =) g2=h ((phlg, ¢t .
22 2 () or (o) oz (001,6))



3 3
Since Z 33 wé- = fwé*l and Z 02 C; =— C]H'l, the previous sum is equal to
s=1 s=1

_ S Culyll) (D\vlem—h\+2—l> _ (D'V'aj Cf)
=0

|v]=0
m m—||
y Y Cunl7,1) (DI 1) - (Dhg i)
|v]=0 1=0
m m—||
+2 30 3 Culhha, (PP -0, (DPloy )
h1=0 1=0

Finally, by setting [ + 1 = r in the second term, |y| + 1 = || in the third
term, and denoting by C,,+1(|7|,{) the constants obtained by collecting equal
summands, we get

m m—|y|

AW V== 30 3 Culhhd (Dhlay ==ty (Do, ¢t
ly[=0 1=0
m  m+l-|y]
= > Culllr =1y (DR (DRl )
[y|=0 r=1

m+1 m+1-[6]|

+ 3 Y Gl -0 (DI REN (Dl ¢t

|1B|=1 =0
m+1 m+l—|y|

=Y Y Canlhll) (D|w|w;@+1—|w|+1_z) . (D‘V‘aj Cf) ’

=0 1=0
O

Lemma 2.7. Letl and o be non-negative integers such that

(2.16) 20+ 2a < ko,

with | € [O, k°2_1] . Assume that ¢, =0 on T for each | € [O, k°2_1] . Then

92%¢k =0 on T,

for each I and « in [O, k(’;l] satisfying (2.16).

Proof. We proceed by induction on «. If & = 0, the claim follows directly from
the hypotheses. Assuming that the property holds for some o € (0, k“; 1 1]
and for each [, we prove it for a + 1. We have

O3 G = — 33 (Gh + 97 + 08G3) = — 3G — aRaRech - d3aRe
where we have used —A(} = §+1 . The proof is completed if one observes that,
from the induction hypothesis, each term on the right hand side vanishes on
T. O



Lemma 2.8. Let w* and ¥ be as in (2.5). Assume that w™ satisfies equation
(2.9) with k = m, for somem € [1, ’“0_1], Further assume that w*xn = 0 on
[ foreachk € {1, ---,m} and that (*-n=0 onT for eachk € {0, ---, m}.
Then, on I,

Wt xn =0, ¢™t.n=0.

Proof. The second claim immediately follows from the first claim and from
Lemma 2.2, since ("' = curlw™*!. As far as the first claim is concerned,
observing that w™*! = — Aw™ and that 9;w™ is normal to the boundary, it
is enough to show that the right hand side of (2.9), with k = m, is normal to
the boundary. This means

(2.17) A" (W' V)u— (u- V)w")], =0, i=1,2.

Fix ¢ = 1. The same arguments hold for i = 2. By using Lemma 2.6 we prove
that for each |y| € {0,--- ,m —1}, foreach ! € {0,m — 1 — |y|} the product

(D'"/'w;-n*hl*l) . (DW‘@j (f) and the product (DMQ) . (D'”Y'@j w;nfmfl) are
equal to zero on I'. For convenience here we use the notation m — |y| — 1 = h.
Let us consider the first product.

Case a) Let j = 3 and 73 = 2a + 1, for any admissible & > 0. We show
that 0]*03203°wh = 0 on T, for each h. Note that it is enough to show that
OFwh =0 on I' (a similar argument holds in the next cases).

For a = 0 there holds diw? = 0 on T, from wl = wh = 0 on T' and
divwh = 0. If the property holds for 43 = 2a + 1 then, for v3 = 2o+ 3 we have

204192 h _ _ a2a+1l ( h+1 . 92 h L 92 hY _
95wl = — 9t (Wit + Bfwh + 03wh) =0

h+1
Ws

on I' where we have used — Awh = and the induction hypothesis.

Case b) Let j # 3 and -3 = 2, for any admissible @ > 0. We show that
97" 93°93°w! = 0 on T, for each h.

For a = 0 the claim follows from the hypotheses w! = wf = 0 on T'. If the
property holds for v3 = 2« then, for v3 = 2ac + 2 we have

6%0‘83%(41;‘ = — 92 (w;“'l + 8%w? + 8%@?) =0

on I', where we have used — Aw! = w”*! and the induction hypothesis.

Case c¢) Let j = 3 and 3 = 2, for any admissible & > 0. We show that
07103203° 03¢t =0 on T, for any .

Observing that 93¢} = wéﬂ + 01¢4 = 0 on T, the property follows from
Case b) and Lemma 2.7.

Case d) Let j # 3 and 3 = 2a + 1, for any admissible a« > 0. We want to
show that 0770520320, ¢! =0 on T', for any [. Observing that

0301195 (1 = 0; 037051,

the property follows from Case c).
As far as the terms (D|7|<Jl.) : (Dh‘aj wimefl) are concerned, it is easy to

recognize that one falls into the previous cases. Indeed
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Case a’) If j = 3 and 3 = 2ac+ 1, for any admissible @ > 0, one shows that
Do, w{n7h|+17l =0 on I' using Case b).

Case b’) If j # 3 and 3 = 2, for any admissible « > 0, one shows that
DI, w1 — 0 on T using Case b).

Case ¢’) If j = 3 and 3 = 2a, for any admissible @ > 0, one shows that
DM@, =0 on I" using Lemma 2.7.

Case d’) If j # 3 and 3 = 2« + 1, for any admissible « > 0, one shows that
DMCJL =0 on I using Case c). O

Proof of Proposition 2.2. The identities (2.11) follow from Lemma 2.8. The last
claim in the Proposition follows from this same lemma, for each k < % It
remains only to show that if k& € (o2, kotl] the right hand side of (2.9) is
normal to the boundary (this case is not included in Lemma 2.8). The result
can be easily shown by following the proof of (2.17). O

Proposition 2.3. Under the assumptions of Proposition 2.2 one has
k k _
(2.18) (Oiwi)njwi =0 on T.
The result follows from wf = w5 = 0 on T and divw* = 0.

Proposition 2.4. Assume that the hypotheses of Lemma 2.4 hold. Further

assume that C* satisfies equation (2.10), for some k € [1, %] Then

(2.19) (8iCJ’-“)niCJI-€:O on T.

Recall that ¢¥ = 0 on T and 93 Cf = wh™ + 01 ¢F, 03¢5 = 09 ¢ — Wi,
The result follows from Proposition 2.2, since w**! = —Aw”, and w]fH =
Wi+l = 0 since the right hand side of (2.9) normal to I".

The following norm-equivalence results hold.

Lemma 2.9. For each non-negative integer | one has

wlle,p 2= lellep, [l p = Nulliv2,p,

where w = w' and ¢ = ¢'.

The first claim follows from curlu = w and divu = 0 in §, together with
the boundary condition u - n = 0. The second claim follows from curlw = ¢
and divw = 0 in 2, together with the boundary condition w x n = 0.

From Lemma 2.9, by appealing to an induction argument on k one has the
following result.

Lemma 2.10. For each non-negative integer I one has

ko +1
1M lp = Nullotorsrp, Vh € {1, 0 };
k,
16410 = ks Vi€ [15).

11



Recall that w = w', ¢ = ¢! and that, from (2.5), Ww*t! = —AwF, ¢FH1 =
—ACk.

In the following we assume that the hypotheses of Proposition 2.2 hold. By
multiplying both sides of equation (2.9) by |w* [P=2w* | by integrating in
and by taking into account Lemma 2.1, it follows that

— 2
LaEllFlE+ g Sy P P2 Vb P de + 4w B2 [ |V Wk | [P de

(2.20) — (_1>k—1 fQ |wk |p—2wk . AR-1 ((wl, V)u — (u V)wl) dx
+v [p |k P72 (0 wk) ny Wk dr.

Observe that the last integral vanishes due to (2.18). Further, the highest order
term in the volume integral on the right hand side vanishes, i.e.

(2.21) (—1)’““_1/Q [P P20k (u- V) (AR W) do = % /Q(u-V)|wk|p dr=0.

This is due to divu = 0 in Q and u-n = 0 on I'. However, for convenience
we preserve the above notation, even if the term (—1)*=1V (AF~1w!) = Vw*
is assumed to be absent.

Moreover, by appealing to (2.2) the sum of the first two integrals on the

left hand side can be bounded from below by v W Jo |VIwl|® ’2 dz, for

p > % . Hence, one has

— |2
(2.22) y el + v 2R [ |V |w ] de
= (=1)kt Jo | Wk [P=2 k. Ak-T ((w1 - V)u— (u- V)wl) dz .

From the continuous immersion of W12 in L% it follows that

(2.23) ¥ 115, < (V1w I= 113 + llw”[) -

So, from (2.22), one gets

> aE Nk lIE + cvl|wF |5, < cvllw b
(2.24)

HlwF B AR (W V)u— (us V)w!h) [,

By a suitable estimate of the last LP-norm we get the following result (see the
appendix for details).

Proposition 2.5. Let be k < (ko + 1)/2 and assume that p > 3. Then

(2.25) Fll 5+ cv |k, < cllw®BHt + cv|w® .

1
P

By arguing exactly as for w”, by starting from equation (2.10) instead of
(2.9), and by using (2.19) instead of (2.18) one obtains

5 aillCFlE + ev ¢ g, < cvlcIp

(2.26)
HICHB= eurt AR (@ V)u— (u- V)w') ||,
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where, as in the wF-case, the highest order term (—1)*"1V (A* L curlw!) =
V ¢* | in the last LP-norm, is assumed to be absent. A suitable estimate of the
last LP-norm gives the following result.

Proposition 2.6. Let be kg >4, k € (1, %] and p > % Then

1d
(2.27) > ail CHlip+ vl ChIE, < el Mgt + evlich 5.

A careful exploitation of the estimates (2.25) and (2.27) allows us to prove
the Theorem 1.3, as done for the Theorem 1.1 in [9]. See Section 3 of [9] for a
detailed proof. Actually, estimate (2.25) leads to the Theorem 1.3 if kg is odd
and estimate (2.27) leads to the Theorem 1.3 if kg is even.

For the reader’s convenience in the appendix we sketch the proof of Propo-
sition 2.5. The proof of Proposition 2.6 is similar.

3 A challenging open problem: The control of
the boundary integrals.

We start by proving some estimates already obtained in the previous section for
higher order derivatives and flat boundaries.
We set

(3.1) w=curlu, (= curlw, x= curl(.

By multiplying both sides of equation (1.5) by |w [P~2w, by integrating in
Q, and by taking into account Lemma 2.1, it follows that

_ _ p 2
%Hw”%—k%fﬂ |w[P=2 | Vw|?dz + 41/pp22 fQ |V|w\g} dx

1
P

(3.2) +%fQ(U-V)|w\de:—fQ|w|p’2((w-V)u)~wdx
=v [p |w|P?(8;w;j) njw; dl,

where, in fact, the third integral on the left hand side vanishes. Hence, one gets
(3.3)

— — 2
l%”w”ﬁ—k%fﬂ |w|P=2 | Vw|?dz + 4upp22 Jo ’V|w\5‘ dz

<2 [ |[Vullw|Pde + 2u’ JolwP=2(8; (w- n)w; — (8jni)wiwj)df|.

Remark 3.1. The role played here by the v—terms occurring in the left hand
side of equation (3.3) is to counterbalance the v—boundary integrals that appear
in the right hand side. In [9] we can ignore the v—terms since in the flat
boundary case the boundary integrals vanish.

Next in the above argument we replace w by (. By applying the operator
curl to both sides of equation (1.5) we show, with obvious notation, that

(3.4) 0¢—vACH (u-V)(+ Y c¢(Du)(Dw)=0.

13



By multiplying both sides of the above equation by | [P~2(, by integrating in
Q, and by taking into account Lemma 2.1, we show that

v - — 51
Pl ClE+ 5 fo ICIPT2 IV CPdu+ v R [ | VICIE[Pdo

(35) < e[y IVul|Vw||¢P~ de+ cv]| [ |¢P72 (curll) x n- (dl|

Jrc’/| Jr |C|p72(8jni)§igjdr|,

Recall (2.4) and (2.3). Note that, by appealing to (2.23), written for ¢, we may
include in the left hand side of (3.5) the term cv || (|5, provided that we add
cv || ¢}, to the right hand side.

Finally, by applying the operator curl to the equation (3.4), and by following
devices similar to those used in obtaining (3.5), we get the estimate

_ _ p |2
F A fo X P2 O de+ av B2 [ |V x|E [P de

(36) ¢ [, (|Du||D*w|+ |D?ul|Dw|)|x [P~ dx

+CV| Jr ‘X|p72(8ixj)nixjdf|.

We call convective integrals the volume integrals occurring in the right hand
sides of equations (3.5) and (3.6). The convective integrals are controlled by the
terms on the left hand sides of the above estimates exactly as in reference [9].
Thus, in the following, there remains solely the problem of the control of the
boundary integrals, as v — 0.

In the sequel we concentrate on the (—approach since, even in this case, we
do not succeed in proving the desired estimates.

The second boundary integral on the right hand side of (3.5) can be esti-
mated by terms in the left hand side, uniformly with respect to v, by appealing
to the following result.

Lemma 3.1. To each a € (1, 2] there corresponds a positive constant ¢ = ¢,
such that

(3.7) 9131 < ca IV gll5 1915~ + ca llgll3-
In particular, to each € > 0 there corresponds a positive C. such that

(3-8) ISl - < elIVICIE 5 + CellCIlp -

Proof. Equation (3.7) follows from

2
1
2

lgl3;r < 119350 < callgllf 2 llglla™,

for each 4, 0 < § < %, where a depends on 6. Further, by applying (3.7) to

2 N
g = |¢|% one proves (3.8). Actually, C. = ¢2™ % ¢ =@ + c,. O

By appealing to (3.5) and by fixing a sufficient small, positive, € in (3.8), we
obtain the following result.

14



Proposition 3.1. One has

= a5 IClE + ev fo [CPm2V ¢|P da

(3.9) tev o |VIC)E Pde< [y |[Vu||[Vwl [Pt de
| [ ¢ 2 (curl¢) x n- CdT |+ ev][C|E,

where { = —Auw.

In passing to the limit as v — 0, the last term on the right hand side goes
to zero. However, even without the coefficient v, we may appeal to the time-
derivative term to control terms of the form c||(|[[}. So, the last obstacle to
overcome, in the case of a non flat boundary, is just the boundary integral on
the right hand side of equation (3.9). Before going on, we point out that, in the
case of Stokes problems, the above boundary integral vanishes since equation
(3.19) below holds. This leads to Theorem 1.4. However, in the case of the
Navier-Stokes equations, (3.19) does not hold in general. In this case we have
the following result (see below for notation).

Theorem 3.2. Let the boundary T' be a surface of class C*, k > 2. Then
(3.10) |curl (ux w) x n| < Hlu||w].
on I'.

Proof. Let us consider a point xy on I' and a system of orthogonal curvilinear
coordinates &; in a neighborhood of zy. We assume that the surface I' is locally
described by the equation &3 = 0. Moreover the surfaces {5 = constant are
parallel to T" in the usual sense, and the coordinate £3 increase outside 2. On
each parallel surface, the lines §; = constant, j = 1, 2, are lines of curvature.

We denote by i; the unit vector, tangent to the &; line, and pointing in the
direction of increasing &;. If s(¢;) denotes the arc length along a §;-line, the
(positive) h; scale functions are defined by

_ ds(g)
h= e

For convenience, we introduce the following simplified notation. H denotes any
bounded function that depends, pointwise, at most on the scale functions h;,
and on their first and second order derivatives. Further, we denote by R any
function which is bounded, pointwisely, by expressions of the form H |u||w].

We recall the following expression for the curl of a vector field v in curvilin-
ear, orthogonal, coordinates.

_ 1 9 (hg vs) A (hava) 7+
curlv = 7= [ 6223 — 6232 }11-1-
(3.11)
1 O (hy v1) O (hzvs) 7 + 1 9 (ha va2) O (hiv1) 7 -
i Lo T~ Tan et mm [Tt — T lis-

We set v = u X w in (3.11). Note that the left hand side of (3.10) is equal to
the absolute value of the tangential component of curl v, which consists of the
two first terms on the left hand side of (3.11). Due to the similarity of these two

15



terms it is sufficient to treat one of them. We consider the first one; moreover
we drop the H— type term ﬁ This leads to

0
3.12 ~ h3 Uy Wy — Ug W1 - = h2 Uz W — U1 Ws .
(312 S )= g e )
For convenience, throughout this proof, we denote the components of the vectors
u and w with respect to the new basis i; by the same symbols used before in
terms of the Cartesian coordinates. For instance,

3
u = E ujgj.
1

Note that
Uz = W1 = Wy = 0

for &3 = 0, hence

8U3 - ﬁwi o

0¢&; 0¢&; ’
for 7,7 = 1,2. It follows that the first term in equation (3.12) and the
"first half” of the second term vanish on I'. So, we take into account only

%(hg ujws). Since we = 0 on T', it follows from (3.11) that ggg =
- g’gsl on I'. It remains to show that | g‘g_’ | < H|w]. This follows eas-
ily by taking into account that w is divergence free. In fact

1 &9
3.13 divw = ———— — (hjhrw;) =0,
( ) 1w hthh?,;agi(J kw)
in 2, where i, j, k take distinct values. O

Equation (1.5) can be written in the form
(3.14) Orw—+ veurl+ curl (u x w) = 0.
Since (O;w) x n= 0 on T, it follows that
(3.15) —v(eurl{)x n= curl (u X w) X n
on I'. Hence we have
Corollary 3.1. The estimate
(3.16) v|(curl¢) x n| < H |u| |w|

holds on T'. In particular

an) vl [ 1Pt x| < e [ 16l fwlar

Roughly speaking, equation (3.17) allows us to lower by two the order of
the higher derivative occurring in the boundary integral, however, at the high
cost of losing multiplication by v. From equations (3.9) and (3.17) the following
result holds.
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Proposition 3.2. One has
5 dllClE + evlCl, + cv fo IKP~2 |V ¢* da
p |2 —
(3.18) tev [o |[VICIE] de < [, [Vul|Vw|[¢Pt do
+ev|Clp+ e o [¢PPT  uljwldl,
where { = —Awu.

Unfortunately, this estimate seems still insufficient to prove the desired
strong inviscid limit result, in the presence of convective terms. For the time
being, we restrict ourselves to the strong vanishing limit result in the framework
of Stokes problems.

Proof of Theorem 1.4. To prove the Theorem 1.4, it is sufficient to show
how to control the boundary integral on the right hand side of (3.9), since the
convective term in equation (1.1) is not present. In this case, by appealing to
the equation

Orw+ veurl( =0

it follows that
(3.19) nx curl(=0

on I'. So, for the Stokes problem, the estimate (3.9) holds without the two
integrals occurring in the right hand side. This leads to the results stated in
Theorem 1.4.

4 Proof of theorems 1.5 and 1.6.

In this section we show that the estimates proved in the previous section imme-
diately lead to regularity results in W*?(Q).

We start by proving the Theorem 1.6, since the proof is simpler than that
of Theorem 1.5, in spite of a stronger conclusion. For the reader’s convenience,
we start by assuming that f = 0, so that we may appeal to the estimates
in the form stated in the previous section. Then we show how to treat the
supplementary terms which appear if an external force is present.

Proof. We prove the Theorem 1.6 by appealing to (3.18). It is sufficient to show
that

(4.1) /F [Pl (Jul+ [Vul)dD < e VICIE 5+ el CIEP+ Cell ST

Since p > % it follows that
[wlloo,r < clluflz < cllCllp-
On the other hand,
[Vullpr < cllVull,y, < cll¢lp-

Hence, by appealing to Holder’s inequality, we show that
- -1
/FIC\P Hul(lul+ [Va)dl < el ¢y Il

Finally, by taking into account (3.8), (4.1) follows. O
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Next we prove Theorem 1.5. We start with a result based on (3.3).

Theorem 4.1. Let w be a divergence free vector field in  such that wxn = 0
on I'. Then

(4.2) V(w-n)w|< eclwp?,
on .

In particular, the following estimate holds.

Lemma 4.2.

y _ 4(p—2 22
Bl g o lwP2 Valtde + v 222 o |V |w]f [

(4.3)
<2 [o I VullwlPdz + cv||w]?.

Let us prove (4.3), by assuming (4.2). By appealing to (4.2), we may replace
in equation (3.3) the boundary integral term by cv [|w |7, . Next, by exploiting
(3.7), we prove (3.8) where ( is replaced by w. This proves (4.3).

Next we prove (4.2).

Proof. We turn back to the system of coordinates used in the proof of Theorem
3.2. Here we denote by R terms which are, pointwise, bounded by c¢|w(z)|?.
Moreover, the constants ¢ may depend on the positive scale functions, and its
derivatives. Also note that V (w- n)- w is an invariant.

By appealing to the expression of the gradient of a scalar field, and by taking
into account that w is normal to I', it readily follows that (see (3.13))
1 0(w- n) wg Ows

Vw:-n) w= — w3 = — —— .
( ) hs 0¢& hs 0&s

On the other hand, by taking into account that divw = 0, and by appealing
to the expression of the divergence of a vector field in orthogonal curvilinear
coordinates, it follows that

8w1 8w2 8w3

hahs —— + hghy —— + hy ho —

238£1+ 318£2+ 12853
is bounded in absolute value by ¢|w|. Since g"gj =0foré=0and j= 1,2,
our thesis follows. O

Lemma 4.3. Let be p > % and set o = % Then
P

(4.4) Il 2 < (I 1pI%13) Whll,= + cllAll, -

Proof. By interpolation, and by appealing to the embedding of W2 in LS,
one has

lgll 22 < g 1§ lalla™* < el Vagll5llglla™ + cllgllz-

By setting g = |h|? , the desired result follows. O
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Corollary 4.1. Let be p > 2. Then, given € > 0 there is a constant C, such

2
that

» p(2p:1)
(4.5) /QWU\IWIpde ce|Viw|2 3+ Cellw|lp®™" +ellwlp.

The result follows easily from the previous lemma, by appealing to the
Holder’s inequality with exponents p and -£= and then to the Young’s in-

M‘OJ@

equality with exponents % s and =, a=
From equations (4.3) and (4. 5) it follows that

5 _ 4(p—2 2|2
bl g fo lwp 2| Volde + v 282 [ Vw8 P de

(4.6) .

< cllwll + ellwly 7

where we have used Z (2p 31) > p+ 1. Note that the constant ¢ may blow

up as v goes to zero. By appealing to (4.6), well known manipulations lead to
Theorem 1.5.

Assume now that an external force f is present. We start by considering the
Theorem 1.5. In this case it comes out an additional term curlf on the right
hand side of (1.5). This leads to the addition of the term

leurlf |lp | wlfp™"
to the right hand sides of equations (3.2), (3.3), (4.3) and (4.6). Since
leurtf Iy lwllz™! < clleurlf [Ih + cllwl?,

the theorem follows if f satisfies (1.18), with £ = 1. Note that stronger results
may be easily obtained by appealing to the third term in the left hand side of
(4.6) in order to estimate the ” f—terms”. But this looks unessential.

Concerning the Theorem 1.6, if the external force f is present, it comes out
an additional term curl®f on the right hand side of (1.5). This leads to the
addition of the term

leurtf 1, 1¢I5~

to the right hand side of equation (3.5). This term must be systematically added
to the right hand sides of our ”(-estimates”. In parallel to the previous case, if
f satisfies (1.18) with k = 2, this term is innocuous. However, in the ”(-case”,
a new boundary integral appears. In fact, we have to add the term curlf to
the right hand side of (3.14). This leads to the addition of

/|§\p_1|curlf|d1"
N

to the right hand side of (3.18). This integral is bounded by c|[ (|} +
c|lcurlf|]? 1. By appealing to (3.1) and to

[eurlf 0 < cllfll2.p,

the thesis follows.
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5 Other boundary conditions.

On flat portions of the boundary, the boundary condition (1.2) coincides with
the slip boundary condition

(5.1) {4

where 7 stands for any arbitrary unit tangential vector (or, equivalently, two
linearly independent representatives). The stress vector ¢ is defined by ¢t =
T - n and the stress tensor T by

=0,
=0,

\H~ Q
H \3

T=—-nl+ - (Vu+Vu ).

If the boundary is not flat,

:Zw><3~171/u~
2

Q)‘%
]

]

(5.2) t-

(il

The last term on the right hand 51de is a lower order term. Note that w x n and

% are tangentlal to I', while | a— L | is the normal curvature in the 7 direction.

Actually, 3T = K, 1, where K, is the principal curvature in the 7 direction,
positive if the corresponding center of curvature lies inside (2.

Since the boundary conditions (1.2) and (5.1) differ only by lower order
terms, the corresponding regularity results for solutions to the Navier-Stokes
equations should be similar. In this direction, we recall that in reference [7] we
added to the left hand side of the second boundary condition (5.1) a lower order
term (which behaves like the second term on the right hand side of (5.2)), and
showed the classical L2(0, T; W%2)n W 2(0, T; L?) regularity result for this
problem.

6 Appendix. Estimating the convective inte-
grals.

As announced in section 2, we show here how to estimate the convective integrals
and how to obtain estimate (2.25). See [9] for more details in the case kg = 3.

From (2.24), it follows that the proof of Proposition 2.5 is accomplished once
the following LP-norm is estimated in a suitable way

AP (! V)u— (u- V)w!) [lp.

Recall that, by identity (2.21), the highest order term (u-V)w* (corresponding
to|y| = 0,1 = 0,m = k—1 in (2.15)) does not appear. By recalling the
expression of A*~1 given in Lemma 2.6, by increasing the LP- norm of the sum
with the sum of the LP- norms, it suffices to estimate terms of the following
kind:
I :/ | DY P D ¢ de,
Q

for each |y| € {0,---,k—1} andeach [ € {0,---,k—1—]v|}, and

Iy :/ | D¢ || VDY wE T P g
Q
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for each |y| € {0,---,k—1} andeach 1 € {0,---, k—=1—|y|}, with (|y], ) #
(0, 0). Recall that |y| and [ are non-negative integers, and p > 3. As far as I
is concerned, we get

¢||lw

k— —1
(6.1) L < || DM B v DY R, < ef|wt)|2

for each |y| € {0,---,k — 1} and each non-negative integer [ such that k —
|v| =1 > 1+ 1 (that is | < % ). In the last step we have used Sobolev’s
embedding and the norm-equivalences given in Lemma 2.10. On the other
hand, if |y| € {0,---,k—1} and [ > %, by using Sobolev’s embedding
and Lemma 2.10, we estimate I; as follows

k—|v|—1
(6.2) L < || DWW 1D e < clflwF )2

Note that the previous distinction in estimating I, depending on the value of
1, is needed to appeal to the embedding of W?2? in L.
Similarly,
k—|vy|—-1
(6.3) I < | DG 15 VDY Wi~ <

clw® [

for each |y| € {0,--- ,k — 1} and each [ such that k — |y| —1 > [ (that is
I < k72|7|)’ with (|y], 1) # (0, 0). Moreover

l k—|y|—1 k|2
(6.4) L <[ DGyl VDY w; 15 < ellw™ ;"

for each |y| € {0,- = ‘ L

Finally, by appeahng to the estimates from ( 1) to (6.4), we get

A (@' V)u— (u- V)w') [l < et}

which, together with (2.24), proves Proposition 2.5.
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