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Idea We would like to approximate with sums
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However this cannotbe done at least directly withshallownets
Or can it

Consider 5 z cos z then

T t T y cos z cos y

cos 2 y cos z y
T t g r Z y

So at least in principle usingthe above propertyofcosines and
theFemia approximation of step functions
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In practice this is painful hit theheavylifting was done forus

Im 2.5 Stone Weierstrass Let Fe x for compact xc.IR satisfy

a for every e X thereexist fe F such that f x o

b for every pail x x e X with thereexists feF with

f x fix F separates points

c F is closed under pointwisemultiplication F is an algeho

then F is an universal approximeter

Lemuel6 Fee is universal

PI a each fe Fco is continuous finitesumofcont functions
b cos o x 1 xeX

e flz cos selfie
it

71 1 5
d already checked

The 2.7 Suppose r e IR is sigmeidel
H

then Fr is universal 512 1

Also Frew is universal



Pf sketch By femme 2.7 we have there
exists ne N

fuk É of cos w̅ bj e Fo

with 11h glia
Then since hu.sk egcos w̅ 5 e C X by
exercise we have fu E Frigmaid llfj hu.gl

for ft fu K Figmoid

11 f glla If all ten 911 FEE fee

thate the elgehe condition does nothold for polynomialsof founded
degree In fact

I Leshue 1993 Fr is universal iff re IX is not a polynomial



Multilayer neural network

Def Let LEN fully connected feedforward neuralnetwork

of widths n nl e IN is a function of the form

fo x Qa 2 x

where the preectivations are givenby

Z xe.ieiwfrelzElx bjjeh1 net
Ce 2 2 1
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for a choice of 0 11wjeljiii.lbij.ie eir
he

Mate This network can be represented as a graph
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Letting re eat componentwise we can write

folx Fa Wyeof W T Wax b be bun

for wee.IR
he 1 beepue

I are the same as in the single layersetting

Lemme Deepneural networks with RelU activation are

universalapproximates

Proof since forter 112 1 t 2 1041 E 1 011
we can construct a network of depth L combining L 1

layers of 1 with the network from Thm2to

Q Why using deep neuralnetwals

The Telegashy 2015 for any L 22 there exists a depth

2244 ReLUNN with 3146 nodes f such that forany
depth L NN with 2 node we have 1g fills



N twekta.mg
For a given dataset Du we aim to minimise the empirical risk

10 Effo f elf.ly y tuning error

For an alorithm ft we aim to characterise theoptimisation ena

RIAID iffRIf
While in some cases this can bedone explicitly e.g linearregression in general

the problem of findingtheminimumof a function is hard

Onemethod to hopefully solve thisproblem move sequentially in the

direction in ofsteepestdescent of 9 byupdating

0 0 pDoRlo
for a smell timestepparameter p This method is called gradientdescent

the updatereeds Date re DoRlea

Note Why usingthis and not trying to
solve DORIO o

Computation of DOR is cheap consider

Dw f 10 T.in 4nIx W'oLlzclx 2 k



In the above update provided that we know and ze

we are computing a complicated derivative bytaking a

product of known numbers te were evaluated to findfolx
so that

ga te ya Doka
Da da Dofoals DfE foals gs

F Eedf
To study the dynamics of te we write formally

One Oa 8Do Rla 8yd DR la

Based on the above one expects that Oa Tap where I R

selves

of DORIE
gradient flow

E 0

Lemme Let DR he lipschitt For every Tso there exists so at

11Jan tell Cj he a.it f
Proof Eap It rDORIE Cp

eat Afair Jan11 11Jan 8DRG OatoDoRloa11 C j
It pd eatCd
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Thispollen simplifies when is convex andhaslipschittderivative

Def R o is Astronglyconvex if
10 210 CDK10 0 o 1010112 forany 0,0 c

E lo R 9 DRI o_0 s 1100112

adding the two inequalities we
have

DoRto DoRto O Os 21110 0 112

The Let Rfe he 1 convex then there
exists a unique It and
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