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## Introduction

In this thesis, we will study a method of approximation for the solution of an optimal transport (OT) problem.
Following [2], we will approximate the solution using an entropic constraint and show that the solution of the regularized problem approaches the solution of the optimal transport problem in the generic form.
Some properties of the Kullback-Leibler divergence (KL) allows to prove the existence and unicity of the solution of regularized OT problem. Moreover, the solution is a matrix with given row and column sums, diagonally equivalent to a given matrix.
Sinkhorn's theorem gaurantees that there exists a unique matrix satisfying these properties.
Hence, it's possible to compute the solution of regularized OT problem through Sinkhorn's algorithm.
In the first chapter we will define the entropy and the Kullback-Leibler divergence. An elementary lemma about KL will be proved in order to derive Sinkhorn's theorem.
In the second chapter we will study Sinkhorn's algorithm, that allows computing the solution of regularized OT problem.
Therefore, Hilbert's projective metric allows to define a metric on a suitable space of matrices. Completeness of this space and a bound given by BirkhoffHopf theorem are used to prove the convergence of Sinkhorn's algorithm.
In the third chapter we will define an optimal transport problem between two probability vectors. First, we will restrict the problem to a set of matrices with a bound on their KL divergence from a fixed matrix. Then, using Lagrange multipliers, we will turn the problem in a form depending on regularized entropy. Hence, we will prove that the regularized formulation is equivalent to minimize a Kullback-Leibler divergence.
Theorems proved in the previous chapters ensure the existence and unicity of the solution. Moreover, it's possible to compute the solution through Sinkhorn's algorithm. In the last section we will implement Sinkhorn's algorithm in MATLAB and show some results on 1-D marginals and 2-D
marginals that confirm theoretical analysis.

## Notation

1. $\mathbb{R}_{+}^{n}=\left\{x=\left(x_{1}, . ., x_{n}\right) \mid x_{i} \geq 0 \forall i \leq n\right\}$.
2. For $x, y \in \mathbb{R}_{+}^{n}$ we write $x \leq y$ if $x_{i} \leq y_{i} \forall i=1, \ldots, n$.
3. If $x \in \mathbb{R}, y \in \mathbb{R}^{n}$ and $y>0$, denote $\frac{x}{y}=\left(\frac{x_{1}}{y_{1}}, \ldots, \frac{x_{n}}{y_{n}}\right)$.
4. $e=(1, . ., 1)^{T} \in \mathbb{R}_{+}^{n}$.
5. Let $X \subset \mathbb{R}_{+}^{n}$. Let $\rho$ defined on $X$ such that $\forall x, y \in X x \rho y \Leftrightarrow x=\lambda y$, $\lambda>0$. Denote $\mathbb{P}(X)=X / \rho$.
6. If $A, B \in \mathbb{R}_{+}^{d \times d}$, then $\left.<A, B\right\rangle=\operatorname{tr}\left(A^{T} B\right)$ is the Frobenius dot product.
7. If $x \in \mathbb{R}^{n},\|x\|$ is the Euclidean norm.
8. If $M \in \mathbb{R}^{n \times n}$, denote by $\exp (-\lambda M)$ the element-wise exponential.

## Chapter 1

## Sinkhorn's theorem

In this chapter we will define the entropy of a probability distribution and the Kullback-Leibler divergence (KL) of two probability distributions. We can fit these definitions on the set $U(r, c)$ defined in 1.1.
We will prove some properties of the entropy [3] and of the KL. Therefore, we will prove an elementary lemma (1.11) about existence and unicity of the minimum, satisfying a condition on its partial derivatives. Following [5], we will use this lemma to prove a theorem (1.13) about diagonal rescaling of a matrix with nonnegative entries. Theorem 1.13 allows to prove Sinkhorn's theorem.

### 1.1 Kullback-Leibler divergence

Definition 1.1. Let $\Sigma_{d}:=\left\{x \in \mathbb{R}_{+}^{d}: x e=1\right\}$. For two probability vectors $r$ and $c$ in $\Sigma_{d}$ we define $U(r, c):=\left\{P \in \mathbb{R}_{+}^{d \times d} \mid P e=r, P^{T} e=c\right\}$.

If X and Y are two random variables taking values in $\{1, \ldots, d\}$, each with distribution r and c respectively, $U(r, c)$ contains all possible joint probability distributions of (X,Y).

Definition 1.2. If $Q$ is a discrete probability distribution on $\Omega$ we define the entropy of $Q$ as

$$
h(Q)=-\sum_{x \in \Omega} Q(x) \log Q(x)
$$

Remark 1.3. If $P \in U(r, c)$ and $r \in \Sigma_{d}$ then

$$
h(r)=-\sum_{i=1}^{d} r_{i} \log r_{i} \quad h(P)=-\sum_{i, j=1}^{d} p_{i j} \log p_{i j}
$$

Remark 1.4. $p \rightarrow h(p)$ is concave.
Definition 1.5. If $P, Q$ are discrete probability distributions on $\Omega$ we define the Kullback-Leibler divergence of $P, Q$ as

$$
K L(P \| Q)=\sum_{x \in \Omega} P(x) \log \frac{P(x)}{Q(x)}
$$

Remark 1.6. If $P, Q \in U(r, c)$ then

$$
K L(P \| Q)=\sum_{i, j} p_{i j} \log \left(\frac{p_{i j}}{q_{i j}}\right)
$$

Remark 1.7. If $r, c \in \mathbb{R}_{+}^{n}$ are two probability vectors, then

$$
K L(r \| c)=\sum_{i=1}^{n} r_{i} \log \frac{r_{i}}{c_{i}}
$$

Proposition 1.8. If $P, Q$ are discrete probability distributions then $K L(P \| Q) \geq$ 0 with equality iff $P=Q$.

Proof. Using Jensen's inequality

$$
\begin{gathered}
-K L(P \| Q)=\sum_{x \in \Omega} P(x) \log \frac{Q(x)}{P(x)} \leq \log \sum_{x \in \Omega} P(x) \frac{Q(x)}{P(x)}= \\
\log \sum_{x \in \Omega} Q(x)=\log 1=0
\end{gathered}
$$

with equality iff $P=Q$ by the strict concavity of the logarithm.
Proposition 1.9. If $p, q \in \Sigma_{d}$ and $q$ has uniform density then $K L(p \| q)=$ $-h(p)+\log (d)$. Therefore $\log d \geq h(p)$

Proof.

$$
\begin{aligned}
K L(p \| q) & =\sum_{i} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right)=-h(p)-\sum_{i} p_{i} \log q_{i} . \\
& =-h(p)+\log (d)
\end{aligned}
$$

Using 1.8, $\log d \geq h(p)$.

Proposition 1.10. Let $C$ be an $m \times n$ real matrix. Then $\operatorname{Im}\left(C^{T}\right)=$ $\operatorname{Ker}(C)^{\perp}$.

Proof. For $x, y \in \mathbb{R}^{n}$ denote $\phi(x, y)$ the standard dot product.
$\operatorname{Im}\left(C^{T}\right) \subseteq \operatorname{Ker}(C)^{\perp}: \forall z \in \operatorname{Ker}(C), \forall x \in \mathbb{R}^{n}$ we have $\phi\left(C^{T} x, z\right)=\phi(x, C z)=$ 0 . Hence $C^{T} x \in \operatorname{Ker}(C)^{\perp}$.
$\operatorname{Ker}(C)^{\perp} \subseteq \operatorname{Im}\left(C^{T}\right)$ : it's equivalent to show that $\operatorname{Im}\left(C^{T}\right)^{\perp} \subseteq \operatorname{Ker}(C)^{\perp^{\perp}}=$ $\operatorname{Ker}(C)$. If $x \in \operatorname{Im}\left(C^{T}\right)^{\perp}$, then $\forall y \in \mathbb{R}^{n}$ we have $0=\phi\left(x, C^{T} y\right)=\phi(C x, y)$. Since this must be true $\forall y \in \mathbb{R}^{n}$, it's also true for $y$ choosen in the canonic basis of $\mathbb{R}^{n}$. Then $C x=0$ and $x \in \operatorname{Ker}(C)$.
Theorem 1.11. Let $C$ be an $m \times n$ real matrix. Let $b$ lie in $\mathbb{R}^{n}$.Assume $C y=b$ for some $y>0$. Assume $x \in \mathbb{R}_{+}^{n}, x>0, \sum_{j=1}^{n} x_{j}=1$. There exists $a$ unique $u^{0} \in \mathbb{R}_{+}^{n}$ such that

$$
K L\left(u^{0} \| x\right)=\min \left\{K L(u \| x): u \in \mathbb{R}_{+}^{n}, \sum u_{j}=1, C u=b\right\}
$$

Necessarily $u^{0}>0$ and $u^{0}$ is the unique point such that $u>0, C u=b$ and

$$
\left.\frac{\partial}{\partial u_{j}}\left[K L(u \| x)-q^{T} C u\right]\right|_{u=u^{0}}=0 \text { for some } q \in \mathbb{R}^{m}
$$

The vector $q$ is unique apart from increments $\omega$ satysfing $\omega^{T} C=0$.
Proof. Existence For $u_{j} \geq 0$ the function $u_{j} \log \frac{u_{j}}{x_{j}}$ is continuous and attains a finite minimum value at $u_{j}=e^{-1} x_{j}$; so the sum $K L(u \| x)$ is continuous on $\mathbb{R}_{+}^{n}$. The set

$$
S=\left\{u \in \mathbb{R}_{+}^{n}, \sum_{j} u_{j}=1, C u=b\right\}
$$

is non-empty because $y \in S$ bounded and closed in $\mathbb{R}_{+}^{n}$ so $K L(u \| x)$ attains a finite minimum value $u^{0}$ in S .
Positivity. If $0<\varepsilon<1$ we define the positive vector $u(\varepsilon)=(1-\varepsilon) u^{0}+\varepsilon y$ and the sets of indices

$$
J_{0}=\left\{j: u_{j}^{0}=0\right\}, \quad J_{1}=\left\{j: u_{j}^{0}>0\right\} .
$$

Then

$$
\frac{d}{d \varepsilon} K L(u(\varepsilon) \| x)=\sum_{j=1}^{n}\left(y_{j}-u_{j}^{0}\right)\left(1+\log \frac{u_{j}(\varepsilon)}{x_{j}}\right)
$$

If $J_{0}$ is not empty, as $\varepsilon \rightarrow 0$

$$
\frac{d}{d \varepsilon} K L(u(\varepsilon) \| x)=\left(\sum_{J_{0}} y_{j}\right) \log \varepsilon+O(1)
$$

which would tend to $-\infty$. So for small $\varepsilon, K L \circ u$ is decreasing compared to $\varepsilon$. So this would imply $K L(u(\varepsilon) \| x)<K L(u(0) \| x)=K L\left(u^{0} \| x\right)$ contradicting the minimizing property of $u^{0}$.
Uniqueness. Suppose $u^{1}$ also minimizes $K L$ under the constraints $u \geq 0$, $C u=b$. By positivity $u^{1} \geq 0$. For $0 \leq \theta \leq 1$ define

$$
u(\theta)=(1-\theta) u^{0}+\theta u^{1}
$$

If $u^{0} \neq u^{1}$, then

$$
\frac{d^{2}}{d \theta^{2}} K L(u(\theta) \| x)=\sum_{j=1}^{n} \frac{\left(u_{j}^{0}-u_{j}^{1}\right)^{2}}{u_{j}(\theta)}>0
$$

So $K L \circ u$ is strictly convex with respect to $\theta$ and $K L\left(u^{0} \| x\right)=K L(u(0) \| x)>$ $K L\left(u\left(\frac{1}{2}\right) \| x\right)$ contradicting tha fact that $u^{0}$ minimizes $K L$. Therefore, $u^{0}=$ $u^{1}$ and the minimizing $u$ is unique.
Lagrange multipliers. Since $u^{0}>0$, if $z$ is fixed in $\mathbb{R}^{n}$, then $u^{0}+\varepsilon z>0$ for all sufficiently small $\varepsilon$. If $C z=0$ then

$$
\frac{d}{d \varepsilon} K L\left(u^{0}+\varepsilon z \| x\right)=0 \quad \text { at } \varepsilon=0
$$

which says that is orthogonal to the gradient of $K L$ at $u=u^{0}$. Since this must be true for all $z$ in $\operatorname{Ker}(C)$, using Proposition 1.10, we have $\nabla K L\left(u^{0} \| x\right) \in$ $\operatorname{Im}\left(C^{T}\right)$ and so there exists a vector $q \in \mathbb{R}^{m}$ such that

$$
\left(\nabla K L\left(u^{0} \| x\right)\right)^{T}=q^{T} C
$$

This satisfies Lagrange equation $\left.\frac{\partial}{\partial u_{j}}\left[K L(u \| x)-q^{T} C u\right]\right|_{u=u^{0}}=0$. The vector $q$ is unique apart from increments $\omega$ satisfying $\omega^{T} C=0$.
Uniqueness. Suppose $u^{1}>0, C u=b, u^{1} \neq u^{0}$ and

$$
\left(\nabla K L\left(u^{1} \| x\right)\right)^{T}=q^{T} C
$$

By the uniqueness of the minimum, $K L\left(u^{1} \| x\right)>K L\left(u^{0} \| x\right)$. The convexity
of $K L(u \| x)$ now implies

$$
\frac{d}{d \varepsilon} K L\left((1-\varepsilon) u^{1}+\varepsilon u^{0} \| x\right)<0 \quad \text { at } \quad \varepsilon=0
$$

which says

$$
(\nabla K L(u \| x))^{T}\left(u^{0}-u^{1}\right)<0 \quad \text { at } \quad u=u^{1} .
$$

Now $(\nabla K L(u \| x))^{T}=q^{T} C$ implies

$$
q^{T} C\left(u^{0}-u^{1}\right)<0
$$

which is absurd, because $C\left(u^{0}-u^{1}\right)=b-b=0$.

### 1.2 Sinkhorn's theorem

Theorem 1.12. Let $C=\left(c_{i j}\right)$ be a real $m \times n$ matrix. Let $b \in \mathbb{R}^{n}-\{0\}$. Let $K=\{\pi: C \pi=b, \pi \geq 0\}$. Let $x$ and $y$ be two nonnegative vectors with the same zero pattern $\left(x_{i}=0 \Leftrightarrow y_{i}=0\right)$. If $y \in K$ then there exists a unique $\pi$ in $K$ such that

$$
\pi_{j}=x_{j} \prod_{i=1}^{m} z_{i}^{c_{i j}} \quad j=1, \ldots, n
$$

for some $z_{i}>0$.
Proof. If $x_{j}=0$ we set $\pi_{j}=0$, thus without loss of generality we may assume that all components $x_{j}$ and $y_{j}$ are positive for $j=1, . ., n$.
According to Theorem 1.11 there exists a unique $u^{0}$ achieving

$$
\min _{u}\left\{\sum_{j=1}^{n} u_{j} \log \frac{u_{j}}{x_{j}}: u \geq 0, \frac{1}{e} C u=b\right\}
$$

where $u^{0}>0, \frac{1}{e} C u^{0}=b$ and

$$
1+\log \frac{u_{j}^{0}}{x_{j}}=\sum_{i=1}^{m} q_{i} c_{i j} \quad j=1, . ., n .
$$

Taking exponentials, we find

$$
\pi_{j}=x_{j} \prod_{i=1}^{m} z_{i}^{c_{i j}} \quad j=1, . ., n
$$

where $\pi_{j}=e u_{j}^{0}$ and $z_{i}=\exp \left(\frac{1}{e} q_{i}\right)$.

Theorem 1.13. Let $X=\left(x_{i j}\right), Y=\left(y_{i j}\right)$ be two $r \times s$ matrices with nonnegative entries. Let $x_{i j}=0 \Leftrightarrow y_{i j}=0$ for any $i, j$. Let the row sums and column sums of $Y$ be positive. Then there exist $u_{1}, . . u_{r}, v_{1}, . . v_{s}$ all positive such that $\pi_{i j}=\left(x_{i j} u_{i} v_{j}\right)$ has the same row sums and column sums as $Y$.
Proof. Let $e^{s}=[1, . ., 1] \in \mathbb{R}^{s}$ and $e^{r}=[1, . ., 1] \in \mathbb{R}^{r}$.Let $s^{j}$ be the vector of row sums: $s^{j}=C\left(e^{s}\right)^{T}$, so $s^{j} \in \mathbb{R}^{r}$ and $s^{i}$ be the vector of row sums $s^{i}=C^{T}\left(e^{r}\right)^{T}, s^{i} \in \mathbb{R}^{s}$.
Let $C$ be the matrix in $\mathbb{R}^{m \times n}$ defined as

$$
C=\left[\begin{array}{cccc}
e^{s} & 0 & \ldots & 0 \\
0 & \ddots & & \vdots \\
\vdots & & e^{s} & 0 \\
0 & \ldots & 0 & e^{s} \\
e^{r} & 0 & \ldots & 0 \\
0 & e^{r} & & \vdots \\
\vdots & & \ddots & \\
0 & \ldots & 0 & e^{r}
\end{array}\right]
$$

where $m=r+s$ and $n=2 r s$.
The condition on the row and column sums of Y can be expressed in the form $C y=b$ where $y=\left[\begin{array}{llllll}Y_{1} & \ldots & Y_{r} & Y^{1} & \ldots & Y^{s}\end{array}\right]^{T} y \in \mathbb{R}^{n}$;
$b=\left[\begin{array}{ll}s^{j} & s^{i}\end{array}\right]^{T}$ and $b \in \mathbb{R}^{m}$.
If $z \in \mathbb{R}^{n}$ it's possible to write $z=\left[\begin{array}{lll}z_{1} & \ldots & z_{n}\end{array}\right]^{T}$ where
$z_{1}=\left[\begin{array}{lll}z_{11} & \ldots & z_{1 s}\end{array}\right], \ldots, z_{r}=\left[\begin{array}{lll}z_{r 1} & \ldots & z_{r s}\end{array}\right]$
$z_{r+1}=\left[\begin{array}{lll}z_{11} & \ldots & z_{r 1}\end{array}\right], \ldots, z_{n}=\left[\begin{array}{lll}z_{1 s} & \ldots & z_{r s}\end{array}\right]$.
For any $q \in \mathbb{R}^{m}$ we may write

$$
q^{T}=\left[\begin{array}{llllll}
\alpha_{1} & \ldots & \alpha_{r} & \beta_{1} & \ldots & \beta_{s}
\end{array}\right]
$$

So for all $z$ in $\mathbb{R}^{n}$ we have

$$
q^{T} C z=\sum_{i=1}^{r} \sum_{j=1}^{s}\left(\alpha_{i}+\beta j\right) z_{i j}
$$

Now we consider for all $z \in \mathbb{R}^{n}$

$$
K L(z \| x)=\sum_{v=1}^{n} z_{v} \log \frac{z_{v}}{x_{v}}
$$

where $x$ has the same structure as $z$.
According to Theorem 1.11 there exists a unique $z^{0}$ in $\mathbb{R}^{n}$ such that

$$
K L\left(z^{0} \| x\right)=\min \left\{K L(z \| x): z \in \mathbb{R}^{n}, C z=b\right\}
$$

and satisfying Lagrange equation

$$
\frac{\partial}{\partial z_{j}}\left[K L(z \| x)-q^{T} C z\right]=0 \quad j=1, . ., n
$$

It's possible to write Lagrange equation in the form

$$
1+\log \frac{z_{i j}^{0}}{x_{i j}}-\left(\alpha_{i}+\beta_{j}\right)=0
$$

Taking exponentials, we find

$$
e z_{i j}^{0}=x_{i j} e^{\alpha_{i}} e^{\beta_{j}}
$$

Now define

$$
\pi_{i j}=e z_{i j}^{0}, \quad u_{i}=e^{\alpha_{i}}, \quad v_{j}=e^{\beta_{j}}
$$

and we obtain the theorem.
Theorem 1.14. Let $A=\left(a_{i j}\right)$ be a $N \times N$ matrix with $a_{i j}>0 \forall i, j$. Let $p, q \in \mathbb{R}^{N}$. There exists exactly one matrix $\widehat{B}$ such that the row and column sums are respectively $p$ and $q$ and it can be expressed in the form $\widehat{B}=D_{1} A D_{2}$ where $D_{1}$ and $D_{2}$ are diagonal matrices with positive diagonals. $D_{1}$ and $D_{2}$ are unique up to a scalar factor.
Proof. Let $Y$ be a matrix with positive entries such that $Y e=p, Y^{T} e=q$.By Theorem 1.13, there exist $u_{i}, v_{j}$ such that the matrix $\left(\pi_{i j}\right)$ defined as

$$
\pi_{i j}=a_{i j} u_{i} v_{j}
$$

has the same row sums and column sums as $Y$.
Then, setting $\widehat{B}=\left(\pi_{i j}\right), D_{1}=\operatorname{diag}\left(u_{i}\right), D_{2}=\operatorname{diag}\left(v_{j}\right)$, we get the theorem.

Definition 1.15. A doubly stochastic matrix is a square matrix $A=\left(a_{i j}\right)$ of nonnegative real numbers each of whose rows and column sums to 1 , i.e

$$
\sum_{j} a_{i j}=\sum_{i} a_{i j}=1 \quad \forall i, j
$$

Corollary 1.16 (Sinkhorn's theorem). To a given $N \times N$ matrix $A=\left(a_{i j}\right)$ with $a_{i j}>0 \forall i, j$, there corresponds exactly one doubly stochastic matrix $T_{A}$ which can be expressed in the form $T_{A}=D_{1} A D_{2}$ where $D_{1}$ and $D_{2}$ are diagonal matrices with positive diagonals. The matrices $D_{1}$ and $D_{2}$ are unique up to a scalar factor.
Proof. Using the notation of the previous theorem, we can set $Y=\left(y_{i j}\right)$ with $y_{i j}=\frac{1}{N}$ for all $i, j$.
By this choice of $Y$, we have that $T_{A}=\left(\pi_{i j}\right)$ is doubly stochastic.

## Chapter 2

## Sinkhorn's algorithm

In this chapter we will discuss Sinkhorn's algorithm in order to compute the unique matrix diagonally equivalent to a given matrix with prescribed row and column sums. The existence and unicity of such a matrix was proved in Chapter 1. We will use Hilbert's projective metric $d(2.2)$ to define a metric $\mu(2.6)$ on the set $\mathbb{P}\left(E_{A}\right)$ of matrices diagonally equivalent to a given matrix. We will show that the space $\left(\mathbb{P}\left(\mathbb{R}_{+}^{n}\right), d\right)$ is complete [1].This result allows to show the completeness of $\left(\mathbb{P}\left(E_{A}\right), \mu\right)$.
We will prove Birkhoff-Hopf theorem in $2 \times 2$ case using Sinkhorn's theorem and then, following [4], we will extend it to the $m \times n$ case. This theorem gives a bound on the contraction ratio defined in 2.10
We will use this bound and the completeness of $\left(\mathbb{P}\left(E_{A}\right), \mu\right)$ to prove the convergence of Sinkhorn's algorithm.

### 2.1 Hilbert's projective metric

Definition 2.1. If $x, y \in \mathbb{R}_{+}^{n}$ we define $M(x / y)=\max _{i} \frac{x_{i}}{y_{i}}$ and $m(x / y)=$ $\min _{i} \frac{x_{i}}{y_{i}}$

Definition 2.2. Hilbert's projective metric $d($,$) is defined on \mathbb{R}_{+}^{n}$ by

$$
d(x, y)=\log \frac{M(x / y)}{m(x / y)}=\log \max _{i, j} \frac{x_{i} y_{j}}{x_{j} y_{i}}
$$

Proposition 2.3. $\left(\mathbb{R}_{+}^{n}, d\right)$ is a pseudo-metric space and $\left(\mathbb{P}\left(\mathbb{R}_{+}^{n}\right), d\right)$ is a metric space.

Proof. Let $x, y, z \in \mathbb{R}_{+}^{n}$.It's obvious that $d(x, y)=d(y, x)$. Since $M(x / y) \geq$ $m(x / y)$ we have $d(x, y) \geq 0$ and $d(x, y)=0$ iff $x=\alpha y$ where $\alpha>0$.

We have

$$
\max \frac{x_{i}}{x_{j}} \frac{y_{j}}{y_{i}} \max \frac{x_{i}}{x_{j}} \frac{z_{j}}{z_{i}} \frac{z_{i}}{z_{j}} \frac{y_{j}}{y_{i}} \leq \max \frac{x_{i} z_{j}}{x_{j} z_{i}} \max \frac{z_{i} y_{j}}{z_{j} y_{i}} .
$$

So $d(x, y) \leq d(x, z)+d(z, y)$. If $x, y \in \mathbb{P}\left(\mathbb{R}_{+}^{n}\right)$ then $d(x, y)=0 \Leftrightarrow x=y$ so $\left(\mathbb{P}\left(\mathbb{R}_{+}^{n}\right), d\right)$ is a metric space.

Proposition 2.4. $E=\left(\mathbb{P}\left(\mathbb{R}_{+}^{n}\right), d\right)$ is complete.
Proof. If $x, y \in \mathbb{R}_{+}^{n}$ and $x \neq \lambda y \forall \lambda>0$, we will show that

$$
\|x-y\| \leq \exp (d(x, y))-1
$$

If $x, y \in \mathbb{R}_{+}^{n}$ we have

$$
m(x / y) \leq 1 \leq M(x / y)
$$

Therefore,

$$
\begin{aligned}
\|x-y\| & =\left\{\sum_{i}\left(x_{i}-y_{i}\right)^{2}\right\}^{1 / 2} \leq\left\{\sum_{i}[M(x / y)-m(x / y)]^{2} y_{i}^{2}\right\}^{1 / 2} \\
& \leq M(x / y)-m(x / y) \leq(\exp (d(x, y))-1) m(x / y)
\end{aligned}
$$

Moreover,

$$
M(x / y) \leq 1+\frac{\|x-y\|}{m(y / e)}
$$

Similarly, if $\|x-y\| \leq m(y / e)$

$$
m(x / y) \geq 1-\frac{\|x-y\|}{m(y / e)}
$$

It follows that

$$
\|x-y\| \leq m(y / e) \tanh \left(\frac{1}{2} d(x, y)\right)
$$

Let $p: \mathbb{R}_{+}^{n} \rightarrow \mathbb{P}\left(\mathbb{R}_{+}^{n}\right)$ be the natural projection. So if $\left\{x_{k}\right\}$ is a Cauchy sequence in $E$, then $\left\{p^{-1}\left(x_{k}\right)\right\}$ is a Cauchy sequence in $\left\{\mathbb{R}_{+}^{n},\| \|\right\}$ and hence converges to a limit $p^{-1}(x)$ with $d\left(x_{k}, x\right) \rightarrow 0$ and so $x_{k}$ converges to $x$ in E.

Definition 2.5. Let $A$ be a positive $m \times n$ matrix. We denote $A \sim B$ if there exist $X$ and $Y$ diagonal matrices such that $A=X B Y$. Denote

$$
E_{A}=\left\{B: A \sim B, b_{i j}>0\right\}
$$

the set of matrices diagonally equivalent to $A$.

Definition 2.6. If $B, B^{\prime} \in E_{A}, \quad B=X B^{\prime} Y, \quad X=\operatorname{diag}\left(x_{i}\right), \quad Y=\operatorname{diag}\left(y_{j}\right)$ we define

$$
\mu\left(B, B^{\prime}\right)=d(x, e)+d(y, e)
$$

Remark 2.7. $\mu$ is well defined because by Sinkhorn's theorem $X$ and $Y$ are unique up to a scalar factor.

Proposition 2.8. $\left(E_{A}, \mu\right)$ is a pseudometric space and $\left(\mathbb{P}\left(E_{A}\right), \mu\right)$ is a metric space.

Proof. Let $B, B^{\prime} \in E_{A}, B=X B^{\prime} Y$ with $X=\operatorname{diag}(x)$ and $Y=\operatorname{diag}(y)$. Since $d() \geq 0,, \mu\left(B, B^{\prime}\right)=d(x, e)+d(y, e) \geq 0 . \mu\left(B, B^{\prime}\right)=0$ iff $d(x, e)=$ $-d(y, e)$; by positivity of d we obtain $d(x, e)=d(y, e)=0$ so $x=\lambda e$ and $y=t e$ and $B=\lambda t B^{\prime}$. We also have $\mu\left(B^{\prime}, B\right)=d\left(\frac{e}{x}, e\right)+d\left(\frac{e}{y}, e\right)=$ $d(x, e)+d(y, e)=\mu\left(B, B^{\prime}\right)$.
If $B^{\prime \prime}=X^{\prime \prime} B Y^{\prime \prime}$ with $X^{\prime \prime}=\operatorname{diag}\left(x^{\prime \prime}\right)$ and $Y^{\prime \prime}=\operatorname{diag}\left(y^{\prime \prime}\right)$ we have $\mu\left(B, B^{\prime}\right)=$ $d(x, e)+d(y, e) \leq d\left(x, x^{\prime \prime}\right)+d\left(x^{\prime \prime}, e\right)+d\left(y, y^{\prime \prime}\right)+d\left(y^{\prime \prime}, e\right)=\mu\left(B, B^{\prime \prime}\right)+$ $\mu\left(B^{\prime \prime}, B^{\prime}\right)$.

Proposition 2.9. The space $\mathbb{P}\left(E_{A}\right)$ with the metric $\mu$ is complete.
Proof. Let $\left\{A_{k}\right\}_{k}$ be a Cauchy sequence in $\mathbb{P}\left(E_{A}\right)$. For all $i, j A_{i} \sim A_{j}$.
So there exist $X_{i}, Y_{j}$ such that

$$
\begin{gathered}
A_{2}=X_{1} A_{1} Y_{1} \\
A_{3}=X_{2} A_{2} Y_{2} \\
\vdots \\
A_{n+1}=X_{n} A_{n} Y_{n}=X_{n} \ldots X_{1} A_{1} Y_{1} \ldots Y_{n}
\end{gathered}
$$

Let $\left\{x^{i}\right\} \subset \mathbb{R}_{+}^{n}$ be such that $X_{i} \ldots X_{1}=\operatorname{diag}\left(x^{i}\right)$.
Similarly, let $\left\{y^{i}\right\} \subset \mathbb{R}_{+}^{m}$ be such that $Y_{i} \ldots Y_{1}=\operatorname{diag}\left(y^{i}\right)$.
Since $A_{k}$ is a Cauchy sequence there exist $N$ such that $\forall \varepsilon>0 \quad \forall m, n>N$

$$
\mu\left(A_{m}, A_{n}\right)<\varepsilon
$$

Suppose $n>m$, so $A_{n}=X_{n} \ldots X_{m} A_{m} Y_{m} \ldots Y_{n}$ and

$$
\mu\left(A_{n}, A_{m}\right)=d\left(\frac{x^{n}}{x^{m-1}}, e\right)+d\left(\frac{y^{n}}{y^{m-1}}, e\right)=d\left(x^{n}, x^{m-1}\right)+d\left(y^{n}, y^{m-1}\right)<\varepsilon
$$

Since $d($,$) is a distance we have d() \geq$,0 and so

$$
d\left(x^{n}, x^{m-1}\right)<\varepsilon \quad d\left(y^{n}, y^{m-1}\right)<\varepsilon
$$

Hence, $\left\{x^{i}\right\}$ and $\left\{y^{i}\right\}$ are Cauchy sequences in $\left(\mathbb{P}\left(\mathbb{R}_{+}^{m}\right), d\right)$; since this space is complete

$$
x^{i} \rightarrow x \quad y^{i} \rightarrow y
$$

Then $\forall m>N$ let

$$
B=\operatorname{diag}\left(\frac{x^{m}}{x}\right) A_{m} \operatorname{diag}\left(\frac{y^{m}}{y}\right)
$$

We have $B \in \mathbb{P}\left(E_{A}\right)$ and

$$
\mu\left(B, A_{m}\right)=d\left(\frac{x^{m}}{x}, e\right)+d\left(\frac{y^{m}}{y}, e\right)=d\left(x^{m}, x\right)+d\left(y^{m}, y\right)<2 \varepsilon
$$

So the sequence $A_{m}$ converges to $B$ in $\mathbb{P}\left(E_{A}\right)$ with the metric $\mu$.

### 2.2 Birkhoff-Hopf theorem

Definition 2.10. Given an $m \times n$ matrix $A$ with positive entries, we define

1. $\Delta(A)=\sup \left\{d\left(A y, A y^{\prime}\right) \mid y, y^{\prime} \in \mathbb{R}_{+}^{n}\right\}$; it measures the diameter of the image.
2. $\kappa(A)=\sup \left\{\frac{d\left(A y, A y^{\prime}\right)}{d\left(y, y^{\prime}\right)}: y, y^{\prime} \in \mathbb{R}_{+}^{n}, y^{\prime} \neq \alpha y\right\}$ denote the contraction ratio of A .
3. If $x, y \in \mathbb{R}^{n}, \omega(x / y)=\max _{i} \frac{x_{i}}{y_{i}}-\min _{i} \frac{x_{i}}{y_{i}}$
4. $N(A)=\sup \left\{\frac{\omega(A y / A x)}{\omega(y / x)}, x, y \in \mathbb{R}^{n}\right\}$ is the Hopf oscillation ratio

Remark 2.11. If $A$ and $B$ are two $m \times n$ matrices diagonally equivalent with positive entries, i.e., there are two diagonal matrices X and Y with positive diagonal entries such that $B=X A Y$, then $\Delta(A)=\Delta(B)$
Remark 2.12. Let $A_{1}$ be an $m \times n$ matrix and $A_{2}$ be an $n \times m$ matrix. Since $\forall y, y^{\prime} \in \mathbb{R}_{+}^{m}$,

$$
d\left(A_{1} A_{2} y, A_{1} A_{2} y^{\prime}\right) \leq \kappa\left(A_{1}\right) d\left(A_{2} y, A_{2} y^{\prime}\right) \leq \kappa\left(A_{1}\right) \kappa\left(A_{2}\right) d\left(y, y^{\prime}\right)
$$

then

$$
\kappa\left(A_{1} A_{2}\right) \leq \kappa\left(A_{1}\right) \kappa\left(A_{2}\right)
$$

Proposition 2.13. Let $A$ be an $m \times n$ matrix. Then $\Delta(A)=\Delta\left(A^{T}\right)$.

Proof. Let $y, y^{\prime} \in \mathbb{R}_{+}^{n}$. If $e_{j}$ are standard basis vector of $\mathbb{R}^{n}$ then $y=\sum_{s=1}^{n} \lambda_{s} e_{s}$; $y^{\prime}=\sum_{t=1}^{n} \mu_{t} e_{t}$.

$$
\begin{gathered}
\Delta(A)=\max _{y, y^{\prime} \in \mathbb{R}_{+}^{n}} \log \max _{i, j} \frac{(A y)_{i}\left(A y^{\prime}\right)_{j}}{(A y)_{j}\left(A y^{\prime}\right)_{i}} \\
=\log \max _{i, j, k, l} \frac{\left(A \lambda_{k} e_{k}\right)_{i}\left(A \mu_{l} e_{l}\right)_{j}}{\left(A \lambda_{k} e_{k}\right)_{j}\left(A \mu_{l} e_{l}\right)_{i}} \\
=\log \max _{i, j, k, l} \frac{\left(A e_{k}\right)_{i}\left(A e_{l}\right)_{j}}{\left(A e_{k}\right)_{j}\left(A e_{l}\right)_{i}} \\
=\log \max _{i, j, k, l} \frac{a_{i k} a_{j l}}{a_{j k} a_{i l}} .
\end{gathered}
$$

Using this equality, $\Delta(A)=\Delta\left(A^{T}\right)$.
Theorem 2.14. Given a matrix $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ with positive entries and $\operatorname{det}(A) \neq$
0 , there exists a matrix $A^{\prime}=\left[\begin{array}{ll}\alpha & 1 \\ 1 & \alpha\end{array}\right]$ where $\alpha>1$ with $\kappa(A)=\kappa\left(A^{\prime}\right)$, $\Delta(A)=\Delta\left(A^{\prime}\right)$ and $N(A)=N\left(A^{\prime}\right)$.

Proof. According to Sinkhorn's theorem there exist diagonal matrices $D_{1}$ and $D_{2}$ with positive diagonal elements such that $D_{1} A D_{2}$ is doubly stochastic so

$$
D_{1} A D_{2}=\left[\begin{array}{cc}
\beta & 1-\beta \\
1-\beta & \beta
\end{array}\right]
$$

Now, if $\operatorname{det}(A)>0$ let $P$ be the identity matrix and if $\operatorname{det}(A)<0$ let P be the permutation matrix

$$
\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

$(\operatorname{det}(A) \neq 0)$ by hypothesis, so

$$
P D_{1} A D_{2}=\left[\begin{array}{cc}
\gamma & 1-\gamma \\
1-\gamma & \gamma
\end{array}\right]
$$

where $\gamma>1 / 2$. Finally, let D be $1 / 1-\gamma$ times the identity matrix, so

$$
A^{\prime}=P D_{1} A D_{2} D=\left[\begin{array}{ll}
\alpha & 1 \\
1 & \alpha
\end{array}\right]
$$

Using Remark 2.11 and the fact that $P$ and $D$ are bijections in $\mathbb{R}^{2}$ we have $N(A)=N\left(A^{\prime}\right), \Delta(A)=\Delta\left(A^{\prime}\right)$ and so $\kappa(A)=\kappa\left(A^{\prime}\right)$

Proposition 2.15. Let $A$ be the matrix

$$
A=\left[\begin{array}{ll}
\alpha & 1 \\
1 & \alpha
\end{array}\right]
$$

where $\alpha>1$. Then $\Delta(A)=d\left(A e_{1}, A e_{2}\right)$ where $e_{1}$ and $e_{2}$ are the standard basis vectors of $\mathbb{R}^{2}$.

Proof. Assume $v=e_{1}+s e_{2}, v^{\prime}=t e_{1}+e_{2}$ where $s, t \geq 0$ and $d\left(A v, A v^{\prime}\right)=$ $\Delta(A)$. We want to show $s=t=0$.
Therefore,

$$
A v=\left[\begin{array}{c}
\alpha+s \\
1+\alpha s
\end{array}\right] \quad A v^{\prime}=\left[\begin{array}{c}
\alpha t+1 \\
t+\alpha
\end{array}\right]
$$

Assume without loss of generality

$$
\frac{\alpha+s}{\alpha t+1}>\frac{1+\alpha s}{t+\alpha}
$$

Define

$$
f(s, t)=\frac{\alpha+s}{1+s \alpha} \frac{t+\alpha}{\alpha t+1}
$$

Since $\alpha>1$,

$$
\frac{\alpha+s}{1+s \alpha} \leq \alpha \quad \frac{t+\alpha}{\alpha t+1} \leq \alpha
$$

Hence, $f(s, t) \leq \alpha^{2}$ and then $s=t=0$.
Proposition 2.16. Let $A$ be the matrix

$$
A=\left[\begin{array}{ll}
\alpha & 1 \\
1 & \alpha
\end{array}\right]
$$

where $\alpha>1$. Then $N(A)=\kappa(A)=\tanh \frac{1}{4} \Delta(A)=\frac{\exp (\Delta(A) / 2)-1}{\exp (\Delta(A) / 2)+1}$
Proof. By the definition

$$
N(A)=\sup _{x, y \in \mathbb{R}^{2}} \frac{w(A x / A y)}{w(x / y)}
$$

We can consider $x=(1, s)$ and $y=(1, t)$ for non-negative s,t. For $\omega(x / y)$ to exist and be non zero we must have $s, t>0$ and $s \neq t$.
Using the definition of $\omega$ we have

$$
N(A)=\sup _{s, t} \frac{\left|\frac{\alpha+s}{\alpha+t}-\frac{1+\alpha s}{1+\alpha t}\right|}{\left|1-\frac{s}{t}\right|}
$$

$$
\begin{gathered}
=\sup _{s, t} \frac{\left(\alpha^{2}-1\right) t}{(\alpha+t)(\alpha t+1)} \\
=\sup _{t} \phi(t)
\end{gathered}
$$

where

$$
\phi(t)=\frac{\left(\alpha^{2}-1\right) t}{(\alpha+t)(\alpha t+1)}
$$

$\phi$ is non-negative, its only stationary point is at 1 and its limits at 0 and $\infty$ are both 0 ; it follows that its supremum is attained at 1 and is equal to

$$
\phi(1)=\frac{\alpha^{2}-1}{(\alpha+1)^{2}}=\frac{\alpha-1}{\alpha+1}
$$

A similar approach for $\kappa(A)$ gives

$$
\begin{aligned}
\kappa(A)= & \sup _{s, t}\left|\frac{\log \frac{(\alpha+s)(1+\alpha t)}{(\alpha+t)(1+\alpha s)}}{\log \frac{s}{t}}\right| \\
& =\sup _{s, t}|\psi(s, t)|
\end{aligned}
$$

where

$$
\psi(s, t)=\frac{\log \frac{(\alpha+s)(1+\alpha t)}{(\alpha+t)(1+\alpha s)}}{\log \frac{s}{t}}
$$

We can write

$$
\psi(s, t)=\frac{f(s)-f(t)}{\log s-\log t}
$$

where

$$
f(t)=\log \frac{\alpha+t}{1+\alpha t}
$$

Using mean value theorem, we have that for $0<s<t$ there exists $\tau$ with $s \leq \tau \leq t$

$$
\begin{gathered}
\psi(s, t)=\frac{f(s)-f(t)}{\log s-\log t} \\
=f^{\prime}(\tau) \tau \\
=\frac{\left(1-\alpha^{2}\right) \tau}{(\alpha+\tau)(1+\alpha \tau)}
\end{gathered}
$$

$$
=-\phi(t)
$$

From this we obtain $\sup |\psi| \leq \sup \phi$. To show the opposite inequality, fix $t>0$ and choose an arbitrary positive $\varepsilon$. Using mean value theorem, $-\psi(t-$ $\varepsilon, t+\varepsilon)=\phi(\tau)$ with $\tau \in[t-\varepsilon, t+\varepsilon]$. By the continuity of $\phi$ we have that $|\psi|$ attains values arbitrarily close to $\phi(t)$ for any given t .
Hence, we have

$$
N(A)=\kappa(A)=\frac{\alpha-1}{\alpha+1}
$$

Let $e_{1}$ and $e_{2}$ be the standard basis vectors for $\mathbb{R}^{2}$. By Proposition 2.15

$$
\Delta(A)=d\left(A e_{1}, A e_{2}\right)
$$

Since $A e_{1}=(\alpha, 1)$ and $A e_{2}=(1, \alpha)$, we have $d\left(A e_{1}, A e_{2}\right)=\log \alpha^{2}=2 \log \alpha$. Now $\alpha=\exp (\Delta(A) / 2)$ and

$$
N(A)=\kappa(A)=\frac{\alpha-1}{\alpha+1}=\frac{\exp (\Delta(A) / 2)-1}{\exp (\Delta(A) / 2)+1}=\tanh \frac{1}{4} \Delta(A)
$$

Corollary 2.17. If $A \in \mathbb{R}_{+}^{2 \times 2}$ with positive entries and $\operatorname{det}(A) \neq 0$ then

$$
\kappa(A)=N(A)=\tanh \frac{1}{4} \Delta(A)=\frac{\exp (\Delta(A) / 2)-1}{\exp (\Delta(A) / 2)+1}
$$

Proof. Using the previous theorems, there exists a matrix $A^{\prime}$ such that $\kappa(A)=$ $\kappa\left(A^{\prime}\right), N(A)=N\left(A^{\prime}\right), \Delta(A)=\Delta\left(A^{\prime}\right)$ and

$$
\kappa\left(A^{\prime}\right)=N\left(A^{\prime}\right)=\frac{\exp \left(\Delta\left(A^{\prime}\right) / 2\right)-1}{\exp \left(\Delta\left(A^{\prime}\right) / 2\right)+1}=\tanh \frac{1}{4} \Delta\left(A^{\prime}\right)
$$

We now extend the previous result to a generic $m \times n$ matrix with positive entries:

Theorem 2.18 (Birkhoff-Hopf). Let $A \in \mathbb{R}_{+}^{m \times n}$ with positive entries. Then

$$
\kappa(A)=N(A)=\frac{\exp (\Delta(A) / 2)-1}{\exp (\Delta(A) / 2)+1}=\tanh \frac{1}{4} \Delta(A)
$$

Proof. If $x, y \in \mathbb{R}_{+}^{n}$ define $V(x, y)=\{\alpha x+\beta y ; \alpha, \beta \in \mathbb{R}\}$
Now define the functions $k, N$ and $\Delta$ on $\mathbb{R}_{+}^{n}$ by

$$
\kappa(x, y)=\sup \left\{\left.\frac{d(A v, A w)}{d(v, w)} \right\rvert\, v, w \in V(x, y)\right\}
$$

$$
\begin{aligned}
& N(x, y)=\sup \left\{\left.\frac{\omega(A v, A w)}{\omega(v, w)} \right\rvert\, v, w \in V(x, y)\right\} \\
& \Delta(x, y)=\sup \{d(A v, A w) \mid v, w \in V(x, y)\}
\end{aligned}
$$

Since we proved the theorem in dimension 2 we have

$$
\kappa(x, y)=N(x, y)=\tanh \frac{1}{4} \Delta(x, y)=\frac{\exp (\Delta(x, y) / 2)-1}{\exp (\Delta(x, y) / 2)+1}
$$

By the definitions it follows that

$$
\begin{aligned}
\kappa(A) & =\sup \left\{\kappa(x, y) \mid x, y \in \mathbb{R}_{+}^{n}\right\} \\
N(A) & =\sup \left\{N(x, y) \mid x, y \in \mathbb{R}_{+}^{n}\right\} \\
\Delta(A) & =\sup \left\{\Delta(x, y) \mid x, y \in \mathbb{R}_{+}^{n}\right\}
\end{aligned}
$$

Now

$$
\begin{gathered}
\kappa(A)=\sup \left\{\kappa(x, y) \mid x, y \in \mathbb{R}_{+}^{n}\right\} \\
=\sup \left\{N(x, y) \mid x, y \in \mathbb{R}_{+}^{n}\right\} \\
=N(A) \\
=\sup \left\{\left.\tanh \frac{1}{4} \Delta(x, y) \right\rvert\, x, y \in \mathbb{R}_{+}^{n}\right\} \\
=\tanh \left(\sup \left\{\left.\frac{1}{4} \Delta(x, y) \right\rvert\, x, y \in \mathbb{R}_{+}^{n}\right\}\right) \\
=\tanh \frac{1}{4} \Delta(A)
\end{gathered}
$$

Remark 2.19. $\kappa(A)<1$. Using 2.13 $\kappa(A)=\kappa\left(A^{T}\right)$.

### 2.3 Sinkhorn's Algorithm

The aim of Sinkhorn's iterative algorithm is to find a positive matrix $\widehat{B}$ of the form $D_{1} A D_{2}$ which has prescribed row and column sums. The existence of the matrix $\widehat{B}$ was proved in the first chapter.
Suppose $A=\left(a_{i j}\right)$ is a positive $m \times n$ matrix and $p \in \mathbb{R}^{m}, q \in \mathbb{R}^{n}$ with

$$
p_{1}+\ldots+p_{m}=q_{1}+\ldots+q_{n} .
$$

Starting with $A_{0}=A$ it's possible to define the sequences $A_{k}, A_{k}^{\prime}$ of column and row normalized matrices by the following algorithm.
If $r^{(k)}=A_{k} e$ is the vector of row sums, define

$$
A_{k}^{\prime}=S_{k} A_{k}, \quad S_{k}=\operatorname{diag}\left(\frac{p_{i}}{r_{i}^{(k)}}\right)
$$

If $c^{(k)}=A_{k}^{\prime T} e$ is the vector of column sums, then

$$
A_{k+1}=A_{k}^{\prime} T_{k}, \quad T_{k}=\operatorname{diag}\left(\frac{q_{j}}{c_{j}^{(k)}}\right)
$$

Definition 2.20. We say that $A$ is row normalized by $p$ if $A e=p$. We say that $A$ is column normalized if by $q$ is $A^{T} e=q$.
Theorem 2.21. If $B \in \mathbb{P}\left(E_{A}\right)$ is row normalized, then $f(B)=S_{0} B T_{0}$ is a contraction.

Proof. Let $B, B^{\prime} \in \mathbb{P}\left(E_{A}\right)$ be row normalized.
We want to show that

$$
\mu\left(f(B), f\left(B^{\prime}\right)\right) \leq k\left(\mu\left(B, B^{\prime}\right)\right) \quad k<1
$$

There exist diagonal matrices $X=\operatorname{diag}(x), Y=\operatorname{diag}(y)$ such that

$$
B^{\prime}=X B Y
$$

and $\mu\left(B, B^{\prime}\right)=d(x, e)+d(y, e)$. Now $f\left(B^{\prime}\right)=S_{0}^{\prime} X B Y T_{0}^{\prime}$ and $B=S_{0}^{-1} f(B) T_{0}^{-1}$ implies

$$
f\left(B^{\prime}\right)=S_{0}^{\prime} X S_{0}^{-1} f(B) T_{0}^{-1} Y T_{0}^{\prime}
$$

So

$$
\mu\left(f(B), f\left(B^{\prime}\right)\right)=d\left(\frac{s_{0}^{\prime}}{s_{0}} x, e\right)+d\left(\frac{t_{0}^{\prime}}{t_{0}} y, e\right)
$$

where $S_{0}=\operatorname{diag}\left(s_{0}\right) ; S_{0}^{\prime}=\operatorname{diag}\left(s_{0}^{\prime}\right) ; T_{0}=\operatorname{diag}\left(t_{0}\right)$ and $T_{0}^{\prime}=\operatorname{diag}\left(t_{0}^{\prime}\right)$.
Now,

$$
B^{\prime} \frac{e}{y}=\operatorname{diag}(x) B \operatorname{diag}(y) \frac{e}{y}=\operatorname{diag}(x) B e=B e x
$$

Hence,

$$
\begin{aligned}
& d\left(\frac{s_{0}^{\prime}}{s_{0}} x, e\right)=d\left(\frac{r_{0}^{\prime}}{r_{0}} x, e\right)=d\left(B e x, B^{\prime} e\right) \\
&=d\left(B^{\prime} \frac{e}{y}, B^{\prime} e\right) \\
& \leq \kappa\left(B^{\prime}\right) d\left(\frac{e}{y}, e\right)=\kappa\left(B^{\prime}\right) d(y, e)
\end{aligned}
$$

Now we want to show $d\left(\frac{t_{0}^{\prime}}{t_{0}} y, e\right) \leq \kappa\left(B^{\prime}\right) d(x, e)$.
We have

$$
B^{\prime T} \frac{e}{x}=\operatorname{diag}(y) B^{T} \operatorname{diag}(x) \frac{e}{x}=\operatorname{diag}(y) B^{T} e=B^{T} e y
$$

Therefore,

$$
\begin{aligned}
d\left(\frac{t_{0}^{\prime}}{t_{0}} y, e\right)= & d\left(\left(S_{0} B\right)^{T} e y,\left(S_{0}^{\prime} B^{\prime}\right)^{T} e\right)= \\
& d\left(B^{T} S_{0} e y, B^{\prime T} S_{0}^{\prime} e\right) \\
& =d\left(B^{T} e y, B^{\prime T} e\right) \\
& =d\left(B^{\prime T} \frac{e}{x}, B^{\prime T} e\right) \\
& \leq \kappa\left(B^{\prime}\right) d(x, e)
\end{aligned}
$$

since $S_{0} e=S_{0}^{\prime} e=e$ and $\kappa\left(B^{\prime T}\right)=\kappa\left(B^{\prime}\right)$.
Remark 2.22. It's not known if $f$ is a contraction on $\mathbb{P}\left(E_{A}\right)$.

### 2.3.1 Convergence

We will use Hilbert projective metric and $\mu$ defined in the previous sections to show the convergence.

Theorem 2.23. Let $A=A_{0}$ be column normalized. Then

$$
\begin{aligned}
& d\left(r^{(1)}, p\right) \leq \gamma d\left(r^{(0)}, p\right) \\
& d\left(c^{(1)}, q\right) \leq \gamma d\left(c^{(0)}, q\right)
\end{aligned}
$$

where $\gamma=\kappa(A)^{2}, r^{(k)}=A_{k} e, c^{(k)}=A_{k}^{\prime T} e$ and $A_{k}, A_{k}^{\prime}$ are the matrices defined by Sinkhorn's algorithm.

Proof. Let $A^{\prime}=A_{0}^{\prime}$. Since $r^{(1)}=A_{1} e=A^{\prime} T_{0} e=A^{\prime} \frac{q}{c^{(0)}}$ and $A^{\prime} e=p$ we have

$$
\begin{aligned}
& d\left(r^{(1)}, p\right)=d\left(A^{\prime} \frac{q}{c^{(0)}}, A^{\prime} e\right) \\
& \quad \leq \kappa(A) d\left(\frac{q}{c^{(0)}}, e\right) \\
& \quad=\kappa(A) d\left(q, c^{(0)}\right)
\end{aligned}
$$

since $\kappa(A)$ does not change during the iteration.
Now

$$
c^{(0)}=A^{\prime T} e=A^{T} S_{0} e=A^{T} \frac{p}{r^{(0)}}
$$

and $A^{T} e=q$ imply

$$
d\left(q, c^{(0)}\right)=d\left(A^{T} e, A^{T} \frac{p}{r^{(0)}}\right) \leq \kappa\left(A^{T}\right) d\left(r^{(0)}, p\right)
$$

Since $\kappa(A)=\kappa\left(A^{T}\right)$ we obtain $d\left(r^{(1)}, p\right) \leq \gamma d\left(r^{(0)}, p\right)$.
The estimate for the column sums follows similarly.
Remark 2.24. By construction, all matrices $A_{k}$ in Sinkhorn's iteration are column normalized. Hence repeated applications of the previous theorem yield

$$
\begin{aligned}
d\left(r^{(k)}, p\right) & \leq \gamma^{k} d\left(r^{(0)}, p\right) \\
d\left(c^{(k)}, q\right) & \leq \gamma^{k} d\left(c^{(0)}, q\right)
\end{aligned}
$$

Proposition 2.25. The sequence $\left\{A_{k}\right\}$ generated by Sinkhorn's algorithm converges in $\left(\mathbb{P}\left(E_{A}\right), \mu\right)$ to the unique matrix $\widehat{B}$ such that $\widehat{B} e=p, \widehat{B}^{T} e=q$ and $\widehat{B} \sim A_{0}$.

Proof. We first show that $A_{k}$ is a Cauchy sequence.
Following the previous theorem,

$$
\begin{gathered}
\mu\left(A_{k}, A_{k+1}\right)=d\left(\frac{p}{r^{(k)}}, e\right)+d\left(\frac{q}{c^{(k)}}, e\right)= \\
=d\left(r^{(k)}, p\right)+d\left(c^{(k)}, q\right) \\
\leq \gamma^{k}\left\{d\left(r^{(0)}, p\right)+d\left(c^{(0)}, q\right)\right\}
\end{gathered}
$$

Suppose $m, n>N$ and $m>n$, by triangle inequality

$$
\begin{aligned}
& \mu\left(A_{n}, A_{m}\right) \leq\left(\gamma^{n}+\cdots+\gamma^{m-1}\right)\left\{d\left(r^{(0)}, p\right)+d\left(c^{(0)}, q\right)\right\} \\
&=\gamma^{n}\left(1+\cdots+\gamma^{m-n-1}\right)\left\{d\left(r^{(0)}, p\right)+d\left(c^{(0)}, q\right)\right\} \\
&= \gamma^{n} \frac{1-\gamma^{m-n}}{1-\gamma}\left\{d\left(r^{(0)}, p\right)+d\left(c^{(0)}, q\right)\right\} \\
& \leq \frac{\gamma^{n}}{1-\gamma}\left\{d\left(r^{(0)}, p\right)+d\left(c^{(0)}, q\right)\right\}
\end{aligned}
$$

Since $\gamma=\kappa(A)^{2}<1$, the last term tends to zero as n approaches $\infty$.
So there exists the limit $C \in \mathbb{P}\left(E_{A}\right)$ of the sequence $A_{k}$; we want to show that $C=\widehat{B}$.
For $k$ large enough, $\forall \varepsilon>0$

$$
\mu\left(A_{k}, C\right)=d(x, e)+d(y, e)<\varepsilon
$$

where $C=\operatorname{diag}(x) A_{k} \operatorname{diag}(y)$. So $C$ has column sums $q$.
Recall $A_{k}^{\prime}=S_{k} A_{k}$ where $S_{k}=\operatorname{diag}\left(\frac{p}{r^{(k)}}\right)$.
So

$$
\mu\left(A_{k}, A_{k}^{\prime}\right)=d(e, e)+d\left(t^{(k)}, e\right)=d\left(q, c^{(k)}\right) \leq \gamma^{k} d\left(c^{(0)}, q\right)
$$

Now, by the triangle inequality

$$
\mu\left(A_{k}^{\prime}, C\right) \leq \mu\left(A_{k}^{\prime}, A_{k}\right)+\mu\left(A_{k}, C\right)
$$

and the last term tends to zero as k approaches $\infty$. Then, C has row sums $p$. So $C$ is diagonally equivalent to $A_{0}=A$ and has row sums $p$ and column sums $q$. By unicity proved in Sinkhorn's theorem, $\widehat{B}=C$.

Corollary 2.26 (Error bounds). Using the notation of Proposition 2.25

$$
\mu\left(A_{k}, \widehat{B}\right) \leq \frac{\gamma^{k}}{1-\gamma}\left\{d\left(r^{(0)}, p\right)+d\left(c^{(0)}, q\right)\right\}
$$

Proof. If $m>k$ we already proved that

$$
\mu\left(A_{k}, A_{m}\right) \leq \frac{\gamma^{k}}{1-\gamma}\left\{d\left(r^{(0)}, p\right)+d\left(c^{(0)}, q\right)\right\}
$$

If k is fixed and $m \rightarrow \infty$ then $A_{m} \rightarrow \widehat{B}$ and

$$
\mu\left(A_{k}, \widehat{B}\right) \leq \frac{\gamma^{k}}{1-\gamma}\left\{d\left(r^{(0)}, p\right)+d\left(c^{(0)}, q\right)\right\}
$$

Proposition 2.27 (Error bounds). If $A \sim B, A^{T} e=B^{T} e$ and $\mu(A, B) \leq \varepsilon$, then

$$
\exp (-\varepsilon) \leq \frac{b_{i j}}{a_{i j}} \leq \exp (\varepsilon)
$$

for all $i, j$.

Proof. There exist diagonal matrices with positive entries $X=\operatorname{diag}(x), Y=$ $\operatorname{diag}(y)$ such that $B=X A Y$ and $d(x, e) \leq \varepsilon$ and $d(y, e) \leq \varepsilon$.
If $x^{\prime}=\frac{1}{x_{k}} x$ where $x_{k}=\min \left\{x_{i}\right\}$ then

$$
1 \leq x_{i}^{\prime} \leq \exp (\varepsilon) \quad i=1, . ., n
$$

Without loss of generality we may assume $x=x^{\prime}$. From $Y A^{T}=B^{T} X^{-1}$ and $A^{T} e=q=B^{T} e$ it follows that

$$
Y q=Y A^{T} e=B^{T} X^{-1} e
$$

So

$$
\exp (-\varepsilon) \leq X^{-1} e \leq e
$$

and multiplying by $B^{T}$,

$$
\exp (-\varepsilon) q \leq B^{T} X^{-1} e \leq q
$$

Now

$$
\exp (-\varepsilon) \leq y_{j} \leq 1 \quad j=1, \ldots, n
$$

Finally

$$
\exp (-\varepsilon) \leq x_{i} y_{j}=\frac{b_{i j}}{a_{i j}} \leq \exp (\varepsilon)
$$

## Chapter 3

## Optimal transport problem

In this chapter we will define an optimal transport problem (3.1) between two probability vectors. It is a known fact that the solution of this problem lies on a vertex of the polyhedral set $U(r, c)$ defined in 1.1; our aim is to approximate the solution.
Following [2], we will introduce a convex subset $U_{\alpha}(r, c)$ of $U(r, c)$, using a constraint on the Kullback-Leibler divergence. Hence, it's possible to define the optimal transport problem on the set $U_{\alpha}$. For $\alpha$ large enough, $U_{\alpha}(r, c)=$ $U(r, c)$ and the two formulations are equivalent.
Lagrange multipliers' theory allows to turn the problem defined on $U_{\alpha}(r, c)$ in the form of the definition 3.6. Proposition 3.10 shows that this formulation is equivalent to minimize a Kullback-Leibler divergence on $U(r, c)$.
Therefore, the existence and uniqueness of the solution to the problem defined in 3.6 is ensured by theorem 1.11. According to the condition on the partial derivatives of theorem 1.11, the solution of 3.6 is diagonally equivalent to a given matrix.
Moreover, by Sinkhorn's theorem, there exists a unique matrix of that form, with row sums $r$ and column sums $c$.
Therefore, it is possible to compute the solution of the problem defined in 3.6 using Sinkhorn's algorithm. In the last section we will show some numerical experiments.

### 3.1 Entropic constraint

Definition 3.1 (OT problem). Let $U(r, c)$ be the set defined in 1.1. Given a $d \times d$ cost matrix $M$, the problem

$$
d_{M}(r, c):=\min _{P \in U(r, c)}<P, M>
$$

is called an optimal transport problem between $r$ and $c$ with given cost $M$.
Proposition 3.2. The set $U_{\alpha}(r, c):=\left\{P \in U(r, c) \mid K L\left(P \| r c^{T}\right) \leq \alpha\right\}=$ $\{P \in U(r, c) \mid h(P) \geq h(r)+h(c)-\alpha\} \subset U(r, c)$ is convex.
Proof. The two definitions are equivalent because $K L\left(P \| r c^{T}\right)=h(r)+h(c)-$ $h(P)$. If $P, Q$ lie in $U_{\alpha}(r, c)$ then $\forall t \in[0,1] h((1-t) P+t Q) \geq(1-t) h(P)+$ $t h(Q) \geq(1-t)(h(r)+h(c)-\alpha)+t(h(r)+h(c)-\alpha)=h(r)+h(c)-\alpha$. So $(1-t) P+t Q \in U_{\alpha}(r, c)$. We used the concavity of the entropy (Remark 1.4) in the first inequality.

Remark 3.3. $r c^{T}$ is the joint density in the case $r$ and $c$ are independent.
Definition 3.4 (OT with entropic constraint).

$$
d_{M, \alpha}(r, c):=\min _{P \in U_{\alpha}(r, c)}<P, M>
$$

Remark 3.5. Since for any $P \in U(r, c) h(P)$ is lower bounded by $\frac{1}{2}(h(r)+$ $h(c)$ ), we have that for $\alpha$ large enough $U_{\alpha}(r, c)=U(r, c)$ and so $d_{M, \alpha}(r, c)=$ $d_{M}(r, c)$.

Definition 3.6 (dual-Sinkhorn divergence). For $\lambda>0$,

$$
d_{M}^{\lambda}(r, c):=\min _{P \in U(r, c)}<P, M>-\frac{1}{\lambda} h(P)
$$

Remark 3.7. Equivalence between 3.6 and 3.4 is a consequence of the following proposition.

Proposition 3.8. Let $G(P)=<P, M>$, let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a smooth and strictly convex function. If there exists a unique minimum $P^{\star}$ for $G$ such that $F\left(P^{\star}\right)=\alpha$ where $\alpha>0$, then there exists a $\mu<0$ such that $\left(P^{\star}, \mu\right)$ is a minimum for

$$
\Lambda(P, \mu)=G(P)+\mu F(P)
$$

Proof. Using Lagrange multipliers, there exists a $\mu^{\star}$ such that $\left(P^{\star}, \mu^{\star}\right)$ is a stationary point for

$$
\Lambda(P, \mu)=G(P)+\mu F(P)
$$

It's known that $\nabla G$ must be proportional to $\nabla F$ in the point $P^{\star}$. So

$$
\nabla G\left(P^{\star}\right)=\mu^{\star} \nabla F\left(P^{\star}\right)
$$

Suppose $\mu^{\star} \geq 0$, so there exists a $T$ minimizing $G$ with $F(T)<\alpha$, this is absurd because by hypothesis the minimum must achieve $F(T)=\alpha$.
Using the convexity of $F,\left(P^{\star}, \mu^{\star}\right)$ is a minimum for $\Lambda$.

Proposition 3.9. For every $\alpha \in[0, \infty]$ there exists $a \lambda>0$ such that $d_{M, \alpha}(r, c)=d_{M}^{\lambda}(r, c)$

Proof. Fix $\alpha>0$.
If $P^{\alpha}$ is the matrix such that $<P^{\alpha}, M>=d_{M, \alpha}(r, c)$, so $P^{\alpha} \in \partial U_{\alpha}(r, c)$.
Hence, $P^{\alpha}$ satisfies $K L\left(P^{\alpha} \| r c^{T}\right)=\alpha$ which is equivalent to

$$
h\left(P^{\alpha}\right)+\alpha-h(r)-h(c)=0
$$

By the previous theorem, there exists a $\mu<0$ such that $\left(P^{\alpha}, \mu\right)$ is a minimum for

$$
\Lambda(P, \mu)=<P, M>+\mu K L\left(P^{\alpha} \| r c^{T}\right)
$$

So $\left(P^{\alpha}, \mu\right)$ is a minimum for

$$
\Lambda^{\prime}(P, \mu)=<P, M>+\mu h(P)
$$

Setting $\mu=-\frac{1}{\lambda}$ where $\lambda>0$ we get the proposition.
Proposition 3.10. $d_{M}^{\lambda}(r, c)=\min _{P \in U(r, c)} \frac{K L(P \| \exp (-\lambda M))}{\lambda}$
Proof.

$$
\begin{gathered}
K L(P \| \exp (-\lambda M))=\sum_{i, j} p_{i j} \log \frac{p_{i j}}{\exp \left(-\lambda m_{i j}\right)} \\
=\sum_{i, j} p_{i j} \log p_{i j}+\lambda \sum_{i, j} p_{i j} m_{i j} \\
=-h(P)+\lambda<P, M>
\end{gathered}
$$

Theorem 3.11. For $\lambda>0$ the solution $P^{\lambda}=\left(p_{i j}^{\lambda}\right)$ of the problem defined in 3.6 is unique and has the form $P^{\lambda}=\operatorname{diag}(u) K \operatorname{diag}(v)$ where $u, v \in \mathbb{R}_{+}^{d}$ are uniquely defined up to a multiplicative factor and $K=e^{-\lambda M}$ is the elementwise exponential of $-\lambda M$.

Proof. The existence and uniqueness of the solution $P^{\lambda}$ is ensured by Proposition 3.10 and Theorem 1.11 .
By the condition on partial derivatives in theorem 1.11, there exist $\alpha, \beta \in \mathbb{R}_{+}^{d}$ such that

$$
\frac{\delta}{\delta p_{i j}}\left[K L\left(P \| e^{-\lambda M}\right)-\alpha^{T} P e-\beta^{T} P^{T} e\right]_{P=P^{\lambda}}=0
$$

that is equivalent to

$$
\log p_{i j}^{\lambda}+1+\lambda m_{i j}-\alpha_{j}-\beta_{i}=0
$$

which leads to

$$
p_{i j}^{\lambda}=e^{-1 / 2+\alpha_{j}} e^{-\lambda m_{i j}} e^{\beta_{i}-1 / 2}
$$

Therefore, $P^{\lambda}$ is diagonally equivalent to $K$ and has row sums $r$ and column sums $c$.
Since $K$ has strictly positive entries, Sinkhorn's theorem states that there exists a unique matrix diagonally equivalent to $K$ that belongs to $U(r, c)$. $P^{\lambda}$ is necessarily that matrix.

### 3.2 Numerical experiments

### 3.2.1 1-D marginals

It is possible to implement Sinkhorn's algorithm in Matlab to find the solution $P^{\lambda}$ of 3.6. Algorithm 1 computes Hilbert's projective metric between two given vectors in $\mathbb{R}_{+}^{n}$.

## Algorithm 1.

```
function d= distance (w,v)
s=v(1)/w(1);
t=v(1)/w(1);
for i=2:length(v)
    if (v(i)/w(i)>s)
            s=v(i)/w(i);
        end
end
for i=2:length(v)
    if(v(i)/w(i)<t)
    t=v(i)/w(i);
        end
end
d=log (s/t);
end
```

Given a matrix cost $M$ and marginals $r$ and $c$, Algorithm 2 computes the unique matrix $P$ which has row sums $r$ and column sums $c$. We will use Hilbert's projective metric computed in Algorithm 1 as a stopping criterion. We say that Sinkhorn's algorithm converges to $P$ at $k-t h$ iteration if the sum of the distance between the row sums and $r$ and column sums and $c$ is less then $10^{-5}$.

## Algorithm 2.

```
function \([P, k, d]=\operatorname{sink} \quad(M, r, c, l)\)
\([\mathrm{n}, \mathrm{m}]=\operatorname{size} \quad(\mathrm{M})\);
\(\mathrm{e}=\) ones ( \(\mathrm{n}, 1\) ) ;
e1=ones (m, 1);
\(\mathrm{P}=\mathrm{M}\);
\(\mathrm{d}=1\);
\(\mathrm{k}=1\);
while ( \(\mathrm{d}>10^{\wedge}-5 \& \& \mathrm{k}<\mathrm{l}\) )
    \(j=P * e 1\);
    \(\mathrm{A} 1=\operatorname{diag}(\mathrm{r} . / \mathrm{j}) * \mathrm{P}\);
    g=A1'*e;
    \(\mathrm{P}=\mathrm{A} 1 * \operatorname{diag}(\mathrm{c} . / \mathrm{g})\);
    \(\mathrm{d}=\) distance (j, r) + distance ( \(\mathrm{g}, \mathrm{c})\);
    \(\mathrm{k}=\mathrm{k}+1\);
end
end
```

Given variance $\sigma^{2}$, mean $m$ and a uniform grid of an interval $a$, Algorithm 3 computes a discretized Gaussian distribution on $a$.

## Algorithm 3.

```
function q=gaussd(a,sigma,m)
q=ones(length(a),1);
for j=1:length(a)
q(j , 1) =exp(-(a(j)-m)^2/(2*sigma^2));
end
q=(1/sum(q) )*q;
end
```



Figure 3.1: Marginals $p$ (blue) and $q$ (red)

Marginals $p$ and $q$ in Figure 3.1 are Gaussian distributions with variance 4, and mean respectively $m_{1}=-2$ and $m_{2}=2$; discretized on a uniform grid $\left(x_{i}\right)_{i=1}^{100}$ of 100 points of $[-10,10]$. Using the cost matrix $M_{i, j}=\left|x_{i}-x_{j}\right|^{2}$ and $K=e^{-\lambda M}$ elementwise with $\lambda=5$, Figure 3.2 (a) shows the convergence of Sinkhorn's algorithm from $p$ to $q$ and Figure 3.2 (b) shows the structure of the transport matrix, that is similiar to a translation.


(a) $\mathrm{k}=$ number of iterations $\mathrm{d}=$ distance $(\mathrm{j}, \mathrm{p})+\operatorname{distance}(\mathrm{k}, \mathrm{q})$
(b) Transport matrix $P$ obtained with Sinkhorn's algorithm

Figure 3.2: Convergence of Sinkhorn's algorithm for a fixed $\lambda$

Figure 3.3 and Figure 3.4 show the convergence of the algorithm for different values of $\lambda$.


Figure 3.3: $\mathrm{k}=$ number of iterations of Sinkhorn's algorithm; $\lambda$ is the parameter used computing $K=$ $e^{-\lambda M}$


Figure 3.4: For encreasing values of $\lambda, d_{M}^{\lambda}$ approaches $\left|m_{1}-m_{2}\right|^{2}$

Let $S_{k} A T_{k}$ be the k-th iteration of Sinkhorn's algorithm starting from the matrix $A$. Let $p$ be the normalized row sum and $q$ be the normalized column sum. If $\left\{q_{k}\right\}$ is the sequence of column sums of $S_{k+1} S_{k} A T_{k}$, then by Sinkhorn's theorem $S_{k+1} S_{k} A T_{k}$ is the unique matrix diagonally equivalent to $A$ with row sum $p$ and column sum $q_{k}$. The sequence $\left\{q_{k}\right\}$ converges to $q$. Therefore, stopping the algorithm at the i-th iteration and normalizing the rows we get a transport matrix between $p$ and $q_{k}$. This gives an idea of the convergence from $p$ to $q$. The computation is performed with cost matrix $M_{i, j}=\left|x_{i}-x_{j}\right|^{2}$ and $K=e^{-5 M}$ elementwise.

## Algorithm 4.

```
function Y=succ(K,p,q,n)
P=sink(K,p,q,n);
[a,b]=size(P);
e=ones(b,1);
r=P*e;
Y=diag(p./r)*P;
end
```



Figure 3.5: Input marginals $p$ (blue) and $q$ (red) are gaussian distributions with the same variance. In yellow the distribution of $Y e$ for $n=7$. In violet the distribution of $Y e$ for $n=15$.

Figure 3.5 shows the distribution of $Y e$ where $Y$ is computed using Algorithm 4 for different values of $n$. We get similiar results if the input marginals $p$ and $q$ have different variances.


Figure 3.6: Marginals $p$ (blue) and $q$ (red) with different variances


Figure 3.7: In yellow the distribution of $Y e$ for $n=2$, in violet the distribution of $Y e$ for $n=4$.

Fix $0 \leq t \leq 1$. Given the transport matrix $P$ obtained with Sinkhorn's algorithm, we can know where the point $(1-t) i+t j$ is sent by the matrix $P$. If $t=1$ we get the marginal $q=P^{\prime} e$, if $t=0$ we get the marginal $p=P e$.

## Algorithm 5.

```
function r=inter(P,t)
[n,m]=size(P);
r=zeros(n,1);
for i=1:size(P)
    for j=1:size(P)
        k=floor((1-t)*i+t*j);
        r(k,1)=r(k,1)+P(i,j);
    end
end
end
```



Figure 3.8: Input marignals $p$ (blue) and $q$ (red), in yellow interpolation with $t=1 / 2$

### 3.2.2 2-D marginals

Let $\left(x_{i}\right)_{i=1}^{1600}$ be a uniform grid of $40 \times 40$ points in $[-1,1]^{2}$. If the input marginal $s$ is a uniform density distribution on the discretized ball centered in $(0,0)$ of $[-1,1]^{2}$ and $r$ is the uniform density on the discretized boundary of the square, Figure 3.9 shows the convergence of Sinkhorn's algorithm with input bidimensional marginals $s$ and $r$. The computation is performed with cost matrix $M_{i j}=\left\|x_{i}-x_{j}\right\|^{2}$ and $K=e^{-10 M}$ elementwise. Subfigures from (b) to (e) show the distribution of $Y e$ where $Y$ is computed using Algorithm 4 for different values of $n$.

(a) Uniform density on the discretized ball

(c) $n=2$

(e) $n=10$

(b) $n=1$

(d) $n=5$

(f) Uniform density on the discretized boundary of the square

Figure 3.9: Sinkhorn's algorithm with input marginals (a) and (f)

Let $\left(x_{i}\right)_{i=1}^{1600}$ be a grid of $40 \times 40$ points in $[-1,1]^{2}$. Let $M_{i j}=\left\|x_{i}-x_{j}\right\|^{2}$ and $K=e^{-10 M}$ elementwise. Let $s$ be the uniform density on a ball centered in $(0,0)$. Let $r$ be the uniform density on two balls centered in $(-1,0)$ and in $(1,0)$. The following figure shows the convergence of Sinkhorn's algorithm from $s$ to $r$. Subfigures from (b) to (e) show the distribution of $Y e$ where $Y$ is computed using Algorithm 4 with different values of $n$.

(a) Uniform density on the discretized ball

(c) $n=2$

(e) $n=6$

(b) $n=1$

(d) $n=4$

(f) Uniform density on two balls centered in $(-1,0)$ and $(1,0)$

Figure 3.10: Sinkhorn's algorithm with input marginals (a) and (f)

The following algorithm is a variation of Algorithm 3 for the 2-D case.

## Algorithm 6.

```
function \(r=i n t e r 2(P, t, n)\)
\(\mathrm{r}=\mathrm{zeros}(\mathrm{n}, \mathrm{n})\);
for \(\mathrm{i}=1:\left(\mathrm{n}^{\wedge} 2-1\right)\)
    \(\mathrm{x} 1=\mathrm{floor}(\mathrm{i} / \mathrm{n})\);
    \(\mathrm{y} 1=\mathrm{i}-\mathrm{n} * \mathrm{x} 1\);
    for \(\mathrm{j}=1:\left(\mathrm{n}^{\wedge} 2-1\right)\)
        \(\mathrm{x} 2=\mathrm{floor}(\mathrm{j} / \mathrm{n})\);
        \(\mathrm{y} 2=\mathrm{j}-\mathrm{n} * \mathrm{x} 2\);
        \(\mathrm{w}=\mathrm{floor}((1-\mathrm{t}) * \mathrm{x} 1+\mathrm{t} * \mathrm{x} 2)\);
        \(\mathrm{k}=\mathrm{floor}((1-\mathrm{t}) * \mathrm{y} 1+\mathrm{t} * \mathrm{y} 2)\);
        walt=ceil ( \((1-\mathrm{t}) * \mathrm{x} 1+\mathrm{t} * \mathrm{x} 2)\);
        kalt=ceil ( \((1-\mathrm{t}) * \mathrm{y} 1+\mathrm{t} * \mathrm{y} 2)\);
        \(\mathrm{r}(\mathrm{k}+1, \mathrm{w}+1)=\mathrm{r}(\mathrm{k}+1, \mathrm{w}+1)+\mathrm{P}(\mathrm{i}, \mathrm{j}) / 2\);
        \(r(\mathrm{kalt}+1\), walt +1\()=\mathrm{r}(\mathrm{kalt}+1\), walt +1\()+\mathrm{P}(\mathrm{i}, \mathrm{j}) / 2\);
    end
end
end
```

Let $P$ be the transport matrix between (a) and (f) in Figure 3.10. Figure 3.11 shows the results of Algorithm 6 for two values of $t$ and $n=40$.


Figure 3.11: Interpolation between uniform density on a ball centered in $(0,0)$ and uniform density on two balls centered in $(-1,0)$ and $(1,0)$.


Figure 3.12: Marginals $s$ and $r$ are uniform density on a rectangle in the discretized square $[-1,1]^{2}$

If $P$ is the matrix obtained with Sinkhorn's algorithm with marginals input $s$ and $r$ in Figure 3.12, Figure 3.13 shows the results of Algorithm 6 for two values of $t$.


Figure 3.13: Interpolation between marginals $s$ and $r$ in Figure 3.12 for two values of $t$.
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