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Preface

This book contains a carefully selected collection of exercises on commutative
algebra, based on the course of Algebra 2 at the University of Pisa that we
have been teaching for the last ten years. This course is intended for students
in the third year of the bachelor’s degree or the first year of the master’s
degree in Mathematics, and provides an introduction to the fundamental
concepts of commutative algebra, including rings, ideals, modules, tensor
product, localization, Noetherian rings, and primary decomposition. A few
prerequisites are needed, namely a basic knowledge of elementary number
theory, Abelian groups, and linear algebra.

We have included more than 400 exercises of varying levels of difficulty
to introduce basic concepts in an intuitive and engaging manner and to
facilitate gradual and motivated learning of topics that are often abstract and
challenging. Some of these exercises are exam questions, some were created to
supplement lectures, and others are derived from commonly used textbooks,
which are cited in the bibliography. We believe that exercises are crucial
for a genuine understanding of the theory, and as such, we have included
both theoretical and computational ones. These are meant to help the reader
apply abstract concepts to concrete situations, construct examples, and clarify
the concepts introduced in the book. Detailed solutions accompany both
theoretical and computational exercises.

Most books on commutative algebra tend to favor a theoretical approach,
whereas our approach is practical and constructive. We aim to illustrate
fundamental theoretical concepts by applying them to the study of multi-
variate polynomials rings and modules over a principal ideal domain (PID),
whenever possible. Algorithms for the manipulation of these objects support
the construction of many examples; thus, we also present some computational
methods. The structure of finitely generated modules over a PID is described
using the Smith canonical form of matrices. The ability to compute this form
makes the structure of a finitely generated module evident, emphasizing the
significance of canonical forms in a concrete application. Equally meaningful
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are the examples that can be constructed with multivariate polynomials. In
this context, we present Buchberger’s Algorithm for computing Grébner bases,
which have natural applications in the study of ideals, varieties, and in solving
systems of polynomial equations. Nowadays, Grobner bases are widely applied
in diverse areas, such as cryptography, coding theory, computer vision, signal
and image processing, and robotics, to name a few. We believe knowledge
of these methods should be an integral part of the cultural background of a
mathematics graduate.

The book is organized into three parts. The first part includes key def-
initions, properties, and results that are essential for understanding and
completing the exercises. It has been designed as a reference text, and to
make it quick and easy to use, we have only included the most instructive
proofs that present essential techniques and methods. All remaining proofs
have been included in a separate chapter at the end of the book. Our aim
is to stimulate curiosity and more thoughtful and active learning, and we
encourage the readers to find proofs on their own, providing at the same time
detailed solutions to support them.

The second part of the book includes exercises organized by chapter cor-
responding to the theory. Additionally, there is a ”True or False?” section
without any topic categorization, which serves as a tool for testing the level
of learning and comprehension achieved. Finally, there is a section of review
exercises.

The third and final part of the book contains the proofs of the theoretical
results we have chosen to postpone, and the solutions to all the exercises.
We have invested a lot of time and effort in preparing the solutions with
the appropriate level of detail in order to guide the student gradually in the
challenging task of writing formal, correct, and complete proofs in mathematics.
However, we would like to emphasize that the proposed solutions are not the
only possible ones, and exploring alternatives can be an additional source of
learning.

Overall, the book aims at inspiring the curiosity of the readers and en-
couraging them to find their own proofs while providing detailed solutions to
support their learning. It also provides students with the necessary tools to
pursue more advanced studies in commutative algebra and related subjects.

Pisa, February 1st, 2024 Andrea Bandini
Patrizia Gianni
Enrico Sbarra



Notation

In this book the sets of natural, integer, rational, real, and complex numbers
are denoted by N, Z, Q, R, and C, respectively. We use the notation N for
N\ {0}. The set of cosets of Z modulo n is denoted by Z/(n).

The symbols [, |J, and | | denote - as usual - the intersection, the union,
and the disjoint union, respectively. The symbols C and C are both used to
denote a containment, while C is used for the strict containment. The symbols
= and ~ denote congruences and isomorphisms, respectively.

For any ring A and any positive integers r and s, we denote by M, (A),
respectively by M,.;(A), the r x r matrices, respectively r x s matrices, with
coefficients in A. Finally, for any matrix B, we denote by Bt its transpose.

For any ring A, the ring of polynomials and the ring of formal power
series in the variable, or indeterminate, x with coefficients in A are denoted
by A[z] and A[[z]], respectively. Similarly A[zi,...,z,] denotes the ring of
polynomials in the variables x1, ..., z, with coefficients in A. If A is a domain,
Q(A) is the total quotient ring of A. The letter K always denotes a field
and K its algebraic closure. For any field K, we denote by K(z1,...,z,) the
smallest field containing K and z1,...,Z,.

Navigating Through This Book

The initial section of this book serves as a comprehensive reference.
‘We have chosen not to make distinctions between Theorems, Propositions,
and similar classifications. All these results are uniformly labeled as T for
simplicity. In cases where the proof is deferred, readers are encouraged to
treat it as an exercise, fostering active engagement and problem-solving.
The second part of the book focuses on exercises, which are marked
by the symbol E. This section offers a diverse range of problem-solving
opportunities aimed at solidifying the covered concepts. Exercises pre-
sented in a True or False format are specifically labeled as ToF, creating

a distinct category within the exercise set.
N Y
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Chapter 1 upcaes
Rings

In this chapter, we provide an introduction to the general theory of com-
mutative rings with identity. We begin by reviewing fundamental concepts
and properties related to such rings and their elements. We then proceed to
discuss ring homomorphisms and homomorphism theorems, ideals and various
operations commonly associated with them. It is worth noting that many of
the definitions and properties of commutative rings were initially studied and
developed for the ring of integers Z and the ring of polynomials K[z] with
coefficients in a field K.

1.1 Rings and Ideals

A ring (A,+,-) is an Abelian group (A, +) with a product operation
AxA— A, (a,b)— ab,

such that for each a, b, ¢ € A:
i) (ab)c = a(be);

ii) (a+ b)c = ac+ be;

iii) a(b+c) = ab+ ac.

A ring is commutative if its product is commutative. A ring is called unitary
or with identity if there exists an identity element for the product, denoted by
1 or 14. If such an element exists, then it is easy to verify that it is unique.
We remark that it is possible to have 1 = 0, but in that case A = 0, because
a=1-a=0-a=0 for every a € A.

For example, let n be a positive integer, and let K be a field, e.g., Q, R or
C. The sets Z, Z/(n), K|z], K[z1,...,Zs], and K[z,: n € N] with the usual
sum and product operations, are commutative rings with identity.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 3
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4 1 Rings

When n > 1, the set M, (K) of square matrices of dimension n with coefficients
in K is a ring with identity that is not commutative, and the group nZ is a
commutative ring without identity.

Throughout this book all rings are assumed to be commutative with identity
and different from 0, unless otherwise specified.

A subset B C A is a subring of A if B is an additive subgroup of A, closed
with respect to the product of A, and with identity element 15 = 14.
It is easy to verify that the intersection of any family {Bp}ncm of subrings of
A is a subring of A.

- 2
Special Elements of a Ring A

Let a € A.

a is invertible or a unit if there exists b € A such that ab = 1.
The set of invertible elements of A is denoted by A*.

a is a zero-divisor if there exists b € A, b # 0, such that ab = 0.
The set of zero-divisors of A is denoted by D(A).

a is nilpotent if there exists n € N such that a™ = 0.
The set of nilpotent elements of A is denoted by N (A).

a is idempotent if a? = a.
= J

From the definitions, it immediately follows that N (A) C D(A).
A ring A in which all non-zero elements are invertible, i.e., A* = A\ {0}, is a
field. If D(A) = {0}, then the ring A is called an integral domain or simply a
domain.
The set N'(A) is the nilradical of A. A ring A such that N'(A) = {0} is said
to be reduced.
A ring A is Boolean if all its elements are idempotent.
Finally, recall that if A # 0, then D(A) N A* = .

As an example consider the ring A = Z/(12) = {6 _}

, 2,

and N (A) = {0, 6}. Addltlonally, the 1demp0tents are {ﬁ 4
Note that D(A) N A* =0, A= A* UD(A), and N(A) C D( )
D(A

T. 1.1. (— p. 207) Let A be a finite ring. Then, A = A* LID(A).
In particular, a finite domain is a field.
A subset I C A is an ideal of A if:
i) (I,+) is a subgroup of A, i.e., 0 € I and if a, b€ I, then a — b € I;
ii) for every a € A and i € I we have ai € I.

An ideal is proper if it is a proper subset of A. It follows directly from the
definition that an ideal I is proper if and only if 1 & I, i.e., if and only if
A*N I = 0. A proper ideal of A is mazimal if it is not strictly contained in
any other proper ideal of A.
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Let A be a ring, and let S C A be a non-empty subset. The set

(S) = {Zaisi: a; € A, s; € S for some neN}

i=1

consisting of all finite linear combinations of elements of S with coefficients in
A is an ideal, which we refer to as the ideal generated by S. It is the smallest
ideal of A containing S. The elements of S are called generators of (S). If
an ideal I is generated by a finite set S = {s1,..., 8}, then I is said to be
finitely generated, and we simply write I = (s1,...,sy). In the special case
where S = {s}, the ideal (s) is called principal.

A ring A is referred to as Principal Ideal Ring (PIR) if all of its ideals are
principal. If A is also a domain, we call A a Principal Ideal Domain (PID).

A ring A always contains the ideals (0) and (1) = A. If A is not a field,
then A also contains at least another ideal, as proved in T.1.2 below. This is
a consequence of Zorn’s Lemma, which we introduce next.

A poset (X, <) is a non-empty partially ordered set with an order relation <
which is reflexive, transitive, and antisymmetric. A chain of X' is a totally
ordered subset of X.

Zorn’s Lemma

Let (X, <) be a poset such that every chain has an upper bound in X.
Then, X' contains maximal elements with respect to <.

T. 1.2, Let A # 0 be a ring. Then:

1. A has at least one maximal ideal m;
2. for any proper ideal I of A there exists a maximal ideal m D I;

3. every non-invertible element of A is contained in a maximal ideal.

Proof T. 1.2. 1. Consider the set of all proper ideals of A
Y ={I C A: I ideal of A},

partially ordered by C. Since (0) € X, we have X' # (. Consider a chain
C = {Ir: h € H} of elements of X. We claim that I = |J, .y Ir is an upper
bound in X' for C.

To prove that I is an ideal of A, we take a, b € I. There exist h, k € H
such that a € I and b € Ij. Since C is totally ordered, we can assume
without loss of generality, that I, C Iy, and hence, a, b € I;. This implies
that a—be I, C 1.

Furthermore, if c € A and a € I, then a € I for some k and ca € I, C I.
Finally, I C A since 1 ¢ I, for each h. This shows that every chain has an
upper bound in X, and hence, by Zorn’s Lemma, there exists at least one
maximal element in ¥, i.e., a maximal ideal of A.
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2. It is sufficient to modify the previous proof to use the set

Yr={JC A:Jidealof A, I C J}.

3. If a € A is not invertible, then (a) # (1) is a proper ideal. The conclusion
follows from part 2. a

Ideal Operations

Intersection. For any family {Ij}xcq of ideals of A, the intersection
Nher In is an ideal of A.

Sum. For any family {I; }rcqg of ideals of A, the ideal generated by the
set Upcpq In is called the sum of the ideals Iy. It is denoted by ;. In.
In particular, for any I, J ideals of A

I+J={i+j:i€el, jeJ}.

Product. For any finite family I, ..., I of ideals of A, the ideal gen-
erated by all the products 4, - - - i, with ¢; € I; for all j, is called the
product of the ideals I, ..., I. It is denoted by Hle I

In particular, when I; = I for all i, we can consider the powers I* of I,
for any k € N, by letting I° = A.

Quotient and Annihilator. For any I and J ideals of A, we define the
quotient or colon of I by J as the set

I:J={a€A:aJ CI}

In particular, when I = (0), the quotient (0) : J is called the annihilator
of J, and is also denoted by Ann, J or simply by AnnJ. When J = (a),
we simply denote it by Ann a.

Radical. For any ideal I of A, we define the radical of I, denoted by /T,

as the set {a € A: o™ € I for some n € N}.
& J

Note that for any ideal I, we have I D I? 2 & 2...2 mo...

It is possible to have I = I?, for example (2) = (4) in Z/(6).

T. 1.3. (— p. 207) Let I, J be ideals of a ring A. Then, the quotient I : J
and the radical v/T are ideals.

In particular, the set of nilpotent elements of a ring N'(A) = 1/(0) is an ideal.
In general, the set D(A) is not an ideal.

For example consider 2, 3 € Z/(6). Both elements belong to D(Z/(6)), but
their sum is in (Z/(6))*.

The definitions immediately yield that if I and J are ideals of a ring A,
then IJ C I N J. In general, this inclusion is strict, however it holds
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I+J=()= IJ=1INJ.

Indeed, in this case, there exist ¢ € I and j € J such that i+ j = 1.
Hence, for each element a € I N J, we have

a=1-a=(+jla=ta+jacll

If two ideals I and J satisfy the condition I + J = (1), we say that I and J
are comazximal.

T. 1.4. (— p. 207) Let I4,...,I, be pairwise comaximal ideals of A. Then,
0?21 I'L = H?:l IZ
T. 1.5. (— p. 208) Let I, J, and H be ideals of a ring A. Then:

1. I+ J)H=1IH + JH;

2. I+J)(INnJ)C1J;
3.INJ+H)2(UINJ)+({INH);

4. [Modular Law] if I D J or I D H, then

IN(J+H)=UINnJ)+({INH);

5. I+JHC (I+J)n(I+H).

The equality in part 5 does not hold in general. For instance, take A = Z,
I=(2?)and J=H = (2).

Another counterexample can be obtained by taking A = Klz,y], where
K is a field, I = (z+vy), J = (z), and H = (y). This also provides a
counterexample to the equality in part 3, since IN(J+ H)=1IN(z,y) =1
whereas (INJ)+ (INH) = (2?2 + zy) + (zy + y?) # L.

Is it possible to find a counterexample to the equality in part 3 with A = Z7

e N

Properties of the Radical
T. 1.6. (— p. 208) Let A be a ring, and let I, J, and H be ideals of A.
Then:
if I C J, then VI C V/J;
. IC VT and VVI=VT;
NIT=VINJT =VInVJ;
. V/I* = /T for any positive integer n;
VI = (1) if and only if T = (1);
ANT+T =VVI+ VI
NI+JH=VT+JnVI+H.

N o oA W N e
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As we have seen in T.1.2, all rings A # 0 have maximal ideals. We will
now define other types of ideals which will be important in the following.

- 2
Special Ideals 1

Let A be a ring, and let I, I, I C A be proper ideals. Then, I is

prime, if ab € [ impliesa € I or b € I;
radical, if I = V/T;
primary, if ab € I implies a € I or b € V/I;

irreducible, if I = I, N 15 implies I = I; or I = Is.
L J

The set of prime, respectively maximal, ideals of a ring A is denoted by Spec A,
respectively Max A.

T. 1.7. (— p. 209) Let I be a proper ideal of A.

1. If I is primary, then v/T is prime.
2. If v/I = m is maximal, then I is primary.

Krull Dimension
Let A be a ring. The Krull dimension of A is defined as

sup{k: there exists po C p1 C ... C px, with p; € Spec A for all 7}.

We denote the Krull dimension of A by dim A.
L Y

The definition immediately yields that dim A = 0, when A is a field, and
that dim A = 1, when A is a PID but not a field, see T.1.22.5, T.1.23,
and E.8.57.2. Moreover, if A = K|zi,...,2,], then we can consider the
chain (0) € (z1) € (z1,22) € ... € (z1,...,%s). Since all ideals (z1,...,z;)
are prime, see T.1.11.3, we obtain dim A > n. Proving that dim A = n is
significantly more challenging. We do not include a proof in this text, since
we do not cover Dimension Theory.

1.2 Homomorphisms and Quotient Rings

Let A be a ring. Every ideal I of A is a normal subgroup of A, thus we can
consider the quotient group A/I. For any element a € A, we denote by @ the
coset, or equivalence class, of @ modulo I, that is, a + I. Hence @ = b if and
only if a — b € I, i.e., if and only if a = b mod I. We define a ring structure
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on A/I by setting @+ b = a+b and @b = ab. The ring A/I is called the
quotient ring of A modulo I.

T. 1.8. (— p. 209) The product in A/I described above is well-defined and
satisfies the required properties.

Let A and B be rings. A map f: A — B is a ring homomorphism if for
alla, b e A:

i) f(a+b)=f(a)+ f(b);
ii) f(ab) = f(a)f(b);
iii) f(14) = 1p.
It follows from the definition that f = 0 is not a ring homomorphism, unless
B=0.
For any ring homomorphism f, the kernel of f is

Ker f = {a € A: f(a) = 0} = £~1((0)),
and the image of f is

Im f ={be B: b= f(a) for some a € A} = f(A).

The definition of ring homomorphism immediately implies that:
i) Ker f is an ideal of A;

ii) f is injective if and only if Ker f = (0);

iii) Im f is a subring of B,

see E.8.8. More generally, given a ring homomorphism f: A — B and ideals
I C A, JC B, we have:

i) f71(J) ={a € A: f(a) € J} is an ideal of A;
ii) if f is surjective, then f(I) is an ideal of B,

see Section 1.4.

A bijective ring homomorphism is called ring isomorphism. If there exists an
isomorphism f: A — B, then A and B are isomorphic and we write A ~ B.
The composition of homomorphisms is a homomorphism and the inverse of an
isomorphism is an isomorphism, therefore ~ defines an equivalence relation
on the set of rings.

Let f: A — B be a ring homomorphism and I C A an ideal of A.

If I C Ker f, then f induces a unique homomorphism f: A/I — B such
that f = f o, i.e., the following diagram commutes:

3

-

“l
A
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In the above diagram, the map 7: A — A/I denotes the homomorphism
defined by a + @, i.e., the canonical projection of A onto A/I, which is clearly
surjective.

In order for the diagram to be commutative, we set f(@) = f(a).

In this way, f is well-defined. Indeed, if @ = b, then a —b € I C Ker f. Thus,
0 = f(a—10b) = f(a) — f(b), which implies f(a) = f(b).

Furthermore, since f is a homomorphism, f is also a homomorphism.

e a
Ring Homomorphism Theorems

T. 1.9. (— p. 209) Let A and B be rings.

1. A homomorphism f: A — B induces an isomorphism
A/Ker f ~Im f.
2. Let I, J C A be ideals with I C J. Then, J/I is an ideal of A/I and
(A/D)/(J/T) ~ Al J.

3. Let I C A be an ideal, and let B C A be a subring. Then:
a. B+ I={b+i:b€e B, i€ I} C Ais a subring;
b. I is an ideal of B + I;
c. BN I is an ideal of B.
Moreover,

(B+1I)/I~B/(BNI).

(. )

T. 1.10. (— p. 210) There is a one-to-one correspondence between ideals of
A containing I and ideals of A/I. Moreover, via this bijection, prime ideals
correspond to prime ideals and maximal ideals to maximal ideals.

In particular, if all primes containing an ideal I are maximal, then dim A/I = 0.
In this case we say that I is 0-dimensional.

Moreover, many of the special ideals previously defined can be characterized
in terms of their quotient rings.

s ™
Special Ideals 2

T. 1.11. (— p. 210) Let I be an ideal of a ring A. Then:
1. I is proper if and only if A/T # 0;
2. I is maximal if and only if A/I is a field;

3. I is prime if and only if A/I is a domain;
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4. I is radical if and only if A/T is reduced;
5. I is primary if and only if N'(A/I) = D(A/I).
Moreover,

6. I maximal = I prime;
7. I prime = [ radical;

8. I prime = I primary.
_ J

Intersections and unions of prime ideals have the following properties,
although the union of ideals is not necessarily an ideal.

( N

T. 1.12. 1. [Prime Avoidance Lemma)] Let py,...,p, be prime ideals,
and let I be an ideal such that I C U;.lzl p;. Then, there exists jo
such that I C pj,.

2. Let I4,...,I, be ideals, and let p be a prime such that ﬂ?zl I; Cyp.
Then, there exists jo such that I, C p.
Furthermore, if (\;_, I; = p, then I;, = p.

(. )

Proof T. 1.12. 1. We will prove, by induction on n, that if I Z p; for every
1<j<n,thenl ¢ U;L=1 p;. This means that if I “avoids” every p;, then it
also “avoids” their union.

The statement is certainly true for n = 1.

Let n > 1, and assume the statement holds for n — 1. Consider all possible
subsets of {p1,...,p,} consisting of n — 1 elements.

n
Then, for every i, there exists an a; € I such that a; ¢ |J p;.
=1, j#i
If a; ¢ p; for some i, then I Z J_, p;.
n n

Otherwise, a; € p; for each 4. It follows that the element b= > [[ a; €1,
i=1j=1, j#i

but b ¢ p; for each i, because all except one of its terms belong to p;.

As a result, I Z Uj_, p;-

2. Assume, by contradiction, that p 2 I; for all j. In this case, for every j,

there exists at least one element a; € I; \ p.

Thus,
n n n
Hajeﬂlj and Haj¢p,
Jj=1 j=1 j=1

because p is a prime ideal. It follows that p 2 n?=1 I;.
Finally, if ();_, I; = p, then there exists jo such that p = (;_; I; C Ij, C p.
Therefore, it follows that I, = p. O
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As a consequence, we obtain the following result.
T. 1.13. (— p. 211) Every prime ideal is irreducible.

1.3 Nilradical, Jacobson Radical and Local Rings

By construction, the ring A/N(A) = A/+/(0) is reduced. Indeed, @* = 0
means that a® and, consequently, a are nilpotent. Hence, @ = 0.
T. 1.14. [Characterization of the Radical of an Ideal]

1. For every ring A,
N(A) = ﬂ p.

pESpec A
2. Let I C A be an ideal. Then,

Vi= (] »

pESpec A
p21

Proof T. 1.14. 1. We first prove that a nilpotent element a belongs to every
prime ideal of A. If a™ = 0 for some n € N, then o™ € p for each prime p,
hence a € p for all p.

To prove the opposite inclusion, we apply Zorn’s Lemma. We prove that if
a & N(A), then there exists a prime p such that a & p.
Consider the family

Y={JCA:a"¢J for every n € N},

partially ordered by set inclusion C.

Since, by hypothesis, a is not nilpotent, (0) € X, and X' is not empty.

It is easy to verify that the union of the ideals in a chain of X is still an
element of X'. By Zorn’s Lemma, there exists a maximal element I of X'. Since
I does not contain a, it suffices to prove that I is prime.

Assume that there are elements b, ¢ € I such that bc € I. Then, I : (b)
properly contains I, therefore, since I is maximal in X, the ideal I : (b) does
not belong to X. Hence, there exists n € N, such that a™ € I : (b). Thus,
IC (I,b) CI:(a™) ¢ X and there exists m € Ny such that a™ € I : (a™).
Therefore, a®*™ € I, which is the desired contradiction.

2. Consider the ring A/, and note that N'(A/I) = v/I/I can be decomposed
as the intersection of the primes of A/I by part 1. The conclusion follows
from the one-to-one correspondence between primes of A/I and primes of A
containing I, see T.1.10. O
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The previous result characterizes the nilradical of a ring A as the intersection
of all its prime ideals. The Jacobson radical of a ring A is instead defined as
the intersection of all maximal ideals of A. We denote it by J(A).

The definition immediately yields

NA= () rS [ p=JA).

pESpec A pEMax A

The elements of the Jacobson radical are characterized by the following
property.

T. 1.15. (— p. 211) [Characterization of the Jacobson Radical] Let A
be a ring. Then,

a€ J(A) if and only if 1 —abe A* for every b€ A.

A ring A is said to be local if it has a unique maximal ideal m. In this

case, the field K = A/m is the residue field of A, and we use the notation
(A,m) or (A, m, K). A ring with a finite number of maximal ideals is said to
be semilocal.
There are several examples of local rings, such as fields, Z/(p"™) with p € Z a
prime, and the ring of formal power series in one variable over a field K, see
E.8.73. Their defining property makes them easier to study, although it does
not provide a description of the set of prime ideals of the ring.

T. 1.16. (— p. 211) [Characterization of Local Rings] Let A be a ring.

1. If there exists an ideal m C A such that A\ m C A*, then A is local with
maximal ideal m.

2. If m C A is a maximal ideal such that 1+ a € A* for every a € m, then A
is local with maximal ideal m.

1.4 Extension and Contraction of Ideals

We have already seen the correspondence induced by the projection homo-
morphism 7 : A — A/I, between ideals of A containing I and ideals of the
quotient A/I. More generally, given two rings A and B, and a ring homomor-
phism f: A — B, we want to study the correspondence determined by the
homomorphism f between ideals of A and those of B.

If I C A is an ideal, in general, the image f(I) is not an ideal of B. We
define the extension of I with respect to f to be the ideal generated by the
image f(I), denoted by I°.

On the other hand, if J C B is an ideal, then f~1(J) = {a € A: f(a) € J}
is always an ideal of A and it contains Ker f. We call this ideal the contraction
of J with respect to f, denoted by J°.
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Extension and Contraction of Ideals

T. 1.17. (— p. 211) Let f: A — B be a ring homomorphism, and let
I, 1,1, C A and J, J1, Jo C B be ideals. Then:

1.  C I, = I} C I§;
J1 C Jp = Ji C JS;
I C I°¢, but the containment may be strict;
Je C J, but the containment may be strict;
Jece — Je-
e
J prime = J¢ prime;

o N e B> 89 e

J primary = J¢ primary;
9. J radical = J*¢ radical.

In general, 7, 8 and 9 do not hold for extension of ideals.
L Y,

In the case of a surjective homomorphism, e.g., the projection 7 : A — A/I,
this correspondence also satisfies the following properties.

T. 1.18. (— p. 212) Let A and B be rings, and let f: A — B be a surjective
homomorphism. If Ker f C I C A and J C B are ideals, then:

1. the image f(I) is an ideal of B, therefore I¢ = f(I);

2. I =1I° and J = J°, thus the operations of extension and contraction
establish a one-to-one correspondence between ideals of A containing
Ker f and ideals of B;

3. with respect to this correspondence, maximal, prime, primary, and rad-
ical ideals correspond to maximal, prime, primary, and radical ideals,
respectively.

1.5 The Chinese Remainder Theorem

Let Ay,...,A, be rings. A ring structure can be defined on the Cartesian
n

product A= ] A; = A1 X Az X --- X A, by setting
=1

a+b=(a1+b1,...,a,+by) and ab= (a1bs,...,anbs),

for any a = (a1,...,an), b= (b1,...,b,) € A.

In other words, sum and product are defined componentwise using the sum
and product defined on each A;.

Obviously, OA = (0A1, . -,OAn) and lA = (1A1, ey lA )

n
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We call this ring the direct sum of Ay,..., A,. Such a ring can never be a
domain if n > 1. Moreover, A always contains non-trivial idempotents.

T. 1.19. A ring A is isomorphic to a direct sum A; X --- x A, if and only if
there exist n idempotent elements ey, ..., e, € A which are orthogonal, i.e.,
such that e;e; = 0 for every ¢ # j, and verify >, e; = 14.

n
Proof T. 1.19. Let f: A — ][] A; be a ring isomorphism.

i=1
We claim that the elements e; = f~1(0,...,0,14,,0,...,0) are orthogonal
idempotents such that ). e; = 14.
Indeed, since f is a ring homomorphism, f(e;e;) = f(e;)f(e;) = 0 for all
i # j, and f(e? —e;) = f(e:)? — f(e;) = 0 for all . Therefore, e;e; = 0 for
each i # j and e? = e; for every 4, because f is injective.

Finally,
Zez)—Zfez (1ay,---51a,)

yields . e; = 14.
Conversely, let A; = e; A be commutative rings whose identity is e;, and

define f: A — H A; by setting f(a) = (e1a,...,ena).

It is easy to venfy that f is a ring homomorphism. We prove that f is an
isomorphism.

It is injective, because if f(a) = f(b), then for every i we have e;a = e;b,
which implies

a=a-1=aZei=Zeia=Zeib=bZei=b.

n
It is also surjective, since for every (eiai,...,enan) € [ A; the element
i=1
a = eay + ...+ eqa, € A verifies f(a) = (e1as,...,ena,), because the
elements e; are orthogonal. o

The Chinese Remainder Theorem
T. 1.20. Let I1,...,I, C A be ideals such that I; + I; = (1) when i # j,
and let ay,...,a, € A. Then, there exists a € A such that a = a; mod I;
for each 7.

Proof T. 1.20. By hypothesis, for every i # j there exist elements ’yl.(j ) e I;
such that 7(3) + WJ(-Z) = 1. For each i, define L; =[], 'y](’).
Thus,

L;=0 mod I; when j#4, and L; = H(l — %(j)) =1 mod I,.
i#]
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The element a = ), a;L; € A satisfies the required conditions. O
T.1.21. (— p. 212) Let Iy,...,I, C A be ideals of A, and define a homo-
morphism f: A — ﬁ A/I; by f(a) = (ai,...,an), where a; = a mod I.
Then, the following hold:

1. f is surjective if and only if I; + I; = (1) for each i # j;

2. f is injective if and only if (| I; = 0.
i=1

1=

In conclusion, when A contains pairwise comaximal ideals I;, withi =1,...,n,
n n

such that [] I; =0, then f: A — [] A/I; is an isomorphism by T.1.4 and
i=1 i=1

the previous result.

1.6 Factorization in Integral Domains: PID and UFD

In this section we assume that A is a domain, and thus the cancellation law
holds, see E.8.2. We analyze the problems of division and factorization in A.

For any a, b € A, we say that a divides b, and we write a | b, if there exists
¢ € A such that b = ac. In this case, we say that a is a divisor of b and that b
is a multiple of a. The divisors of 1 are exactly the elements of A*. If a is a
divisor of b and b is a divisor of ¢, then a is a divisor of ¢. Note that, if b # 0
and b = ac, then c is uniquely determined by a and b. If a, ¢ € A*, we say
that a is a proper divisor of b.

Two elements a, b € A are associate when there exists u € A* such that
b = wua. It is easy to verify that the property of being associate defines an
equivalence relation R on A.
An element a ¢ A* is called prime if for every b, ¢ € A, we have a | be if and
only if either a | b or a | c.
An element a ¢ A* is called rreducible if a = bc implies either b € A* or
¢ € A*. In other words, every divisor of a is either an associate of a or a unit,
which means that a has no proper divisors.
These concepts can be easily expressed in terms of properties of principal
ideals.

T. 1.22. (— p. 212) Let a, b € A. Then:
1. a is invertible if and only if (a) = (1);
2. a divides b if and only if (b) C (a);
3. a and b are associate if and only if (a) = (b);
4. a is a proper divisor of b # 0 if and only if (b) C (a) C (1);
5. a is prime if and only if (a) is a prime ideal.
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T. 1.23. (— p. 213) Let A be a domain. Then:

1. if a € A\ {0} is prime, then a is irreducible;
2. if A is a PID and a € A is irreducible, then a is prime.

For example, Z is a PID, and its non-zero prime ideals, which are also
maximal, are precisely the ideals (p), with p a prime number. In the ring Z[z]
the element z is irreducible and prime, but the ideal (z) is prime and not
maximal. Finally, in the ring Z[v/—5| the element 2 is irreducible but not
prime.

T. 1.24. (— p. 213) Let A be a PID. Then, every ascending chain C = {Ip, }hen
of ideals of A is stationary, i.e., there exists hg € H such that |J I, = Ij,.
heH
A domain A is said to be a unique factorization domain (UFD), if it satisfies
the following properties:
(UFD1) ezistence of a factorization into irreducible elements:
for each element a € A\{A*U{0}} there exist irreducible elements
bi,...,br € A and u € A* such that a = ub; - - - by;
(UFD2) uniqueness of the factorization:
if a = uby---by = wey---c¢p, are two factorizations of a into
irreducible elements, with u, v € A*, then ¥ = h and, up to
reordering of the terms, the elements b; and c; are associate for
each 1.

T. 1.25. Let A be a domain that satisfies (UFD1). Then, A satisfies
(UFD?2) if and only if the property

(UFD3) every irreducible element is prime
holds in A.

Proof T. 1.25. We show that if A is a unique factorization domain, then
(UFD3) holds in A. Assume that a is an irreducible element, and let b, c€ A
be such that a | bc. We aim to prove that a divides either b or c.
If either b or cis equal to 0, then the statement is trivially true.
Moreover, we can also assume that neither b nor ¢ are invertible, that is,
b,c € A\ {A* U {0}}. Then, there exists a non-zero element d € A such
that da = bc. By (UFD1), there exist irreducible elements b;, ¢;, and units
u, v € A*, such that b = u][; b; and c = v][]; ¢;. By (UFD2), there exists an
irreducible factor e of b or ¢ such that a and e are associate, since we assumed
that a is irreducible. Hence, a | b or a | c.

Conversely, we assume (UFD3) and prove that (UFD2) holds.
Consider a € A\ {A* U {0}} and two factorizations of a into irreducible
elements
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where u, v € A*. Without loss of generality, we can assume that m < n.

We note that H?=1 b; € (a1) which is a prime ideal, since by hypothesis
(UFD3) holds. Hence, there exists j; € {1,...,n} such that b;, € (a1).
Reordering the indices, we can assume that j; = 1, and b; = ajc;. Since by is
irreducible and a; ¢ A*, we have ¢; € A*. Therefore, a; and b; are associate.
Cancelling a1, we obtain

m n
uHai =wvec Hbj-
. i3

=2

Reasoning in the same way, we find that by = asco with ¢c; € A* and so on.
After m steps, we have that a; and b; are associate for all s = 1,...,m, and

vﬁci ﬁ bj:UEA*.

i=1 j=m+1

Thus, we have proved that two factorizations of a are identical, up to a change
of order and unit factors. O

T. 1.26. (— p. 213) If A is a PID, then A is a UFD.

An example of a unique factorization domain which is not a PID is Z[z],
where (3, z) is not principal.
Another example is a polynomial ring A with coefficients in a field and at
least two variables z; and z3. Then, Gauss’ Lemma E.8.13 implies that A is
a UFD.
However, it is not a PID. Let I be the ideal (x1, z2). Then, I is a proper and
non-trivial ideal of A such that I # (z1) and I # (z2).
If there exists d € A such that (d) = (x1, 2), then d # 0 and d ¢ A*.
Since A is a domain, z; = c¢;d implies degd = 1 and ¢; € K* because z;
has degree 1. This means that x; and d are associate. Thus, we would have
(z1) = (d) = (z2), which is impossible.

Let A be a UFD, and let a, b € A, not both zero. An element d € A such
that:

i) d| aand d | b (common divisor);
ii) for each ¢ € A such that ¢ | a and ¢ | b, we have c | d (greatest divisor);

is called greatest common divisor of a and b, and is denoted by ged(a, b).
The definition immediately yields that if d; and do are both greatest common
divisors of a and b, then they are associate. With this in mind, with a slight
abuse of notation, we call an element d satisfying conditions i) and ii) of the
above definition the greatest common divisor of a and b, meaning that it is
unique up to associates.

Similarly, we introduce the definition of least common multiple. This is an
element m € A such that:
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i) a | m and b | m (common multiple);
ii) for each ¢ € A such that a | ¢ and b | ¢, we have m | ¢ (least multiple);

we denote it by lem(a, b).
Note that for any non-zero a, we have ged(a,0) = a and lem(a, 0) = 0.

Let R be the equivalence relation defined by the property of being associate.
Consider the set {p # 0: p prime }/R of non-zero prime elements of A, or,
equivalently, by T.1.23 and T.1.25, the set of irreducible elements, modulo
the equivalence relation R, and fix a set of representatives Irr A.

Each pair of elements a, b € A\ {A* U {0}} can be uniquely written as

a=1u H p® and b=wv H %,

p€lrrA p€lrrA

where u, v € A* and a,, b, almost all zero.
Then,

ged(a,b) = H pmirden b} and lem(a,b) = H prax{enbe}
pelrrA pelrrA

An integral domain A is an Fuclidean domain if there exists a function
d: A\ {0} — N, called degree function, such that:

i) for any a, b € A\ {0}, we have é(a) < §(abd);
ii) for any a € A and b € A\ {0}, there exist ¢, r € A such that a =gb+r,
and either r =0 or §(r) < §(b).

The elements q and r are called, respectively, a quotient and a remainder of
the division of a by b.

T. 1.27. (— p. 213) A Euclidean domain is a PID, therefore it is also a UFD.

For example, the rings Z, K|[z], with K a field, and Z[i] are Euclidean
rings, with degree functions §(n) = |n|, d(f) = deg(f), and é(a+1ib) = a®+b?,
respectively. Therefore, they are also PID and UFD.

T. 1.28. (— p. 214) Let A be a UFD, and let a € A be a non-invertible and
non-zero element. If g is irreducible, then the ideal (a) is irreducible.

We remark that if A is not a UFD, then the previous statement does
not hold in general, see E.8.67. Furthermore, even if A is a PID, it is not
necessarily true that irreducible ideals are generated by irreducible elements.

For example, consider the ideal (9) C Z. This ideal is irreducible, because
if (9) = (a) N (b) = (Iem(a, b)), then either (a) = (9) or (b) = (9), but 9 is
not an irreducible element. In addition, an irreducible ideal is not necessarily
prime, whereas every prime ideal is always irreducible, as shown in T.1.13.
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Chapter 2 il
The Ring K[x1,...,Zy,]

In this chapter we study the properties of the ring A = K[xz1,...,z,] of
polynomials in n indeterminates, or variables, with coefficients in a field K.
To simplify notation, we use X = 1, ..., Z, to denote the set of indeterminates
and write A as K[X]. Throughout the chapter, we define monomial ideals and
investigate their properties as well as introduce the fundamentals of Grébner
bases, an essential tool for solving many problems related to the study of
ideals and their operations.

2.1 Monomial Ideals and £€-subsets

Let a = (aq,...,a,) € N®. We define a monomial of A with ezponent a as
the element z* -- -z~ € A, which we denote as X?. The set Mon A of the
monomials of A is a basis of the K-vector space A. Moreover, there exists a
natural one-to-one correspondence between the sets Mon A and N™. Under
this bijection the monomial 1 corresponds to the exponent 0 € N™.
If a, b € N, then X2 divides XP if and only if b—a € N".

A polynomial is an element f € A of the form

f= Z caX?® with a€N" and c, #0 for finitely many a € N”,
a

i.e., a K-linear combination of monomials.
Any non-zero addend c, X2 of f is called term of f.

In order to study the ideals of A, it is convenient to define the notion of
monomial ideal.

An ideal I C A is a monomial ideal if it has a set of generators consisting
of monomials.
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The following result provides a criterion to decide whether a polynomial
belongs to a monomial ideal.

T. 2.1. (— p. 215) Let I be a monomial ideal and let f =", caX?® € A.
Then,
fel < X? eI forall a such that ¢, # 0.

The previous property characterizes monomial ideals. If I is an ideal which
satisfies the condition in T.2.1, then I is generated by the monomials of the
polynomials contained in I. Consequently, I is a monomial ideal.

Consider £ C N”, and let I = (X?: a € E) be a monomial ideal. A

monomial X® € I if and only if there exists a € E such that b—a € N,
The set of exponents E, and therefore, a set of generators of I, may not be
finite. However, we will prove that there always exists a finite subset E' C E
such that I = (X®: a€ E) = (XP: be E').
The bijection between monomials and exponents shows that studying mono-
mial ideals is equivalent to studying special subsets of N™. For this reason, we
introduce the following definitions, which correspond to those of monomial
ideals and monomial set of generators.

- 2
A non-empty subset E of N" is an &-subset if

a€e F=a+bekF forall beN".
A subset F' # () of an E-subset E is called boundary of E if, for every

a € F, there exist b € F' and ¢ € N" such that a = b+c.
S J

T. 2.2. (— p. 215) Let I # 0 be a monomial ideal. Then, there exists an
E-subset E such that I = (X?: a € E). Moreover, if F is a boundary of E,
then

I=(X®: a€ckF).

The following result proves that every £-subset has a finite boundary.

Dickson’s Lemma

T. 2.3. Every &-subset has a finite boundary.
Therefore, every monomial ideal of A is finitely generated.

Proof T. 2.3. The proof proceeds by induction on the number of variables n.
If n=1, then E C N and F = {min E} is a finite boundary of E.

Now we assume that the statement holds for n and prove it for n + 1.
Define the projection 7: N**1 —s N" 7(aq,...,a,) = (a1,...,a,).
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Clearly, w(E) # 0. Moreover, 7(FE) is an £-subset of N™, since for every a € E
and b € N" the element a +(0, b) belongs to E, and thus,

m(a) + b = w(a+(0,b)) € 7n(E).

Therefore, by the inductive hypothesis and the surjectivity of 7, there exists
F'={aj,...,a;} C E such that 7(F") is a finite boundary of 7(E).
In order to complete the construction of a finite boundary of E, we write
a; = (a(()l), ..., a'?) for every 4, and let @ = ma,xi{a(()l)}.
For each 0 < a < @, let

E,=En({a} xN")

be the subset of all (n + 1)-tuples in E whose first coordinate is a.

If FE, is non-empty, then w(E,) C N” is an E-subset of N™. Hence, by the
inductive hypothesis, there exists a finite set F, C E, such that n(F,) is a
finite boundary of 7(E,).

If E, = (, then we define F, = (.

We claim that
F= < U Fa) UF'

0<a<a

is a finite boundary of E.
Let a = (ao,--.,an+1) € E. We have to show that there exists b € F' such
that a—b € N"*1If qy < @, then a € E,,, and there exists b € F,, such
that a —b € N™"*1. Otherwise, since m(a) € w(E), there exists a; € F’ such
that m(a —a;) € N", and thus a —a; € N"*! since ag > a > ag). |
Let F be a boundary of an £-subset. By removing the elements b € F' of
the form a + c, for some a € F and ¢ € N \ {0} we obtain what is called a
minimal boundary.

T. 2.4. (— p. 215) Let E be an E-subset of N™. Then, every minimal boundary
of F is finite.

T. 2.5. (— p. 215) Every £-subset has a unique minimal boundary.
Therefore, every monomial ideal I has a unique minimal set of monomial
generators.

The minimal boundary of an £-subset F is called the staircase of E.

In summary, a monomial ideal I = (X®: X® € M), generated by a set of
monomials M, corresponds to the E-subset E = {a+N": X* € M}. By
definition of £-subset, each boundary of E corresponds to a set of generators
of I. In this way Dickson’s Lemma, which asserts the existence of a finite
boundary E’ of E, proves that any monomial ideal has a finite set of generators.
Furthermore, if F' = {ay,...,ax} is the minimal boundary of FE, then the set
M ={X?,...,X?} C M of the corresponding monomials is a minimal set
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of generators of I. In particular, M’ is the set of the monomials of I which
are minimal with respect to divisibility.

In conclusion, every monomial ideal I has a unique minimal set of
monomial generators, and we denote it by G(I).

Performing ideal operations on monomial ideals and computing a monomial
generating set for the resulting ideal is straightforward.
The simplest operation is the sum. If I and J are monomial ideals, then I + J
is generated by G(I) UG(J) 2 G(I + J).

e N
Operations on Monomial Ideals

T. 2.6. Let I = (mq,...,ms) and J = (ng,...,n;) be monomial ideals
of A, with m;, n; € Mon A, fori=1,...,sand j=1,...,¢.

1. Decomposition. Let m, u € A be relatively prime monomials. Then,
(I,mu) = (I,m) N (I, u).

2. Intersection. The ideal I N J is generated by the monomials

lem(m;,n;), fori=1,...,sand j =1,...,t.
3. Quotient. Let m be a monomial of A. Then, the ideal I : (m) is
m; .
enerated by the monomials ———  fori =1,...,s.
& Y ng(mia m)

4. Radical. For any monomial m, let v/m = []
squarefree part. Then, the ideal v/T is generated by the monomials

vmi, fori=1,...,s.

(. )

on|m Th denote its

Proof T. 2.6. At first, we observe that the intersection of monomial ideals is
a monomial ideal. Indeed, if f € I N J, then all of its monomials belong to
both I and J, i.e., to I N J.

Therefore, I N J is monomial by the remark after T.2.1.

1. It is evident that (I, m) N (I,u) 2 (I, mu).

To prove the opposite inclusion, write f =) caX?® € (I,m) N (I,u) as a
sum of terms. Since (I,m) and (I, u) are monomial ideals, every monomial
X2 € (I,m)N (I,u). Thus, we can assume that f is a monomial.

If f €I, then f € (I,mu).
If f ¢ I, then f = am = bu, hence m | b, since m and u are relatively prime.
Therefore, f = ecmu for some ¢ € Mon A.

2. It is clear that the elements d;; = lcm(m;, n;) generate an ideal contained
inINdJ.
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To prove the opposite inclusion, we can again assume that f € INJ is a
monomial. Since f € J, we have f = X®n; for some j. Since X®n; is also in
I, there exists m; such that m; | X®n;. Therefore, d;; | X2n;.

3. If d; = ged(my,m) for ¢ = 1,...,s, then there exist a;, b; € Mon A with
ged(a;, b;) = 1, such that m; = a;d; and m = b;d;.
Moreover, a;m = a;b;d; = b;m; € I, and hence,

(a1,...,a5) CI:(m)={f € A: fmel}.

To prove the opposite inclusion, write f = >, ¢;n; as a sum of terms, with
¢; € K* and n; € Mon A. Then, from fm =3, ¢;n;m € I, it follows that, for
every i, there exist monomials my, € I and e; € Mon A such that

nym = e;my, = €;ak,dg, .

Moreover, by the definition of di,, we can write n;m = n;by,dg,, and thus,
eiakidki = nibki dki-

This implies that ay, | n; for each 4, and therefore, f € (a1,...,as).
4. If H = (y/mq,...,/Ms), then
ICHCVIL

By T.1.6.1 and 2, we have /T = v/H. Thus, it is sufficient to prove that H is
radical.

Since for each %, ,/m; is a product of variables, by repeatedly applying the
decomposition from part 1, we can express the ideal H as an intersection of
ideals generated by variables. These ideals are prime by T.1.11.3, thus H is

radical by T.1.6.3 and T.1.11.7. ]
We remark that, by T.2.6.3 and E.8.21.5, for every pair of monomial ideals
I=(m,...,ms)and J = (nq,...,n;), we have
t t m m
InJ=()I:(n;)= ( ! Yoy 2 )
]Dl 7 301 ged(mq,n;) ged(ms,n;)
- 2

Special Monomial Ideals
T. 2.7. Let I be a monomial ideal of A.

1. Primality Test. I is prime if and only if for every m € G(I) there
exists j € {1,...,n} such that m = z;, i.e., if and only if G(I) is a
set of variables.

2. Radical Test. I is radical if and only if m = v/m for every m € G(I),
i.e., if and only if each element of G(I) is squarefree.
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3. Irreducibility Test. I is irreducible if and only if for every m € G(I)
there exist j € {1,...,n} and b > 0 such that m = x;’-, i.e., if and
only if G(I) is a set of pure powers of variables.

4. Primary Test. I is primary if and only if for every m = X2 € G(I),
with a = (aq,...,ay), it holds:
if a; # 0, then there exists b > 0 such that ac? € G(I),

i.e., if and only if every variable appearing in an element of G(I) has
some pure power in G(I).
. )

As a corollary, we obtain that if I is an irreducible monomial ideal, then it is
primary.

Proof T.2.7. 1. Let I = (z;,,...,%;,). Then, A/I is a domain, i.e., I is
prime.

Conversely, for every m € G(I) there exists j € {1,...,n} such that z; | m,
that is, m = z;u for some v € Mon A. Since G(I) is minimal, v ¢ I, and
hence, z; € I, because I is prime.

This implies m = x;, by the minimality of G(I).
2. It is a straightforward application of T.2.6.4.

3. Let I be irreducible. If there exists m € G(I) with m = uv and ged(u,v) =1,

then I C (I,u) and I C (I,v), since G(I) is minimal.

Moreover, (I,u) N (I,v) = I by T.2.6.1 and 2, which is a contradiction.
Conversely, reordering the variables and the monomials of G(I), if necessary,

we can write G(I) = {z}",...,z;* } for some k < n.

Let Y =xz1,...,2x and Z = xgy1,...,Z,. Moreover, let J and L be ideals of

A = KJY, Z], not necessarily monomial, such that I = JN L, with I C J and

I C L. We will prove that there exists p(Z) € K[Z] such that

p(Z)zy -zt e I,

which is impossible, since I = (z7*,...,z:*).

Take f € J\ I and g € L\ I. Then, fg € I, and we can assume that the
monomials of f and of g do not belong to I.
Write f as

f=Y ea(z)Y® e KIZ]lY],

and let Y® be a monomial of f of minimal total degree |8| = &; + ... + J%.
Since Y9 ¢ I, for every i we have &; < a;, and, for every other monomial v of
[, there exists an index 7 such that deg, u > 4.
Define v = (y1,...,7v) with v, =a; — §; — 1 > 0.
By construction,

yrHe = goimt. '-xzk_l g1,

and Y7u € I for each monomial v of f different from Y. Thus,
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YV(f —cs(2)Y®) eI CJ

Hence,
cs(Z)z g Tt =YV Y (f —es(2)Y?) € J.
Applying the same argument to the polynomial g =Y, da(Z)Y2 € L\ I, we
find e, 1, and dc(Z) such that
de(Z)zP ' g =Yg - Y (g — de(Z2)Y®) € L.
The polynomial p(Z) = c¢5(Z)d<(Z) has the required property, since
p(Z)zp et eJnL =1

4. Suppose I is primary. If m = zxu € G(I) for some v € Mon A, then, since
G(I) is minimal, u & I, hence ¢ € I for some a € N.

Conversely, after reordering the variables, we may assume that all the
monomials of G(I) belong to K|[z1,...,z,] with 7 < n. Then, from the
hypothesis it follows that v = (z1,...,z,) by T.2.6.4.

If

o: K[z1, ..., 0] — K(Tri1,--Zn)[T1,- -, Tr]
is the inclusion homomorphism, then /(¢(I)) = (z1,...,Z,).
This ideal is maximal in K(2,y1,...,%n)[Z1,-..,Z.], hence (p(I)) is primary
by T.1.7.2. Since (¢(I))° = I, because the ideals share the same set of
generators, [ is primary by T.1.17.8. a

Applying T.2.6.1, every monomial ideal can be expressed as the intersection
of irreducible monomial ideals.
For example, let

I= (x?a:?’ x%$2$g, x’17’ x%x%)
Since ziz3 | x‘llxzmg, we first reduce the set of generators, and we can write
I = (23z,, 27, 2223).
By T.2.6.1, using the monomial zZz3, we decompose the ideal as

I= (I7 :E%) N (I, .’L‘%) = (:C%) N ("E?x% xzv xg)

Repeating this procedure using the monomial z3z2, and reducing the genera-
tors, we obtain
I= (1‘%) n (x?’ x%) N (.’L'I, z2, il)g)

This is a decomposition of I as an intersection of irreducible, hence primary,
monomial ideals.
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2.2 Monomial Orderings

In order to define a division for multivariate polynomials, we need to extend the
concepts of degree and leading coefficient to polynomials in several variables.
For this purpose, we define an ordering on the set Mon A. This is equivalent
to defining an ordering on N".

We consider orderings having the following properties, and we will call
them monomial orderings.

- 2
Monomial Orderings
A monomial ordering is an order relation > on N™ or, equivalently, on
Mon A which satisfies the following properties:

i) > is a total order;

ii) > is a well-order, i.e., every non-empty subset of N™ has a minimal
element with respect to >, or, equivalently, every descending chain
in N™ is stationary, see E.9.1 or T.7.1;

iii) let a, b,c € N* ifa > b, thena+c > b+ec.
L )

Some of the most commonly used monomial orderings are the following, see
E.9.2 for a proof.

- 2
Let a = (a1,...,an), b= (b1,...,b,) €N", and set |a| =), | a;.

Lex or lexicographic order
a >y b if and only if the first non-zero entry of a — b is positive.

Deglex or degree lexicographic order
a >geglex b if and only if |a| > |b|orif |a| = |b| and a >ix b.

Degrevlex or degree reverse lexicographic order
a >gegreviex D if and only if |a| > |b| or if |a| = |b| and the last
non-zero component of a — b is negative.

N Y

We remark that, in the correspondence
a a a a
X? =z7'25? - xpm < (a1,0a2,...,a,),

the lex order sorts the variables as 1 > x2 > ... > z,. We say that this is
the lex order with z1 > 29 > ... > x,,.

For example, let m; = z2y and my = zy® in K|xz,y]. If > is the lex order
with z > y, then m; = 2%y >; zy3 = my. If >, is the lex order with y > z,
then my = 3z > yz2 = m;.
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Assume a monomial ordering > is fixed.
For every polynomial 0 # f =), caX?® € A with ca € K, we introduce the
following definitions:
Deg(f) = maxs{a € N": ¢, # 0} is the multidegree of f;
le(f) = cpeg(y) is the leading coefficient of f;
Im(f) = XDee(f) is the leading monomial of f;
It(f) = le(f) Im(f) = cDeg(f)XDeg(f) is the leading term of f.

If f, g € A are non-zero polynomials, then:
i) Deg(fg) = Deg(f) + Deg(g);
ii) if f + g # 0, then Deg(f + g) < max>{Deg(f), Deg(g)}.

Moreover, we associate to every ideal 0 #£ I C A the set

Deg(I) = {Deg(f): f €I, f # 0}.

It is easy to verify that Deg(I) is an £-subset. Therefore, by T.2.5, it has a
staircase, called the staircase of I.
It is also possible to associate to I the monomial ideal

Lt(I) = (1t(f): fel, f#0)=(m(f): fel, f#0),

which is called the initial ideal or leading term ideal of I with respect to >.
By definition, the staircase of I and the staircase of Lt(I) are the same.

In general, for any subset ' C A\ {0} we define Lt(F) = (t(f): f € F).
Clearly, if G # {0} is a subset of an ideal I, then Lt(G) C Lt(I).

Grobner Basis

Let > be a monomial ordering, and let I be a non-zero ideal of A. A set
G ={g1,-..,9:} C I\ {0} is a Grébner basis of I with respect to > if

Lt(G) = (t(g1), - - -, 1t(ge)) = Lt(J).

By convention, the empty set generates the zero ideal, and we say that G = 0}
is the Grobner basis of I = (0).
2.3 Division in K[xz;,...,xz,]

In the remaining sections of this chapter we always assume to have fixed a
monomial ordering > on K(z1,...,Z,].
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Let f, g € A\ {0}. We say that a polynomial f reduces to a polynomial
h € A modulo g (in one step) if and only if there exists a term tp, = cp, XP

in f such that lt(g) | tpb and h = f — ltt(_];)g'

The reduction operation is denoted by f -2 h.

Note that with the reduction operation, the term ty, is replaced by a sum of
terms of multidegree strictly smaller than b. Furthermore, this process can
be iterated until none of the terms of f is divisible by 1t(g). In this case we
write f 25, h and say that h is reduced with respect to g.

For example, consider the ring Q[z,y, 2] and the lex order with z > y > z.
Take f = 3229322 + xy?2 + 22y, g = 22y — 2, and tp = 3x2y322.
Then, lt(g) = 2zy and

33223}322

g = —
foh=f-

g=xy’z + 2y + %xyzz?’.

The term ¢, has been replaced by the term %nyz?’ whose multidegree is
strictly smaller, because (1,2,3) < (2, 3,2).
Repeating this process, we obtain

f N %xyZZB + :Esz + 2zy AN %xy2z3 + :I:y2z +z
RN xy2z + %yz4 +z i>* %yz4 + %yz2 + z.

We can work in an analogous way with respect to a set of polynomials.

e N
Let f, f1,...,fs € A\{0}, and let F = {f1,..., fs}. We say that f reduces
to r € A modulo F when there exist indices i1, ..., € {1,...,s} and
polynomials hq,...,ht_1 € A such that

fi fig_ fi
f=2 by =2y ho 25 .. R

The reduction of a polynomial f modulo F' is denoted by f L

- 2
A polynomial r € A is reduced with respect to F' when r cannot be further
reduced modulo F), i.e., if r = 0 or if no monomial of r is divisible by
It(f;), fori=1,...,s.

If f £,  and r is reduced with respect to F', then the polynomial r is
called a remainder of f with respect to F', and we write f i)* T.
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We say a remainder because the reduction process depends on the order in
which we use the polynomials of the set F'.

For example, let f = z120 — x2, f1 =21 — 1, and fo = x122 be elements of
K[z, 2] ordered with the lex order with z; > .

Then, f 2%, 0, while f 225, —a,.

However, the reduction operation allows to define a notion of division of a
multivariate polynomial by a set of polynomials similar to that of polynomials
in one variable.

We divide a polynomial f by {f1,..., fs} using the procedure described by
the following algorithm, excluding the trivial cases in which f or f; = 0.

e 2
Division Algorithm

Input f, fi1,...,fs € A\ {0}; > monomial ordering.
Output wuq,...,us, 7 € A such that:

f=Ywfitr
r is reduced with respect to {f1,..., fs};
if u; f; # 0, then Deg(u; f;) < Deg(f).

Initialization p:= f; u; :=0; ug :=0;...; us :=0; r := 0;
while p #0 repeat
if there exists j such that It(f;) | 1t(p) then

i :=min{j: It(f;) | 1t(p)}

1t(p)
U; = U; +
6(f:)
1t(p)
1)
else
r =7+ 1t(p)
p:=p—1t(p)
endif
endwhile
Return {uy,...,us, 7}
N Y
The polynomials us,...,us, and r provided by the previous algorithm satisfy

the following properties.
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- N
Division Theorem
T. 2.8. (— p. 216) For each set of non-zero polynomials F' = {fi, ..., fs},
and any f € A\ {0} there exist polynomials u1,...,us, and r € A such
that:

) f=X0uwfitr
ii) r is reduced with respect to F;
iii) if u; f; # 0, then Deg(u; f;) < Deg(f).

(S J

By the previous theorem, the leading monomial of f appears either in r or in
one of the leading monomials of u; f;.
More precisely,

max {max,zo{lm(u;)lm(f;)}, Im(r)} if r # 0;
Im(f) = 2.1)

max,, 2o {lm(u;)lm(f;)} otherwise.

We also remark that the Division Algorithm just described depends on the
order of the polynomials fi,..., fs when choosing the minimum index 4 such
that 1t(f;) | lt(p). This choice may affect the remainder produced by the
division, see E.9.5. We will show that this is not the case when fi,..., fs are a
Grobner basis for the ideal they generate. Indeed, this property characterizes
Grobner bases.

2.4 Grobner Bases: First Properties

By definition, if I # 0 is an ideal of A, then aset G = {g1,...,9:} C I\{0} isa
Grobner basis of I with respect to > when Lt(G) = (1t(g1), - - -, 1t(g¢)) = Lt(I).
Equivalently, G is a Grébner basis when {Deg(g1), .. .,Deg(g:)} is a boundary
of Deg([), i.e., when

t

Deg(I) = U(Deg(gi) +N").

We remark that, in general, a Grébner basis with respect to one monomial
ordering is not a Grébner basis with respect to a different one, see E.9.6.

T. 2.9. (— p. 216) Let I C A be a non-zero ideal, and consider a set
G ={g1,...,9:} C I\{0}. Then, the following properties are equivalent:

1. G is a Grobner basis of I with respect to >;



2.4 Grobner Bases: First Properties 33

2. f € I if and only if f 5, 0;
3. f eI\{0} if and only if

f= Zuigi with Im(f) = g:%{lm(ui)lm(gi)}.

i=1

T. 2.10. (— p. 217) Let G = {g1,. .-, 9:} be a Grobner basis of I with
respect to >. Then, I = (g1,...,9t), i-€., a Grobner basis of I is a set of
generators of I.

We also say that a set G C A is a Grobner basis when G is a Grobner basis
of the ideal (G).
The following statement presents a fundamental property of Grébner basis.

Uniqueness of the Remainder

T. 2.11. (— p. 217) Let G = {g1,...,9:} C I\ {0} be a Grobner basis of
I with respect to >. Then, for every f € A the remainder of the division
of f by G is unique.

The converse of the previous statement is also true, and this property charac-
terizes Grobner bases. For a complete proof see [1, Theorem 1.6.7).
Therefore, given a Grobner basis G and a polynomial f € A, there exists a

unique T reduced modulo G such that f £>* T.

We call r the remainder of the division of f by G, and we denote it by ?G.

It is important to note that, while the remainder of the division of a
polynomial by a Grébner basis G is unique and does not depend on the order
in which the polynomials are used, this is not true for the coefficients u; of
the polynomials of G, that appear in the representation of f.

For example, let G = {g1,92} = {1 + 23,22 — 23} and f = z125. It is

not difficult to verify that G is a Grobner basis with respect to the lex order
with z; > xo > z3. Nevertheless, if we divide f first by g; and then by go,
we obtain f = zog1 — z3g2 — 73, while, if we divide f first by go and then
by g1, we obtain f = x1g2 + 2391 — 2. Thus, the remainder is unique, but
the coefficients of the polynomials g; and go in the two expressions of f are
different.
T.2.12. (= p. 217) Let G = {g1,...,9:} and G’ = {g},...,9; } be two
Grobner bases of I C A with respect to the same monomial ordering >, and
let r and 7’ be the remainders of the division of a polynomial f € A by G
and G’, respectively. Then, r = r'.
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As a consequence of the previous results, we obtain the following important
theorem.

Hilbert’s Basis Theorem

T. 2.13. Every ideal of A is finitely generated.

Proof T. 2.13. Let I # 0 be an ideal of A. Then, the initial ideal Lt(I) with
respect to some monomial ordering has a finite set of monomial generators,
say Lt(I) = (mq,...,my).

For all ¢ = 1,...,t, there exists f; € I such that 1t(f;) = m,;. Hence,
{f1,.--, ft} is a Grobner basis of I, and I = (fi,..., f:) by T.2.10. O

T. 2.14. Let B be a ring. Then, every ideal of B is finitely generated if and
only if every ascending chain of ideals of B is stationary.

We leave the proof of this fact to the reader as an exercise. For the general
proof in the case of modules see T.7.2.1.

A ring is called Noetherian when every ascending chain of its ideals is
stationary, see Chapter 7. Therefore, the ring of polynomials with finitely
many variables and coefficients in K is Noetherian.

For the general result see T.7.4.

2.5 Buchberger’s Algorithm

If G is a Grobner basis of I with respect to >, then G is a set of generators
of I. Moreover, for each polynomial f € I, there exists g; € G such that
1t(g;) | 1t(f). This property does not hold for a set of generators {f1,..., fx}
which is not a Grobner basis, because of the cancellations that may occur
between the terms of maximal multidegree in the expression f =", u;f;.
For example, let I = (f1, fo) with fi = 2122 + 1 and fo = 2225 + 2.
If > is the lex order with z; > 2, then f = x1f; — z2fs = 22 — 22 € I, but
2 ¢ (2123, 2222) = (6(f2), 1(fo)).
Now, we address the problem of the construction of a Grébner basis.
Let f, g be non-zero polynomials with Deg(f) = a and Deg(g) = b.
Let also X° be the least common multiple of Im(f) and lm(g), that is,
c= (ma,x{al, bl}a tee ,Ina,x{an, bn})

S-polynomial
The S-polynomial of f and g is defined as

Xe Xe©
S(f,9) = mf— @g.
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This definition leads to an important criterion to decide whether a set G is a
Grébner basis. For its proof see [5, Chapter 2, §6].

Buchberger’s Criterion

Let I = (g1,.-.,9¢) be an ideal of A. Then, {gi,...,9:} is a Grobner
basis with respect to > if and only if

G
)

S(gi,g;) =0 forall 4,5=1,...,¢t

The previous criterion can be used to provide an algorithm for the construction
of a Grobner basis of an ideal I = (f1,..., fs).

For each pair of generators, we compute a remainder of their S-polynomial
with respect to {f1,..., fs}. If any of these remainders is non-zero, we add
it to the current set of generators, obtaining a new set of generators G of I.
Repeating this procedure, new polynomials are added to G, until all of its S-
polynomials reduce to zero with respect to the current set of generators. If this
construction terminates in a finite number of steps, the criterion guarantees
that the result is a Grobner basis.

e 2
Buchberger’s Algorithm

Input I = (f1,...,fs) C A, fi #0for i = 1,...,s; > a monomial
ordering.

Output A Grobner basis G of I with respect to > containing { f1, ..., fs}-
Initialization

F = {f17~"af5}
G.=F
Z={(fi, f;) €GXG: fi # f;}
while Y # () repeat
choose (f,g) € ¥
=3X\{(f.9)}
¢
p:=5(f,9)
if p # 0 then
Y :=XU{(h,p): h € G}
G :=GU{p}
endif
endwhile

Return G
L )
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At each step of the algorithm, the set G is contained in I because when
updating G, we add remainders of S-polynomials, and these remainders are
elements of I, reduced with respect to the current G.

T. 2.15. Buchberger’s Algorithm terminates and it is correct.

—G
Proof T. 2.15. The termination condition, S(f,g) = 0 for each pair f,g € G,

guarantees that the algorithm is correct and that the output is a Grébner
basis, by Buchberger’s Criterion.

Since at each step the set G;; is constructed adding to G; an element of
I that does not reduce to zero modulo G, the chain Lt(G;) € Lt(Gs) C ...
is an ascending chain of ideals of A.
Since A is Noetherian, see T.2.14, the chain is stationary, ¢.e., the process
stops and the algorithm terminates. a

We end this section with a property that can be used to reduce the
computation of a Grébner basis from a set of generators.

T. 2.16. (— p. 217) Let f, g € A be such that ged(1t(f), lt(g)) = 1. Then,

for any set G containing f and g, we have S(f,g) = 0.

In particular, if G = {g1,...,9:} C A\ {0} and ged(1t(g;),1t(g;)) =1 for
all i # j, then G is a Grébner basis.

For an application on how to use it, see E.9.8.

2.6 Minimal and Reduced Grébner Bases

‘We have seen that every ideal I of A has a Grobner basis with respect to a
fixed monomial ordering and how to construct it.

If we make all the elements of a Grobner basis monic and choose a subset
whose leading terms form a staircase of Deg(I), we obtain what is called a
minimal Grébner basis.

In other words, G = {g1,...,9:} is a minimal Grobner basis of I if and only
if each g; is monic and G(Lt(1)) = {lt(g1),...,1t(g:)}-

Thus, by definition, a Grobner basis G of I, consisting of monic polynomials,
is minimal exactly when |G| = |G(Lt(I))].

Given any Grobner basis of I, it is always possible to extract a minimal
Grobner basis G. However minimality does not guarantee the uniqueness of
the polynomials of G.

For example, let I = (z1,%2) C K|[z1,x2]. Then, for every a € K and for
every k € N, the sets {z1 + a:v’g, x2} are minimal Grobner bases of I with
respect to the lex order with z; > xs.
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To obtain uniqueness, an additional condition on G = {g1,...,4:} is
necessary: we require that any g; € G is reduced with respect to G \ {g;}, i.e.,
none of the terms of g; is divisible by 1t(g;) for j # .

Reduced Grobner Bases

A Grobner basis G = {g1,...,9:} of an ideal I is reduced if
i) it is minimal;

i) ;¢ 19} =g, foralli=1,...,¢

It is always possible to construct a reduced Grébner basis as follows.

Construction of a Reduced Grébner Basis

T. 2.17. (— p. 218) Let G = {g1,...,9:} be a minimal Grébner basis of
an ideal I C A with respect to >. Let the elements g, ..., g; be defined
via the following procedure:

G/, .
g1 —1>* gia with G?[ = {92’ e 7gt};
i G”L / . h G/ _ / / . .
9i — >« 9, wit z'_{g17‘"’gi—lﬁgz-l-la"'agt}y
G, ’ ith G = {d’ ’
gt —rx 9t 5 wit t_{gly"'agt—l}'

Then, G’ = {g},...,9;} is a reduced Grobner basis of I.
. )

Uniqueness of the Reduced Grobner Basis

T. 2.18. (— p. 218) Let G = {¢1,...,9:} and G' = {g7,...,9;} be
reduced Grobner bases of an ideal I with respect to the same monomial
ordering >. Then, G = G'.

& J

It should be noted that a minimal set of generators of I is not necessarily a
Grobner basis of I. It should also be noted that a minimal or reduced Grébner
basis of I is not necessarily a minimal set of generators of I.

For example, let f1 = 23, fo = 22z — 22, and I = (f1, f2) C K[z1,z2].
Consider the lex order with x; > x5. The reduced Grobner basis of I is
G = {f1, f2, f3, fa}, where fs = z122 and f; = x3. Hence, G has 4 elements,
while I can be generated by 2 elements.
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2.7 Some Applications

In this section, we use the previous results to find constructive solutions to
the following problems:

1. given a polynomial f € A and an ideal I = (f1,...,fs) C A, decide
whether f € I;

1'. when f €I, find ¢1,...,¢, € Asuch that f =37 ;¢ f;;

. decide whether two ideals I, J C A are equal;

. find a canonical representation for the elements of the quotient A/I;

. find a basis for the K-vector space A/I;

. decide whether an element is invertible in A/I, and, when it is invertible,
compute its inverse.

T W N

For the first of these problems, we compute a Grébner basis G of I, and then,
verify whether the remainder of the division of f by G is 0. Applying T.2.9
and T.2.11, we obtain the following result.

Membership Test

T. 2.19. Let I C A be an ideal, and let f € A be a polynomial. Let also
G ={g1,-..,9:} be a Grobner basis of I with respect to >. Then,

f €I if and only if ?G =0.

During the execution of Buchberger’s Algorithm, it is possible to keep track
of the representation of the new generators g; as a linear combination of the
original polynomials f;. At each step, if {hi,...,h;} is the current basis and
a new polynomial g is added, then

l
9= S(ha,hg) = > _vihi,
=1

where the coefficients v; are explicitly computed by the Division Algorithm.
In this way, Buchberger’s Algorithm returns not only the Grébner basis G as
output, but also a matrix M of size ¢t X s with entries in A such that

M(f1,.- o ) = (91,---,9:)" (2.2)

Hence, when we divide a polynomial f € I by G = {¢1,...,9:} and obtain
polynomials w1, ...,u; such that f = Ele u;g; we can express f € I as a
combination of the polynomials fi, ..., fs using (2.2). This construction solves
problem 1/, see E.9.12 for an explicit example.

A solution to problem 2 is an immediate consequence of the uniqueness of
the reduced Grébner basis T.2.18.
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Equality Test for Ideals

T. 2.20. Let I, J C A be ideals, and let G and G’ be the reduced Grébner
bases of I and J, respectively. Then,

I=J ifand only if G =G'.

The following criterion is also often useful.

T. 2.21. (— p. 218) Let I, J C A beideals such that I C J, and Lt(I) = Lt(J)
for some monomial ordering >. Then, I = J.

T. 2.22. Let G be a Grobner basis of an ideal I with respect to >.

1. The map _G: A — A defined by f — ?G is K-linear.
2. For any f, g € A, the following equivalence holds:

f=g modI ifand onlyif F= =gC.
. )

Proof T. 2.22. 1. To verify that the equality
—G =G
af +bg =af +bg®

holds for any f, g € Aand any a, b € K, we let r = ?G and s = g©, and then,
prove that ar + bs is the remainder of af + bg with respect to G.
We can write

af +bg=a(f —r)+b(g—s)+ar+bs,

where f —r and g — s belong to I.

Since the monomials of ar + bs are monomials of r or of s, which are reduced
modulo G, we have that ar 4 bs is the remainder of af + bg with respect to G.
2. We have f = g mod I if and only if f — g € I. By T.2.9, this is equivalent

G G
to f —g =0. Hence, f —§G=0bypart 1. 0
Therefore,

{79 rea}

is a set of representatives of A/I. Indeed, if r = fG, then f —r € I, and

therefore, f =7 in A/I, see problem 3.
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The following result solves problem 4.

K-basis of A/I
T. 2.23. (— p. 218) Let I C A be an ideal, and let G = {g1,...,9:} be
a Grobner basis of I with respect to >.
1. Let B = {X?:1m(g) f X2 forallg € G} = {X?: X* & Lt(J)}.
Then, _
B={me A/I:m € B}
is a K-basis of A/I.
2. Let f € A, and let
-G
f = Z caX?.
X2eB

Then, the coordinates of f with respect to the basis B are (ca)x=eB-
L Y

The following result solves problem 5, and it provides a procedure for com-
puting the inverse of f mod I.

T. 2.24. (— p. 219) An element f € A is invertible modulo I = (f1,..., fs)
if and only if (I, f) = 1.

We compute a Grobner basis G of the ideal (I, f) with respect to >.

If (I, f) is a proper ideal, then f is not invertible modulo I.

Otherwise, we write 1 = w191 + ...+ urg: as a combination of the elements of
the basis G. Applying the procedure used for the solution of problem 1’, i.e.,
applying a matrix like the one in (2.2), we obtain a combination

l=hifi+...+hsfs + fg.

Therefore, g is the inverse of f modulo I.

2.7.1 Lexicographic Orderings and Elimination

Grobner bases with respect to lexicographic orderings satisfy an important
property, known as elimination property, which we will study in this section.
This property has several important and practical applications.

Throughout this section, we will assume that > is the lexicographic order
with 1 > 29 > ... > z,. Let I C A be an ideal. For k = 1,...,n — 1, we
define the ideal

Iy = INK[Tgy1, ..., Tn)

as the k-th elimination ideal of I. This ideal is the contraction of I with
respect to the inclusion homomorphism K[zgi1,...,Z,] — A.
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e )
Variable Elimination Theorem

T. 2.25. Let G be a Grobner basis of an ideal I C A with respect to >.
Then, for any k=1,...,n—1,

Gk=GﬂK[:L‘k+1,...,.’I)n]

is a Grobner basis of the k-th elimination ideal I of I.
L J

Proof T. 2.25. Let 1 < k <n — 1 be a fixed integer. Since Gy C I, we have
to prove that Lt(I) C Lt(Gy). We show that for every polynomial f € I}, C I,
the monomial 1t(f) is divisible by 1t(g) for some g € Gy.
Since f € I, then lt(f) is divisible by lt(g) for some g € G. Moreover, since
f €I C K[zky1,-- ., Zn) only the variables zg41, ..., 2, may appear in lt(g).
The crucial property of the lex order is that every monomial divisible by x;
with ¢ = 1,...,k is greater than any monomial in K[z1,...,Z,]. Therefore,
all the terms of g which are smaller than 1t(g) belong to K[zyy1,...,2Zn] as
well. Thus, g € Gi. a
As an application of the previous result, we obtain a procedure to construct a
generating set for the intersection and quotient of ideals.

T. 2.26. (— p. 219) Let I, J C A be ideals.

1. [Intersection of Ideals| Let ¢ be a new variable and consider the ideal
(¢, (1 —1¢)J) C A[t]. Then,

INJ=(I,(1-t)J)nA.
2. [Quotient of Ideals| Let J = (f1,..., fs). Then,

S

= (3anw).

By part 1, a Grobner basis of I N J, is obtained by applying T.2.25 to
(tI,(1 —t)J) in A[t] using a lex order where t > x; for all .

By part 2, the computation of the quotient of ideals can be reduced to the
computation of intersections, and we can repeatedly apply part 1 to compute
them.

T. 2.27. (— p. 219) [Radical Membership Test] Let I C A be an ideal,
and let ¢ be a new variable. Then,

feVI ifand only if (I,1—tf)=Alt].
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Chapter 3 il
Affine Algebraic Varieties

In this chapter we introduce the concepts of affine algebraic varieties and
their associated ideals, which consist of polynomials that vanish on these
varieties. In addition, we explore the properties of these varieties and ideals
by using the theory of ideals developed so far. Furthermore, we provide a
proof of the Hilbert Nullstellensatz, which establishes a fundamental relation
between geometry and algebra. We then apply this theorem, along with the
Grobner basis theory, to analyze and study solutions of systems of polynomial
equations.

3.1 Definitions and First Properties

Consider a subset FF C A = K[z1,...,z,]. We define the affine algebraic
variety associated with F, denoted by Vi (F'), or simply V(F'), as follows:

V(F)={(a1,...,an) € K": f(a1,...,a,) =0 forall feF}.

By Hilbert’s Basis Theorem T.2.13, every ideal of A is finitely generated.
Moreover, if I = (f1,...,fs) is an ideal, then it can be easily seen that
(a1,...,a,) € K™ verifies f(a1,...,an) = 0 for every f € I if and only if
fila1,...,an) =0 for every i = 1,...,s. Thus, V(I) = V(F) for each set of
generators F of I.

Let V C K™ be an affine variety. The ideal associated with V or, simply the
ideal of V, is defined as:

I(V)={f€A: f(a)=0 forall a eV} CA.
Additionally, we define the coordinate ring of V as the ring

AJI(V).
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Analogous definitions can be given for arbitrary subsets of K™. However, our
primary focus will be on varieties. Therefore, initially, we will always assume
that V is of the form V' = V(I), where I is an ideal of A. For further details,
refer to the appendix at the end of this chapter.

We define the maps
Z={V CK": V is an affine variety} «+— Z = {I C A: I is an ideal}
V() «— 1
V—I(V).

Ideal-Variety Correspondence
T. 3.1. (— p. 220) Let I, J C A be ideals, and let V;, W C K™ be affine
varieties. Then:
ICJ=V({I) DV(J);
I S I(V(I));
VI(V(I))) = V(I);
VW < I[(V)D2LW);
VI +J)=V({I)NV(J);
V(IJ)=V(I)UV(J);
V(INJ)=V{I)UV(J);
V(I) = V(VI).

(S )

o N e e 89 9 =

In particular, statements 5 and 6 show that finite intersections and finite
unions of affine varieties are affine varieties.
If V C W, then we say that V is a subvariety of W.

We will see that we can define a topology on K™, namely the Zariski
topology, whose closed sets are the affine varieties, see T.3.20. The next result
shows that this topological space is Noetherian.

T. 3.2. (— p. 220) Every descending chain of affine varieties is stationary.

An affine variety V is said to be érreducible if it cannot be expressed as the
union of two proper subvarieties V; and Vo, i.e., V is irreducible if and only if

V=VuV, = V=V, or V=V.

[ T. 3.3. A variety V is irreducible if and only if I(V) is a prime ideal. }
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Proof T. 3.3. Let fg € I(V). We have to prove that if V is irreducible, then
f€I(V) or g € I(V). For this purpose, we define the varieties V3 = V N V()
and Vo =V NV(g), and show that V; UV, =V.

From T.3.1.6 it follows that

ViuV, = (VNnV(f))u(VnV(g)
=VnV(HuVig) =vn(V(fg) =V,

where the last equality holds because V(fg) 2 V(I(V)) = V, see T.3.1.1
and 3. Since V is irreducible, we have either V = V; or V = V5. This
implies V(f) 2 V or V(g) 2 V, and therefore, either f € I(V(f)) CI(V) or
g €l(V(g)) CL(V) by T.3.14.

Conversely, assume that I(V) is prime and that V =V; U V4.
In this case, the corresponding ideals satisfy I(V') = I(V; U Vz) = I(V1) NI(V2),
where the last equality can be easily verified. Since I(V') is prime, it is
also irreducible, see T.1.13. Consequently, we have either I(V;) = I(V) or
I(Va) = I(V). Since V(I(V)) = V, we obtain that either Vi =V or Vo = V.
Therefore, V is irreducible. a

Note that the variety associated to a prime ideal is not always irreducible.
For example, let K =7/(2), A = K|[z,y], and I = (x+y). Then, A/I ~ K|z]
is a domain, and therefore, I is prime, while V(I) = {(0,0),(1,1)} € K? is
reducible, being the union of

Vi={(0,0)} =V((z,9)) and Vo ={(1,1)} =V((z+1L,y+1)),
which are varieties strictly contained in V(I). We also note that
V=V(z,y)(z+1y+1) =V(a* +z,2y +z,2y+yy° +y)),

therefore 1(V(I)) 2 (2 + z,zy + z,2y + y,4> +v) 2 I, and I(V(I)) is not
prime, by the previous result.

- 2
Decomposition into Irreducible Varieties
T. 3.4. (— p. 220) 1. Every affine variety V can be decomposed as a
finite union of irreducible varieties, i.e., there exist a positive integer
t and irreducible varieties Vi,...,V; such that V = U§:1 V.
2. If the decomposition V = U§=1 V; is minimal, d.e., if V; € V; for all
i # 7, then it is unique up to permutation.

We call the varieties V; the irreducible components of V.
. J

We conclude this section with a remark about varieties consisting of a
single point.
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T. 3.5. (— p. 221) Let @ = (ay,...,a,) € K™. Then, {a} is a variety.
Furthermore,

I{a}) =(x1 —a1,...,Tn —an)
is a maximal ideal, denoted by m,,.
Therefore, for every point a = (aq, . ..,a,) € K™, there exists a corresponding
maximal ideal of K|z1,...,z,]. However, it is important to note that the

converse is not true in general. As an example consider the maximal ideal
(z? 4+ 1) C R[z]. In this case there is no element o € R such that a? + 1 = 0.

3.2 The Resultant

Let A be a domain, and let f = """ a;z* and g = Zf:o b;z* be polynomials
in A[z] \ {0} not both constant and of degree m and ¢, respectively.

We define the Sylvester matriz of f and g as the (m + £) x (m + £) square
matrix

Gm Gm—1 -+ -+- ap 0 --- 0 3
0 a@m Qm-1 -+ -+ ao [,
. 0
0 0 Ay Oy * " o+ ag )
SYI(f,9)=| by - B by O e - 0 w
0 . .
. . . m
0 e 0 be o by bo O
0 -« i 0 by - b by )

For further details on the construction of this matrix the reader can refer to
[5, Chapter 3, §6].

e D
The resultant of f and g, denoted by Res(f, g), is defined as the determi-
nant of the Sylvester matrix Syl(f, g), i.e.,

Res(f, g) = det Syl(f, g)-
If f,g € A\ {0} we set Res(f,g) = 1.

(S J

In particular, if m > 0 and ¢ = 0, then the Sylvester matrix is the diagonal
m X m matrix with g = by on the diagonal, hence Res(f, g) = b
Similarly, if m = 0 and £ > 0, then Res(f,g) = a§.
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The following statements immediately follow from the properties of the
determinant.

e N
Properties of the Resultant 1

T. 3.6. Let A, f, and g be as above. Then:

1. Res(f,9) € 4;

2. Res(f,9) = (=1)™ Res(g, f);
3. foralla, b€ A,

Res(af,g) = at Res(f,g) and Res(f,bg) = b™ Res(f, g)-

& J

The resultant also has the following important property.

- 2
T.3.7. Let A, f, and g be as above. Then, there exist polynomials
hi, hy € A[z] with degh; < degg and deghs < deg f such that

Res(f,g) = hif + hag.

In particular, Res(f, g) € (f,g) N A.

(S )

Proof T. 3.7. By multiplying the i-th column of the Sylvester matrix by

™M=t and adding it to the last column for i = 1,...,m + £ — 1, we obtain
A v v oo ao xe_lf(w)
Res(f, g) =det Syl(f, g) = det ;P f(.'l:)

by -+- by bo ™ lg(x)

. by <o e g('x)

By expanding the determinant with respect to the last column, it is evident

that the resultant is the sum of f multiplied by a polynomial of degree at

most £ — 1 and of g multiplied by a polynomial of degree at most m —1. O
As a simple example consider f = az? + bz + ¢ € Q[x] with a # 0.

In this case, the Sylvester matrix of f and f’ is given by

a bec
Syl(f, f) = | 2a b 0
0 2ab

and Res(f, f') = —a(b?® — dac) = 4a®f — (2a%z + ab) f'.
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Hence, Res(f, f') = 0 if and only if f has a double root, i.e., if and only if f
and f’ have a common root.

This property is crucial and holds in general, we will prove it using the
following statement.

T. 3.8. Consider a positive integer m, indeterminates Y = y1,...,ym, and
the polynomial f,,(x) defined by

fu@) =1 @ - ) = Za(”‘“eA[Y][w] A[Y, 2],

Then, the following properties hold:

(m)

1. the coefficients a;  are linear in y; for each j =1,...,m;

2. a(m)(yl,...,ym_l,o) = al 1 )(yl, . yYm—1) for each 0 < i < m, and

a’(()m)(yla R 7ym—170) - 07

3. for every g = S2¢_ bzt € Az,
Res(fm(x),g(ac)) = g(ym) Res(fm—1($)7g(m)) € A[Y]

Proof T. 3.8. 1. The coefficients of f,, are the elementary symmetric polyno-
mials in the variables y1, ..., Ym-
Therefore,

(m) 1

521)1_ (y1+"'+ym)§

En )2 =yY2+ ... + Ym—1Ym;

ad™ = (=)™ 152+ Ym

It follows that the coefficients agm) are linear in each variable y;.

2. By writing fn(z) = fm-1(z)(z — Ym ), we can observe that for every i > 0,
we have

(m)

1
a; (yla sy Ym— 17ym)—af )(yh oy Ym— 1)_yma(m )(

Yiy--- 7ym—1)-

When we evaluate this expression at y,, = 0, we obtain

(m am=1

ai )(yla"'aym—lao) 1, 1 (yla""ym—l)-

The statement for ¢ = 0 follows immediately from part 1.
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3. Consider the Sylvester matrix

COURACY
(m) (m)
SYl(fim,9) = am o
Y(fm g) by -~ by by
be v by
By multiplying the i-th column of the Sylvester matrix by y™+¢~* and adding
it to the last column for ¢ =1,...,m + £ — 1, we obtain
ap? -+ af™ yly L fn (Ym)
an’ o f(ym)
be -+ b1 bo Y l9(ym)
be o g(ym)

Since fr(ym) = 0, it follows from the properties of the determinant that

a%n)'ua(()m) 0

Res(fon(z), 9()) = g(gim) det 0
es(fm (), g(x)) = g(ym) de m

g 9w by - by by ym!

by o1

Let M denote the latter matrix. Then, we have proved that
Res(fm(z), 9(z)) = g(ym) det M.
Since A is a domain, we have
deg,,, (Res(fm (), 9(2))) = deg,,, (9(ym)) + deg,,, (det M).
By part 1, we have
deg,, (Res(fm(z),9(z))) = deg,,, (det(Syl(fm,9))) < L.

Moreover, deg, (g(ym)) = £. Therefore, deg, (det M) =0, and det M does
not change when evaluated at y,, = 0. Applying part 2, we obtain
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ggbll)...agm—l)... e 0
(m 11) . agm—l) 0
Res(fm(z),9(x)) = 9(ym) det -
bl . bl bO
0
be - b 1
5;“11)... a(()m—l) 0
) (m—1)
— g(ym) det a1 e aq
bé . bl bO
by bo
= g(ym) Res(fm—1(), 9(z)). O
Ve N

Properties of the Resultant 2
T. 3.9. (— p. 221) Let K be a field, and let

m £
= Zaixi and g= Zbixi
i=0 i=0

be polynomials in K[z] such that a,, by # 0. .
Let also aq,...,a,, and fi,..., B be the roots of f and g in K, respec-
tively. Then:

L. Res(f,9) = afy [T7Z, 9(s) = (=)™ T, £(B7);
2. Res(f,9) = ap,by" H 1 (e - B);
j=1li=1
3. Res(f,g) = 0 if and only if f and g have a common root in K;

4. Res(f,g) = 0 if and only if f and g have a common factor of positive
degree in K|z].
N J

The following result will be a valuable tool for proving the Extension
Theorem T.3.11.

T. 3.10. (— p. 222) Let f and g be polynomials in K[z1,...,z,] written as

f= Zcz(mg, ,Tp)zi and g—Zd Toy ..., Tp)Th,

=0
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of degree m and /£ in z;, respectively. Moreover, let 8 € K™ 1.
If f(z1,B) has degree m in z;1, g(x1, ) is non-zero and has degree £ — r in
for some integer 0 < r < ¢, then

Reszl (fa g)(IB) = Cm(lB)T Resiﬂl (f(wlaﬂ)’g(xlvﬂ))'

3.3 The Extension Theorem

Before proving the Extension Theorem, we recall the following facts.

It is easy to verify, by induction on the number of variables, that a polynomial
f in n variables with coefficients in an infinite field K is non-zero if and only
if there exists & € K™ such that f(a) # 0.

Moreover, every algebraically closed field K = K is infinite, because if K =
{a1,...,as} is finite, then the polynomial []_,(z — a;) + 1 € K[z] would
have no roots in K, leading to a contradiction.

Therefore, f € K[z1,...,Z,] is non-zero if and only if there exists o € K"
such that f(a) # 0.

For the rest of this section, we let A = K[z1,...,2,]. Let I = (f1,..., fs)
be an ideal of A. The variety associated to I corresponds to the set of
solutions of the system X = {f; = 0: 4 =1,...,s}. If k is a fixed integer,
with 1 < k < n —1, and I is the k-th elimination ideal of I, we call
(ak+1,---,an) € V(Ix) a partial solution of X, or of V(I).

s N
Extension Theorem
T. 3.11. Consider an algebraically closed field K = K.
Let I = (f1,..-,fs) be a proper ideal of A, and let I; = INK|[zs, ..., Zy]
be the first elimination ideal of I. For each i =1, ..., s, write

N.
fi=ci(ze,...,zp)z) + f],

with deg,, f; < N; and ¢; € K[xs,...,2,] \ {0}.
Let 8 = (ag,...,a,) € V(I1) be a partial solution of V(I).
If B & V(ey,-..,cs), then there exists a; € K such that

(a1,B8) = (a1, a2, ..,a,) € V(I).

In this case we say that (a1, ) extends B.

Proof T. 3.11. Since 8 & V(cy,...,cs), there exists ¢ € {1,..., s} such that
ci(B) # 0. Therefore, deg,, fi(x1,8) = deg,, fi(x1,...,2,) = N; > 0.

If N; =0, then fi(z1,...,2Zn) = ¢i(x2,...,Zn) € I1, and ¢;(B) # 0 contradicts
the hypothesis 8 € V(I;). Thus, N; > 1.

Let ¢: A — KJz1] be the evaluation homomorphism defined by
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f(z1,22,...,2,) = f(z1, 8),

which is surjective.
The image I¢ = () is a principal ideal, hence there exists g € I such that

I¢ = (¢(9)) = (9(z1, B))-

In particular, for each f € I we have that g(z1,8) divides f(z1,8), and,
since f;(z1,8) # 0, we have g(z1,3) # 0. Thus, if we prove that there exists
a1 € K such that g(aq,8) = 0, we obtain f(a1,8) =0 for each f € I, that is,
(a1,B) € V(I) extends B.

To find ay, we define h(zs,...,z,) = Resy, (fi,9)-
Since, by T.3.7, h € I, then h(8) = 0 by hypothesis, and by T.3.10, we have

h(,B) = ci(IB)T Resg, (fi(xl’ﬂ)7g(w17:3))’

where deg, g(z1,8) = deg,, g — .
If r = deg,, g, i.e., if g(x1,B) is a non-zero constant, then we obtain a
contradiction since

h(B) = ci(B)*B=1 9g(z1, B)N* # 0.

Thus, as K is algebraically closed and deg, g(z1,8) > 1, the polynomial
g(z1,B) has at least one root a; € K. O

3.4 Hilbert’s Nullstellensatz

We recall that the (total) degree of a term cX?, where a = (ay,...,a,) € N®
and c € K*, is defined as |a| = Y"1 a;.

A polynomial is said to be homogenous if all its terms have the same degree.
A non-zero polynomial f = f(z1,...,z,) is homogenous of degree d if and
only if f(txy,txa,...,tx,) = tif(x1,...,T,).
By collecting terms of the same degree, every polynomial f € A can be
expressed as a finite sum of homogenous polynomials of different degrees. In
this case, the degree of f is the maximum of these degrees.

The following result holds for every infinite K, i.e., not necessarily alge-
braically closed.

T. 3.12. (— p. 222) Assume K is an infinite field, and let f € A be a
polynomial of degree N > 1. Then, there exist as,...,a, € K and a linear
change of coordinates ¢: A — K]yi,...,y,] defined by

$1'—>y1»
iy oy fori=2,...,n,
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such that
o(f) =cy +f', with c€ K* and deg, f <N.

The following important theorem establishes a fundamental relation be-
tween ideals and their varieties.

s N
Hilbert’s Nullstellensatz

T. 3.13. [Nullstellensatz, weak form] Let K = K, and let I C A be
an ideal. Then,

V(I) =0 if and only if I = (1).

T. 3.14. [Nullstellensatz, strong form] Let K = K, and let I C A be
an ideal. Then,

I(V(I)) = V1.

(. )

Proof T. 3.13. Clearly, if I = (1), then V(I) = 0.

Conversely, we proceed by induction on the number of variables n.
If n = 1, then I = (f) because K[z] is a PID. Moreover, since K is algebraically
closed, the only polynomials without roots are the non-zero constants, and
hence, I = (1).
Suppose the claim is true for all i < n, and let I = (f1,..., fs) C A be such
that V(I) = 0. If f; € K*, then I = (1).
Otherwise, if f; has total degree N > 1, by T.3.12, there exists a linear change
of coordinates ¢ such that ¢(f1) = cy + f/, where c € K* and deg,, f' < N.
Since ¢ is an isomorphism, ¢(I) is an ideal of K[y, ..., yn| and V(o(I)) = 0.
From the Extension Theorem, it follows that V(¢(I);) = 0. In fact, every
element 3 € V(¢(I)1) could be extended to some o € V((I)), because c € K*
and V((c)) = 0, but this contradicts the hypothesis.
Therefore, by the inductive hypothesis, 1 € p(I); C ¢(I), and thus,1 € I. O

Proof T. 3.14. The inclusion /T C I(V(v/T)) = I(V(I)) follows from T.3.1.2
and 8, and holds over every field.

We prove the opposite inclusion by way of the Rabinowitsch trick.
Let f € (V(I)), and let J = (I,1 —tf) C K[t,z1,...,Zn]. If we prove that
V(J) = 0, then, by the weak form of the Nullstellensatz, we obtain 1 € J.
The conclusion will follow from the Radical Membership Test T.2.27.
Let a = (b, 8) € K" with 8 = (a1,...,a,) € K™.
If B € V(I), then

£(8)=0 and (1—tf)(5,8) =1—bf(8) = 1.
This implies that a & V(J).
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On the other hand, if 3 ¢ V(I), there exists g € I such that g(8) # 0. Viewing

g as a polynomial in K¢, z1,...,z,] which does not depend on %, we have

g(b, B) # 0, that is, & ¢ V(J) in this case as well.

Therefore, V(J) = 0. ]
The Nullstellensatz has several immediate consequences. One of them is

the characterization of the maximal ideals of K|[z1,...,2,] when K = K, see

also T.3.5.

T. 3.15. (= p. 223) Let K = K. Then, m C A is a maximal ideal if and only
if there exists @ = (aq,...,a,) € K™ such that

m=m, = (21— a1,...,Tn — ap).

T. 3.16. (— p. 223) Let K = K. Then, for every ideal I C A, the set
Min I consisting of the minimal prime ideals containing I is finite.
In particular, v/T can be expressed as a finite intersection of primes of A.

We will see later that this property is true in general for every ideal in a
Noetherian ring, see T.7.6 and T.7.10. Therefore, the assumption K = K is
unnecessary for polynomial rings.

3.5 Systems of Polynomial Equations

In this section we use the Nullstellensatz to address the problem of solving
systems of polynomial equations in A = K[z1,...,Z,].

Consider a system of polynomial equations X' = {f; =0: i =1,...,s}, let
I=(f1,...,fs), and suppose G is a Grébner basis of I with respect to a fixed
monomial ordering.

The system X has solutions if and only if V(I) # @, which is equivalent to
I # (1) by the Nullstellensatz. We can determine whether I # (1) by using
Grobner bases.

Solvability Test for Polynomial Systems

The polynomial system X' has a solution in K" if and only if T # (1),
i.e., if and only if 1 £ G.

Once we have established the existence of solutions for Y, we are also
interested in the number of solutions, i.e., the cardinality of V(I).
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e N

T. 3.17. Assume K = K, and let I = (G) C A, where G is a Grobner
basis of I with respect to a fixed monomial ordering. The following
statements are equivalent:

1. V(I) is finite;
2. for every ¢ = 1,...,n, there exist ¢; € N and g;, € G such that
lm(gli) = m:zy

3. the K-vector space A/I is finite dimensional.
N J

Proof T. 3.17. We prove that 1 = 2 = 3 = 1.

1= 2. If V(I) = (), then, by the weak form of the Nullstellensatz, we have
I=(1), thatis, z? =1€ Gforeachi=1,...,n.

Otherwise, let V(I) = {au,..., 0} with a; = (aj1,...,a;,) € K" for every
j=1,...,s.

For each ¢ = 1,...,n, consider the polynomial

8

£:X) = [ [ (@i — az0).

=1

Then, f;(a;) =0 for each j =1,...,s. Therefore, by the strong form of the

Nullstellensatz, we have f; € I(V(I)) = v/I. Thus, for every i = 1,...,n,
there exists d; € N such that ffi € I, and its leading monomial xfd" is in
Lt(I) = Lt(G).

As a consequence, for each ¢ = 1,...,n, there exists an element g;, in G whose
leading monomial is Im(g;,) = ;" for some ¢; € N, ¢; < sd;.

2 = 3. By T.2.23.1, it suffices to prove that the set
B ={X?*:1m(g)t X® for every g € G}

is finite. If X® € B, then the hypothesis implies that a; < c1,...,a, < ¢y
Therefore, B contains a finite number of elements.

3= 1. Let d=dimg A/I < 0. B

For each ¢ = 1,...,n the vectors {1, 7, ... ,Ed} are linearly dependent.

Therefore, there exists a non-trivial K-linear combination Z?:o bl‘jfl’_ij =0.
Thus,

d
Zb”.’lfz eln K[:IJZ]
Jj=0
is a non-zero univariate polynomial of I, and if & = (aq,...,a,) € V(I), then

a; is one of its roots. Hence, for every i, there are only a finite number of
possible values for a;.
Thus, V(1) is finite. O
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We remark that in the previous proof the assumption K = K is only necessary
to prove that 1 = 2. Furthermore, the implication 3 = 2 remains valid even
without this additional condition.

T. 3.18. (— p. 223) Suppose K = K, and let I be a radical ideal such that
V(I) is a finite set. Then, I is a 0-dimensional ideal, | V(I)| = dimg A/I,
and the ring A/I is a direct sum of a finite number of fields.

In the above setting the ring A/I has Krull dimension 0 and is Noetherian.
This is because the ideals of A/I are in one-to-one correspondence with ideals
of A containing I, and all ideals of A are finitely generated. Therefore, A/I is
a finite direct sum of local Noetherian rings of dimension 0. This result holds
in greater generality, see T.7.16 and T.7.17.

T. 3.19. (— p. 224) If K = K and V(I) is finite, then
|V(I)| = |V(VT)| = dimg (A/VT) < dimg (A/I) < oo.

In particular, I is 0-dimensional.

If KC K and I = (fi,...,fs), then we have

V(I)={a€ K": fi(a) =0 foreach i=1,...,s}
Q{ae?n:fi(a)=0 foreach i=1,...,s}

:VE({fi:izl,...,s}):VE(IF[X]).

Therefore, if the variety of points in the algebraic closure of K is finite, then
the variety V(I) is finite as well. In this case we have

|V(D)] < |V (IE[X]) | < dimy (E[X] /IR[X]) = dimg (K[X]/I) < 0.

How is the last equality justified?
Can we still conclude that A/ is 0-dimensional?

3.6 Appendix: the Zariski Topology

In this section, we will provide a brief introduction to the definition and initial
properties of the Zariski topology. We will focus on two sets that we have
already encountered in the previous chapters, namely K™ and Spec A.
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T. 3.20. (— p. 224) Let K™ be the affine space. We say that Y C K™ is
closed when ) is an affine variety of K™, and that A C K™ is open when its
complement in K™ is closed. Let 7 be the family of the open sets of K™, then
T is a topology on K™ called the Zariski topology.

Let S be a subset of K™. If we define
I(S) ={f € K[z1,...,z,]: f(a) =0 for each o € S},

then 1(S) is an ideal. We refer to the variety S = V(I(S)) as the Zariski
closure of S.

T. 3.21. (= p. 224) The variety S = V(I(S)) is the smallest affine variety
containing S.

Closure Theorem

T.3.22. Let K = K, let I C Klzi,...,%,] be an ideal, and let Iy
be the k-th elimination ideal of I. Moreover, let V' = V(I), and let

m,: K™ — K" % be the projection 71 (a1,...,a,) = (Gkt1,-.-,0n).
Then,
7l'k(V) = V(Ik)
N Y,
Proof T. 3.22. Let f € I and o = (a1,...,a,) €V.
Then, f = f(k+1,...,T,) and f vanishes in «, i.e.,

f(a) = f(ag41,...,an) = f(m(a)) = 0.

Therefore, f vanishes on all points of 7 (V). This shows that, 7 (V) C V(Iy).
The first inclusion then follows from T.3.21.

To prove the opposite inclusion, let f € I(7(V)) C K[zk+t1,--.,Zn]. View-
ing f as a polynomial in K[z, ..., Z,], we have f(a) = f(ax+1,-..,a,) =0 for
each @ € V. Hence, f e (V) = VI by the strong form of the Nullstellensatz,
and there exists m € N such that f™ € I N K[zkt1,-..,Zn] = Ig.

This yields f € /I, and therefore, I(m(V)) C /T.
By considering the corresponding varieties, we have

V(Ix) = V(VI) € VIU(mi(V) = (V). o

T. 3.23. Consider an affine variety V, a subvariety W C V', and two ideals I,
J of K[x1,...,%y]. Then:

1. V=Wu({\V\wW);

2. V(I :JJ)D2V(I)\V(J);

3.if K=Kand I = \/T, then

V(I 2 J) = V({I)\ V().
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Proof T. 3.23. 1. From V 2 V\W, we obtain V' 2 V' \ W. Thus, the inclusion
D is satisfied.
Since V=W UV \W) C WU (V \ W), the opposite inclusion also holds.
2. It is sufficient to prove that I : J C I(V(I) \ V(J)). By passing to the
corresponding varieties, the conclusion immediately follows.
Consider f € I : J and a € V(I) \ V(J). Then, fg € I for every g € J, and
hence, f(a)g(a) = fg(a) =0 for each g € J.
Since a & V(J), there exists a g € J such that g(a) # 0, and then, f(a) = 0.
3. By part 2, it is sufficient to prove that I : J D I(V(I) \ V(J)). The claim
follows again by passing to the corresponding varieties.
Let f € I(V(I) \ V(J)) and g € J. We have to show that fg € I.
The polynomial fg vanishes on every a € V(I). Indeed, f(a) = 0 when
a e V(I)\V(J), and g(a) = 0 when a € V(J).
Thus, by the Nullstellensatz and the hypothesis, fg € I(V(I)) =vI=1. O
Now, let A be any commutative ring. We define a topology on Spec A, the
spectrum of A. Let X = Spec A, and let E be a subset of A. We define

V(E)={pe X: ECp}.

The Zariski Topology
T. 3.24. (— p. 224) Let E, E' C A be subsets and let I, J, I, C A be
ideals, where « varies in a set of indices A. Then:
1. V({0}) = X and V(A) = 0;
2. ECFE = V(E)2DV(F);

. V(B) =V((B) =V (VB));

4. V(I)uV(J)=V(UInJ)=V(J) (finite union);

5. | V(o) =V(U I,) (arbitrary intersection).
acA ac

w

The topology whose closed sets are precisely the subsets of the form
V(E), where E C A, is called Zariski topology on X.

L J
T. 3.25. (— p. 225) Let X = Spec A be endowed with the Zariski topology.
The sets

X=X \V{rH) ={pe&: f¢gp}
where f varies in A, are a basis of open sets for the topological space X.

T. 3.26. (— p. 225) Let X = Spec A be endowed with the Zariski topology.
Then, X is compact.

T. 3.27. (— p. 225) Let X = Spec A be endowed with the Zariski topology,

and let Y C X. Then, Y = V() p).
pey
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T. 3.28. (— p. 226) Let A be a ring of positive dimension, and let X = Spec A
be endowed with the Zariski topology.

Then, X is a Ty, but not a 17, topological space. In particular, X is not a
Hausdorff space.

T. 3.29. (— p. 226) Let ¢: A — B be a ring homomorphism, and let
X = Spec A and Y = Spec B be endowed with the Zariski topology.
Then, ¢*: Y — X, defined by ¢*(q) = ¢~*(q), is a continuous map.

T. 3.30. (— p. 226) Let X = Spec A be endowed with the Zariski topol-
ogy, and let N(A) be the nilradical of A. Then, X and Spec(A/N(A)) are
homeomorphic.

T. 3.31. Let X = Spec A be endowed with the Zariski topology. Then, X is
irreducible if and only if N'(A) is prime, i.e., if and only if | Min A| = 1.
Proof T. 3.31. Recall that a topological space X is irreducible if and only if
for every pair of non-empty open subsets A, B C X we have AN B # 0 or,
equivalently, if and only if for every open set A # () we have A = X.

By the previous result, we can assume A is reduced, and prove that X is
irreducible if and only if (0) is prime.

If X is irreducible and f, g € A are such that fg = 0, then

XN = (X\ V()N (X \V(g) = X\ V() UV(g))
= X\ V(fg) = X\ V(0) = 0.

By the hypothesis, either Xy = 0 or X, = 0, i.e., either V(f) = X or
V(g) = X. This is equivalent to saying that either f € p for every prime ideal
p, and therefore f € N (A) = (0) or, analogously, g = 0.

Conversely, suppose (0) is prime and let X \ V(I) and X \ V(J) be two
non-empty open sets. Since V(I) # X and V(J) # X, we have that I # (0)
and J # (0). Therefore, (0) € (X \ V(I)) N (X \ V(J)), i.e., the intersection is
non-empty. O
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Chapter 4 Spdtes’
Modules

In this chapter we study modules over a ring A and their homomorphisms. We
will highlight similarities and distinctions between modules and both Abelian
groups and vector spaces, which serve as important examples when A = 7Z
and when A = K is a field, respectively.

Additionally, we will examine exact sequences and commutative diagrams,
and we will conclude the chapter with a constructive proof of the Structure
Theorem for finitely generated modules over a PID.

4.1 Modules and Submodules

Let A be a ring. A set M is an A-module if (M,+) is an Abelian group
together with an outer product, or scalar multiplication, -: A x M — M,
(a,m) — a-m = am such that, for any a, b € A and any m, n € M:

i) (a+b)m = am+ bm;
ii) a(m+n) = am + an;
iii) (ab)m = a(bm);
iv) 1am=m.

Every ring A has a natural structure of A-module with the outer product
operation provided by the multiplication, or inner product, of A.

When A = Z, an A-module is an Abelian group.

When A = K is a field, an A-module is a K-vector space.

If A is a subring of B, then -: A x B — B, defined by the multiplication of
a € A by b € B, both considered as elements of B, satisfies properties i)-iv).
Hence, B is an A-module.

For any A-module M, a subset N C M is an A-submodule of M, or simply
a submodule when there is no ambiguity about the ring A, if the following
conditions are satisfied:
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i) (N,+) is a subgroup of (M, +);
ii) N is closed under the outer product defined on M, i.e., for any a € A
and any n € N we have an € N.

For example, the module {0} is a submodule of any module and will be
denoted as 0.

The submodules of the A-module A are precisely the ideals of A.

Let M be an A-module. Then, for any ideal I C A, the set

IM = {Zaimi: a; €I, m; € M for some SGN},

i=1

consisting of all finite linear combinations of elements of M with coefficients
in I, is a submodule of M.
A non-zero module is simple if it has no non-zero proper submodules.

For any submodule N of an A-module M, we can define a natural A-module
structure on the quotients group M/N by setting am = am for each a € A
and m € M/N.

In particular, for any ideal I C A, there exists a natural A-module structure
on the quotient M/IM.

Moreover, M/IM also has an A/I-module structure, defined by am = am for
each a € A/I and m € M/IM. The reader should verify that this product is
well-defined and provides the required structure, see E.10.1.

e N
Restriction of Scalars
Let f: A — B be a ring homomorphism, and let M be a B-module.
The outer product

AxM— M, (a,m)+— f(a)m
defines an A-module structure on M which is said to be obtained by

restriction of scalars via f, see E.10.2.
N J

For example, we have seen above that, when A is a subring of B, then B is
an A-module under the inner product of B restricted to the elements of A.
This A-module structure on B is obtained by restriction of scalars via the
inclusion homomorphism of A in B.

It is worth recalling that, in general, the union of submodules is not a
submodule, unless the submodules form a chain of inclusions.
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e N
Operations on Submodules

Let {Mp}hen be any family of submodules of an A-module M.

Intersection. The set

ﬂMh:{meM: m € My, for all h}
heH

is a submodule of M.
Sum. The set

Z Mh = {Z apmp:. ap € A, mp € Mh, ap = 0 for almost all h}
heH heH

consisting of all finite linear combinations of elements of |J M} with
heH
coefficients in A, is a submodule of M.
It is the smallest submodule which contains |J My,
heH
& J

It is easy to verify that the subsets of M defined above are submodules of M.
When N and P are submodules of M such that N N P = 0, then we denote
their sum by N & P and call it the direct sum of N and P.

Since the product of elements of a module is not defined, there is no
analogue of the quotient of ideals. Instead, we consider the following set.

Let M be an A-module, and let N, P be submodules of M. We define
the set
N:P={a€ A: aP C N}.

In particular, if N = 0, then 0 : P is also denoted by Ann P and is called
the annihilator of P.

It is easy to prove that N : P and Ann P are ideals of A, see E.10.5.

T. 4.1. (— p. 227) Let M be an A-module, and let I C A be an ideal.
If I C Ann M, then the outer product with am = am, for any a € A/I
and m € M, defines a natural A/I-module structure on M.

This structure is particularly useful when I is a maximal ideal because, in
this case, M has a natural structure of A/I-vector space.
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4.2 Module Homomorphisms

Let M, N be A-modules. A map f: M — N is an A-module homomorphism
if it is a group homomorphism and is A-linear, i.e., if for all m,n € M and
for all a € A:

i) f(m+mn) = f(m)+ f(n);
ii) f(am) = af(m).
A homomorphism f: M — M is called endomorphism of M.

e N

The Module Hom 4 (M, N)

T. 4.2. (— p. 227) The set Homy (M, N) of all A-module homomor-
phisms M — N, together with the operations defined as, for every
fy, g € Homy (M, N),

i) (f +9) (m) = f(m) + g(m);
i) (af) (m) = a(f(m)),

for every a € A, and for every m € M, is an A-module.
Moreover, for any A-module M, we have Hom 4 (A, M) ~ M.

(S )

The A-module Hom 4 (M, M) of the endomorphisms of M is denoted by
End 4 M. We note that End4 M with the sum defined above and the inner
product defined by map composition is also a non-commutative ring with
identity ida,.
Given an A-module homomorphism f: M — N, we can define:

i) Ker f ={m € M: f(m) =0}, the kernel of f;

ii) Im f = f(M) C N, the image of f;
iii) Coker f = N/Im f, the cokernel of f.
It is easy to verify that f is injective if and only if Ker f = 0, and that f is
surjective if and only if Coker f = 0.

For example, if M is an A-module and a € A, then we can consider the
multiplication map by a, denoted by

MM

and defined by m +— am. It is an A-module homomorphism and therefore an
endomorphism of M. Its kernel is {m € M : am = 0}, its image is aM = (a) M,
and its cokernel is M/aM.
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e N
Module Homomorphism Theorems

T. 4.3. (— p. 227) Let M, N, and P be A-modules.

1. A homomorphism f: M — N induces an isomorphism
M/Ker f ~Imf.

2. Let N and P be submodules of M with P C N. Then, N/P is a
submodule of M/P and

(M/P)/(N/P) ~ M/N.

3. Let N and P be submodules of M. Then,

(N + P)/P ~ N/(NNP).

4.3 Free Modules

The following definitions generalize well-known concepts from the theory of
vector spaces.

- 2
Generators, Free Sets, and Bases

Let M be an A-module, and let S C M be a subset. The set

k
(S)y=(S)a = {Zaisi: a; € A, s; €5, for some kEN} C M,

=1

consisting of all finite linear combinations of elements of S, with coef-
ficients in A, is a submodule of M called the submodule generated by
S.

We say that S is a set of generators, or a generating set, of M, or
that S generates M, if (S) = M, i.e., if for every m € M there exist
ai,...,ar € A and sq,...,s; € S such that m = Zleaisi.

We say that S is free if for every ay, ..., ar € A and distinct s1,...,5x € S
such that Ele a;8; =0, then a; =0 foreach i =1,...,k.

In this case the elements of S are said to be linearly independent.

A free set of generators of a module M is called a basis of M.
N Y

By convention, the empty set is a basis of the module 0.
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From the definition of submodule it immediately follows that (S) is the
smallest submodule of M containing S.
Let M = (S). If S is finite, then M is said to be finitely generated.
If S = {s}, then M is called cyclic.
If S is free, then M is said to be free. Therefore, by definition, a module is
free when it has a basis.

For example, each ring A is a free A-module with basis {1}.
For any integer n # 0,+1, the ring Z/(n) is free as a module over itself, but
it is not a free Z-module.
The ring A™ is a free A-module, and the set

{e1 =(1,0,...,0),...,e, =(0,...,0,1)}

is a basis of A", called the canonical basis.

T. 4.4. (— p. 227) Let M be an A-module generated by a set S. Then, M is
free with basis S if and only if every element of M can be written in a unique
way as a linear combination of elements of S.

Not all properties of generating sets and of free sets that hold for vector spaces
generalize to modules. For further details, see E.10.4.

However, when M is a free module, all of its bases are equipotent, i.e., they
have the same cardinality.

Rank of a Free Module
T. 4.5. Let M be a free A-module. Then, all bases of M are equipotent.

The cardinality of any basis is called the rank of M, denoted by rank 4 M,
or simply by rank M if there is no ambiguity about the ring A.

Proof T. 4.5. We claim that if B = {mp}recy is a basis of M as an A-
module, then, for any maximal ideal m of A, the set B = {p, }rex is a basis
for the A/m-vector space M/mM. The statement will then follow from the
corresponding result for vector spaces, since all bases of a vector space are
equipotent.

Every m € M can be written as a finite sum ), apmy, for some aj € A. This
implies that every element m € M/mM can be written as

m= E apmp = E apmp = E ap mp,.
h h h

Therefore, B is a set of generators.

If 0 =), an mp = >, anmy, then ), apmy € mM. Hence, there exist
elements c; € m such that }, anmp = 3_; ¢jm;, where, by definition, all sums
are finite. Reordering the indices if necessary, we can write ), (ar, —cp)mp = 0.
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Since B is a basis of M, this implies that ap = ¢;, € m for any h, that is,
ap, = 0 for all h.
Therefore, B is a free set. a

4.4 Direct Sum and Direct Product of Modules

For any family {M},}rhepm of A-modules, we define the direct sum

@ My, = {(mp)hem: mp € My, for all h and myp, =0 for almost all h}.
heH

Without requiring that the number of non-zero elements is finite, we obtain
the definition of direct product of modules

H My, = {(mn)her: mn € Mp}.
heH

An A-module structure can be defined on these sets by defining sum and
outer product componentwise. We note that the first module is a submodule
of the second one. Moreover, when there are only finitely many components,
i.e., when |H| < +00, the two modules coincide.
Also note that the direct sum of infinitely many commutative rings with
identity is still a commutative ring but without identity. Indeed the identity
belongs only to the corresponding infinite direct product.
For a finite number of rings Ay, ..., Ax, we do not distinguish between the
notation A; X --- X Ay and A; @ --- @ Ag, or the corresponding compact
k k
notation [] A; and @ A;.
i=1 i=1
Consider a set S, which can be finite or infinite. The free A-module

AS = EBA
seS

is the direct sum of as many copies of A as there are elements in S, and has
canonical basis {es: s € S}.

In particular, if S is a subset of an A-module M, then the map defined by
es — s is a surjective homomorphism

A% — D),

seS

where (s) is the cyclic A-module (s)4 = As generated by an element s € S.



68 4 Modules

e D
Universal Property of Direct Sum and Direct Product

T. 4.6. Let {Mp}rcn be a family of A-modules, and let N be an A-
module.

1. For every h € H, let i,: M — @ M, be the inclusion homomor-

heH
phism. Assume that, for any h € H, there exists a homomorphism
©p - M, — N.
Then, there exists a unique homomorphism ¢: € M; — N such

heH
that the following diagram commutes for all h € H:

M, —2 >
in '
D M.

heH

©

2. For every h € H, let wy,: [[ Mn — M}, be the projection homo-

heH
morphism. Assume that, for any h € H, there exists a homomorphism
1,/)}12 N — Mh.
Then, there exists a unique homomorphism ¥: N — [[ M}, such
heH
that the following diagram commutes for all h € H:
1 My
hEH
v lm
N M,
Yh
= J
Proof T. 4.6. 1. The homomorphism ¢: @ M, — N defined by
heH

m = (Mmp)her = Z on(mn)
heH

is well-defined, because for any such m there are only finitely many components
my, # 0. Therefore, the sum of the ¢p(mp) is a finite sum of elements of N.
The equality ¢ o i, = @y, for all h € H can be easily verified.

Moreover, if ¢’ is another homomorphism such that ¢’ oip = ¢, for all h € H,

then, for every m € @ M,
heH

o/ (m) = w’( ) ih<mh>) = 3 Glintm) = 3 on(mn) = g(m).

heH heH heH
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2. Define the homomorphism ¢: N — H My, by ¢(n) = (¥n(n))pep -

It can be easily verified that 7, oy = 1/)h for allh € H.

Moreover, if 1’ is another homomorphism such that m, o ¢’ = 1), with

¥'(n) = (nn)nem and n € N, then ny, = 7, 0 ¢’ (n) = ¢Yn(n) for all n € N.

Therefore, ¥ = 1'. O
For example, let A be a ring and let = be a variable.

For any i € N, consider the cyclic module M; = (z*) = Axz®. Then, by the uni-

versal properties T.4.6.1 and 2, we obtain canonical A-module isomorphisms

EBM,- ~ Al[z] and l_IMz ~ Al[z]].

i€N 1€N

To conclude this section, we present two characterizations of free modules.

T.4.7. An A-module M = (S) is free with basis S if and only if for any
A-module N and any map f: S — N, there exists a unique A-module
homomorphism f: M —» N such that f| s=f.

Proof T. 4.7. In T.4.4 it has been proved that if M is free with basis 5,
then every element m € M can be uniquely written as a linear combination
m =), a;s; of elements of S.

In order for f to be a homomorphism such that f|s = f, it must be defined as

Fom) = (Z) = afie) = S o)

for all m € M, and therefore, f is uniquely determined.

Conversely, suppose N = A° and consider the map f: S — A° that
takes an element s € S and maps it to the corresponding element e of the
canonical basis of the free A-module A°. According to our assumption, this
map lifts to a homomorphism f such that f(s) = f(s) = e, for all s € S.
Since any element of AS is of the form >; aies;, which is the image of ), a;s;,
the map f is clearly surjective.

It is injective as well, since for any m = ), a;s;, we have

= Zaif(si) = ZaieSi

if and only if a; = 0 for any 3.

Thus, M is isomorphic to the free A-module A° and has basis S. a
T. 4.8. (— p. 228) Every A-module M is a quotient of a free A-module.

In particular, if M is generated by n elements, then M is a quotient of A™.

T. 4.9. (— p. 228) An A-module M is free if and only if there exist A-modules

{Mp}nenm such that M ~ @ My, where My, ~ A for all h.
heH
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4.5 Nakayama’s Lemma

In this section we will introduce a very useful tool in the development of the
theory of modules, known as Nakayama’s Lemma. It is a direct consequence
of the Cayley-Hamilton Theorem.

- 2
Cayley-Hamilton Theorem
T. 4.10. Consider a finitely generated A-module M with n generators.
Let I be an ideal of A, and let ¢ € Ends M be an endomorphism of M,
such that (M) C IM.
Then, there exist ag,...,a,_1 € I such that

n—1
"+ E a;0" = Ognd M-
i=0
N\ J

Proof T. 4.10. Let M = (mq,...,my). Since p(m;) € IM for every 1, it
follows that ¢(m;) = 3°7_, cijm; for some ¢;; € I.
Hence, we obtain n linear equations of the form

p(mi) =Y ciym; =Y _(8ijp — cij)m; =0,
j=1 j=1

where J;; denotes Kronecker’s delta.
This system can be represented in matrix form

m p—~C1 —C2 *°* —Cin mi 0
m . m
T 2 _ | —ca1 p—ca : 2| [0
¢~} . - . : - . 9
My, —Cpp - ©—cnn/ \Mn 0

where T, is a n X n matrix with coefficients in A[p] C End4a M.

Even if the ring End4M is not commutative, we note that the subring
Alp] is commutative, hence we can consider the adjoint matrix T;; and the
determinant of T;,. Moreover, we have

n—1
detT, = " + Z aip’ € Alp], with a; € I for all 4,
i=0

because c;; € I for all i, j.
Multiplying on the left by 77, we obtain
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0 0 my det T<p 0 ce 0 my
0 L0 R 0 detT : ma
. = T‘P . = TKPT‘P = . @ . 9
0 0 M, 0o ... detT,) \™Mn

which yields det T,,(m;) =0 forall i = 1,...,n.
Thus, detT, is the zero endomorphism, since it annihilates each of the
generators of M. a

Nakayama’s Lemma
T. 4.11. Let M be a finitely generated A-module.

1. Let I be an ideal of A such that M = IM. Then, there exists an
element a € A such that a =1 mod I and aM = 0.

2. Let J(A) be Jacobson radical of A, and let I C J(A) be an ideal of
A such that IM = M. Then, M = 0.

3. Consider N C M a submodule, and let I C J(A) be an ideal of A
such that M = IM + N. Then, M = N.

& J

Proof T. 4.11. 1. By applying the Cayley-Hamilton Theorem to the identity
endomorphism idps, we find elements a; € I such that

n—1
idy + Y asidpr = 0.
=0

Hence, (1 + Y7~ a;)m = 0 for any m € M. Letting a = 1 + Y7~ a;, we
have aM =0 and a =1 mod I.

2. By part 1, there exists an element a such that a =1 mod I and aM = 0.
Therefore, 1 —a € I C J(A) and a € A*, see T.1.15.

Thus, aM = 0 yields M = 0.

3. By part 2, it is sufficient to prove that M/N = I(M/N).
Since
I(M/N) = (IM + N)/N = M/N,

the proof is complete. a

It should be noted that Nakayama’s Lemma fails to hold for modules which
are not finitely generated.

For example, consider QQ as a Z-module. Clearly, Q is not finitely generated
(prove it!). Moreover, for any prime p, we have pQ = Q. However, there exists
non =1 mod (p) such that nQ = 0.

By using Nakayama’s Lemma, we can establish a connection between the
cardinality of a minimal set of generators of a module M, which is finitely
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generated over a local ring (A, m, K), and the dimension of M/mM as a
K-vector space.

T. 4.12. (— p. 228) Consider a local ring (A, m, K) and a finitely generated
A-module M. Let my, ..., My be a basis of the K-vector space M/mM, and
let 7: M — M/mM denote the canonical projection.

If n1,...,nk € M are such that 7(n;) = m; for all ¢, then M = (nq,...,n%) 4.

T. 4.13. Consider a local ring (A, m, K), and let M be a finitely generated
A-module. Then, all minimal sets of generators of M have the same
cardinality, namely p(M) = dimg M/mM.

Proof T. 4.13. Let d = dimg M/mM, and let {m,,...,my} be a minimal
generating set of M. Since my1, ..., my generate M/mM, it follows that k > d.
If k£ > d, the elements my, ..., my are linearly dependent, and there exists
a subset of d elements which is a basis of M/mM. Then, by the previous
result, a proper subset of {mq,...,my} generates M. This contradicts the
hypothesis of minimality. O
In the case of finitely generated vector spaces, it is well-known that any
injective or surjective endomorphism is an isomorphism. This property does
not hold for finitely generated modules.
For example, the injective endomorphism f: Z —» Z, defined by f(1) = 2, is
not surjective.
However the following statement holds.

T. 4.14. Consider a finitely generated A-module M, and let f € End4 M be
a surjective endomorphism. Then, f is also injective.

Proof T. 4.14. Let z be a variable. We define an A[z]-module structure on
M as follows:
for any polynomial p(z) = Y, a;z* and any m € M, we set

p(z)m = Z aift (m),

where f* denotes the composition of f with itself 4 times.

Since f is surjective, we have M = f(M) = zM. Applying Nakayama’s
Lemma 1, we obtain a polynomial p(z) € A[z], such that p(z) =1 mod (z)
and p(z)M = 0. Let p(z) = 1 + zq(z) for some ¢(x) € Alz].

Then, for every m € Ker f we have

m = (p(z) — zq(x))m = p(x)m — zq(x)m = 0,

hence Ker f = 0. O
We conclude this section by highlighting another property of free modules.
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T. 4.15. (— p. 228) Let M be a free A-module of rank 7. Then, every gener-
ating set with r elements is a basis of M.

4.6 Categories and Functors

In this brief section, we present some essential terminology and definitions
related to categories and functors. This concepts play a central role in category
theory and homological algebra, and have gained widespread significance in
many branches of mathematics since the publication of the book by H. Cartan
and S. Eilenberg [4]. Essentially, category theory provides a language that is
more suited to higher levels of abstraction.

To assist the reader in understanding this new perspective, a few basic concepts
will be outlined here.

A category is defined as a pair, denoted by C = (Obj(C), Mor(C)). It consists
of Obj(C), which represents the objects in the category, and Mor(C), which
represents the morphisms in the category.

As examples, Set, Ring, and Top, correspond to categories where the objects
are sets, rings, and topological spaces, and the morphisms are functions
between sets, ring homomorphisms, and continuous functions, respectively.

A category is equipped with a composition law, denoted by o, for the
elements of Mor(C).

This composition law must satisfy the following properties:

i) associativity: for any objects A, B, C, D in Obj(C) and any morphisms f,
g, h in Mor(C), with f: A— B, g: B— C, h: C — D, it holds

ho(gof)=(hog)o f;

ii) existence of identity elements: for any object A € Obj(C), there exists a
morphism id4: A — A in Mor(C), such that for any object B in Obj(C)
and any morphisms g, h € Mor(C), with g: A— B and h: B— A, it
holds

goidg =g and idgoh =h.

A map between two categories is called a functor if it preserves the structure
of the category by mapping objects and morphisms in a consistent manner.
More precisely, F': C — D is a functor if:

i) for any A € Obj(C), F(A) € Obj(D);
ii) for any f € Mor(C), F(f) € Mor(D);
iii) for any A € Obj(C), F(ida) = idp(a);
iv) F must be consistent with the composition laws defined on the categories.

Regarding point iv), a functor F': C — D can act on the morphisms in two
ways. Let f, g € Mor(C). Then:
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a) F(f): F(A) — F(B). In this case, we require that

F(go f)=F(g) o F(f)

holds, and we call F' covariant.
b) F(f): F(B) — F(A). In this case, we require that

F(go f)=F(f) e F(g)
holds, and we call F' contravariant.

As easy and basic examples of functors we recall the constant functor and
the forgetful functor.
For any two categories C and D, the constant functor associates each object
of C to a fixed object X of D, and each element of Mor(C) to idx € Mor(D).
A forgetful functor instead forgets or drops some or all of the input’s structure
or properties while mapping to the output. For example, if C = Ring and
D = Grp are the categories of rings with ring homomorphisms and of groups
with group homomorphisms, respectively, the functor F': C — D which fixes
objects and morphisms, simply forgetting the inner product of rings and the
extra structure they have because of it, is a forgetful functor.

In the following we will examine some notable examples of functors in
commutative algebra, such has Hom(M,s), Hom(s, N), + ® N, and S~ le.
These functors are all defined within the category of modules.

4.7 Exact Sequences

Let {M;}icn be a family of A-modules, and let {¢;: M;—1 — M;};en be a
family of homomorphisms. A sequence of A-modules
oo — M;_4 L}MI ﬂ)MH_l — ...

is called complex of A-modules if the composition of any two consecutive
homomorphisms is zero, i.e., if p; 41 0 @; = 0 for all ¢, or, equivalently, if and
only if Im ¢; C Ker ;41 for all 4.
If the complex is bounded on the left and/or on the right, ¢.e., if the modules
M;; are definitely equal to 0 on the left and/or on the right, only the non-trivial
parts of the complex are considered. In such cases, a 0 is inserted on the left
and/or on the right. In the following, we assume that all complexes have only
a finite number of non-trivial modules.

A sequence is ezact at M; if Im ¢; = Ker ;1. A sequence is ezact when it
is exact at any M;. An exact sequence of the form

0—M-LNLP 0 (4.1)
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is called short exact sequence.

It immediately follows from the definition that the sequence 0 — M JN
is exact if and only if f is injective, the sequence N —=» P —» 0 is exact if
and only if g is surjective, and the sequence (4.1) is exact if and only if f is
injective, g is surjective, and Coker f = N/Im f = N/Kerg ~ P.

Short exact sequences are frequently employed as follows. Given a short
exact sequence like (4.1) involving three modules M, N, and P, we aim to
investigate an invariant p or a property P associated with them. If we know p
for two of the modules, in many cases, it is possible to determine, or estimate
p for the third module. Similarly, if we know the property P holds for two of
the modules, we can often establish that P also holds for the third module.
For example, if the modules are K-vector spaces, we can consider p = dimg.
See E.10.29 for an example where P is defined as “being finitely generated”.

4.7.1 The Functors Hom4 (e, N) and Hom 4 (M, )

Consider A-modules M, M;, N, and N;, and homomorphisms f: M; — M
and g: N — N;. We define the following homomorphisms:

f*: Homa(M,N) — Homa(M1,N),  f*(p)=¢of
gx: Homy (M, N) — Homyu(M,N1), g«(p) =goe.

With these definitions, the following diagrams are commutative:

M~ M M
g« ()
® ®
F*(¥)
N N—g>N1.

Moreover, the following properties hold:

i) if f =idas, then f* = idpom(as,n) for all N;
ii) for any A-module My and any homomorphism f’: My — Mj,

(fof/)* — f/* Of*,

i') if g = idn, then g, = idgom(nm,n) for all M;

ii") for any A-module N; and any homomorphism g’': Ny — N,
(9’ ©9)x = gl 0 gu.

For any A-module N, the functor Hom 4 (s, N) maps an A-module M to
the A-module Hom 4 (M, N), and an A-module homomorphism f: M; — M
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to the A-module homomorphism Hom4(f, N) = f*. It also sends identity
homomorphisms to identity homomorphisms and behaves well with respect
to composition by i) and ii). Therefore, Hom4(s, N) is a functor from the
category of A-modules to itself. Since

HomA(f o f’,N) = HOmA(f,,N) o HOInA(f, N),

the order in the composition is reversed, and Homy4 (s, N) is a contravariant
functor.

In a similar manner, it can be shown that, for any A-module M, the functor
Hom 4 (M, ) is a covariant functor.

( )

Left-exactness of Hom(e, V) and of Hom (M, )

T.4.16. 1. Let M, L) M -2 M, —s 0 be an exact sequence of
A-modules. Then, for any A-module N, the sequence

0 —s Homa(Ms, N) L Hom (M, N) 2 Hom (M3, N)

is exact.

2. Let 0 — N, i) N %3 N, be an exact sequence of A-modules.
Then, for any A-module M, the sequence

0 —s Homa(M, Ny) 2 Homu (M, N) -2 Homu (M, N»)

is exact.
L Y,

When referring to these properties, we will say that the functors Hom 4 (e, N)
and Hom 4 (M, #) are left-ezact.

Proof T. 4.16. 1. We prove that the sequence is exact for any A-module N.

’ At Hom 4 (M3, N) ‘ In other words, g* is injective.

Consider ¢ € Homa (M2, N), and assume g*(¢) = p o g = 0. Since g is
surjective by hypothesis, for any ms € My, there exists m € M such that
mg = g(m). Consequently, ¢(msg) = ¢(g(m)) = 0.

Therefore, ¢ = 0 and Ker g* = 0.

’At Hom 4 (M, N) ‘ In other words, Im g* = Ker f*.

Since f* o g* = (g o f)* =0, it immediately follows that Im g* C Ker f*.

To prove the opposite inclusion, take ¥ € Ker f*.
We have to find ¢ € Hom(Ma, N) such that g*(¢) = ¢ o g = 1. Since g is
surjective, for any mg € Ms, there exists m € M such that ms = g(m), and
we can define p(ms) = ¥(m).
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Now, we only need to check that ¢ is well-defined. Clearly, ¢ has values in N.
Let n be another element of g=!(my), then m —n € Kerg = Im f and there
exists m; € M; such that m —n = f(my).

Hence, ¥(m —n) = ¥(f(m1)) = f*(¥)(m1) = 0, because 3 € Ker f*.
Therefore, ¢ is well-defined, because the definition does not depend on the
choice of the element in the preimage of ms.

2. The proof is similar to the previous one. We have to prove that the second
sequence is exact for any A-module M.

’At Hom 4 (M, N;) ‘ In other words, f,. is injective.

Let ¢ € Homy4 (M, N1) be such that f.(¢) = f o =0. Then, Imy C Ker f,
and ¢ = 0 follows by the injectivity of f.

’At Hom 4 (M, N) ‘ In other words, Im f, = Ker g..

Since g« o f« = (g9 o f)« = 0, we have that Im f, C Ker g..

To prove the opposite inclusion, take ¢ € Ker g,, i.e., such that go 1y = 0.
We have to find ¢ € Homa (M, N1) such that f.(¢) = 1. We define ¢ by
o(m) = f~((m)) for any m € M.

Note that such map is well-defined because f is injective, and, by hypothesis,
Imyp CKerg=1Imf. O
We note that the converse of the statements of T.4.16 also holds.

( N

T. 4.17. (— p. 228) 1. Let M; LM% My — 0 be a sequence of
A-modules such that the sequence

0 —s Homa(Ms, N) L Hom (M, N) 2 Hom (M, N)
is exact for any A-module N. Then,
M LM Lm0

is exact.

2. Let 0 — N; SN N, be a sequence of A-modules such that
the sequence

0 — Homu (M, Ny) 25 Hom (M, N) -2 Hom (M, N»)
is exact for any A-module M. Then,

0— N, N5 N,

is exact.
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4.7.2 Split Sequences

For any pair of A-modules M and N, the definition of direct sum of modules
yields an exact sequence

0—M-2sMeN -2y N —0,

where ip(m) = (m,0) and 75 (m,n) = n.
In general, a short exact sequence

0—sM-IN P50

does not provide a decomposition of N in terms of M and P. The sequences for
which such decomposition holds are characterized by the following proposition.

( )

T.4.18.Let 0 — M i) N -£3 P — 0 be an exact sequence of
A-modules. The following statements are equivalent:

1. there exists an isomorphism N -2+ M @& P that makes the following
diagram commutative

0 M N

o ]

0—=M-M. MegP ™2sp 0

2. there exists a homomorphism 7: N — M such that r o f = idy, in
other words, r is a left-inverse of f;

3. there exists a homomorphism s: P — N such that g o s =idp, in

other words, s is a right-inverse of g.
N Y

If any of the previous equivalent conditions holds, we say that the sequence
splits, that r is a retraction of f, and s a section of g.
It is worth noting that in a short exact sequence such as

0— M-, MoP-"23P 50

the canonical inclusion and projection play the role of a section and a retraction,
respectively, meaning that mp otp = idp and mps o ipr = idpys.

Proof T. 4.18. Consider the following diagram:
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A

M S P

0 N 0
idMl/ _— 4p\{ % lidP

Oﬁ-Mﬁ-MGBP?Pﬁ-O.
in

1 = 2. To define r, it is sufficient to set r(n) = (mwpr o )(n), that is, if
n = ¢~ (m,p) € N, then r(n) = mps(m,p) = m.
Indeed,

r(f(m)) = mu(p(f(m))) = mar(ina (idar (m))) = (mar 0 inr)(m) = m.

1 = 3. Since g is surjective, for any p € P there exists n € N such that g(n) = p.
We define s(p) = (¢~ oip)(p). In this way, we have that p(s(p)) = ip(p).
Therefore,

p=mp(ir(p)) = 7r(p(s(p))) = 9(s(p)).

2 = 1. Every n € N can be expressed as n = f(r(n)) + (n — f(r(n))).

Since r(n — f(r(n))) = r(n) — (ro f)(r(n)) = 0, we have N =Im f + Kerr.
We show that this sum is a direct sum. If u € Kerr NIm f, then u = f(m)
for some m € M. Moreover, since r o f = idy; and u € Kerr, it follows that
0=r(u) =r(f(m)) = m, and thus, u = 0.

Now, recall that f is injective, Im f = Ker g, and g is surjective.

Therefore, Im f ~ M, g|ker, is an isomorphism, and we have

N=ImfoKerrImfdImg~ Mo P.

The isomorphism ¢ is defined by
o(n) = (r(n),g(n)).

It is straightforward to verify that the diagram is commutative.
Indeed,

o(f(m)) = (r(f(m)),g(f(m))) = (m,0) = ins(m),
and

mp(p(n)) = mp(r(n),g(n)) = g(n).

3 = 1. This is similar to the previous one.
For any n € N write n = (n — s(g(n))) + s(g(n)).
Since n — s(g(n)) € Kerg = Im f and Im f NIms = 0, it follows that

N=Imf®dIms~Me& P.
To conclude the proof, define

p(n) = (F7(n — s(g(n))),9(n)).

This function is well-defined, because n—s(g(n)) € Im f and f is injective. O
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As shown in the proof above, if the initial short exact sequence splits, then
also the sequence 0 — P >+ N -5 M — 0 is exact and splits.

4.7.3 Snake Lemma

We conclude this section with a highly useful result.

s N
Snake Lemma

T. 4.19. Given a commutative diagram of A-modules with exact rows

M-t .N_2.p 0
P
0 m N2 pr

there exists an exact sequence

Ker a -1+ Ker B N Ker %, Coker a L Coker B8 2, Coker 5.
Moreover, if f is injective, then f is also injective, and if ¢’ is surjective,
then ¢’ is also surjective.

The homomorphism § is usually called the connecting homomorphism.
. J

Proof T. 4.19. Consider the induced diagram

0 0 0
0 > Ker a Ker 3 I . Ker v
| [T > M ! N 9 P 0
a B v
0 M N pro 0
Coker o L Coker L) Coker y - >0
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where the middle squares are commutative by assumption, and the columns

are exact sequences, since the maps are the natural inclusions and projections.
We begin by verifying that all morphisms are well-defined.

The homomorphisms f and § are the restrictions fjkero and gjkers-

Take m € Ker a. Then,

B(f(m)) = f'(a(m)) =0,

meaning f(m) € Ker j.

As a result, f is well-defined. The proof that § is well-defined is similar.

The homomorphisms f” and ¢’ are defined by f/(m) = f’(m) and ¢'(7) = ¢'(n).
Take = m’ € Coker a.

Then, m —m’ = a(u) for some u € M, and therefore,

flim—m’) = f'(a(u)) = B(f(u)) € Im B.

It follows that f’(m) = f/(m/) € Coker 8, meaning that f’ is well-defined.
The proof that ¢’ is well-defined is similar.

Now, we construct §, which plays a crucial role in the proof.
We aim to find a homomorphism ¢: Kery — Coker .. Its definition, like the
proofs of the other essential parts of the statement, is obtained by using a
strategy called diagram chasing, which we now explain.
Take p € Kery C P, and let n € N be such that g(n) = p. This n exists
because g is surjective.
Since 0 = y(g(n)) = ¢’(8(n)), we have B(n) € Ker ¢’ = Im f’. Therefore, there
exists a unique m € M’ such that f’(m) = B(n), because f’ is injective.
We define

d(p) = m € Coker a.

To prove that ¢ is well-defined, we must show that if n’ is an element of N
such that g(n') = p and m’ is the element of M’ such that f'(m') = 8(n’),
then m = m’ in Cokera, i.e., m —m’ € Ima.

We have n —n’ € Ker g = Im f, thus there exists an element u € M such that
flwy=n-—n'.

As a result,

f'(m=m!) = B(n—n') = B(f(u)) = f'(a(v)).

Since f’ is injective, we have m —m’ = a(u). This shows that ¢ is well-defined.
It is straightforward to verify that § is a homomorphism.

We can now proceed to demonstrate that the final sequence in the statement
is exact.

In other words, Im f = Ker §.

It is clear that, since go f = 0, we also have o f = 0. Therefore, Im f C Ker §.
To prove the opposite inclusion, we consider an element n € Ker 8 such that
g(n) = 0. Then, g(n) = 0, which implies that n € Ker g = Im f. Therefore,
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there exists m € M such that f(m) = n. To complete the proof, we need to
prove that m € Ker a.

Since
f(e(m)) = B(f(m)) = B(n) =0

and f’ is injective, we have m € Ker a.

In other words, Im g = Ker 6.

To show that oG = 0, let n € Ker 8. We first observe that since 5(n) = 0, we

have B(n) = f'(0). Therefore, by the definition of §, we see that §(g(n)) = 0.
To prove the opposite inclusion, consider an element p € Ker é.

We can express p as g(n) for some n € N. Since d(p) = 0, we know that

f'(m) = B(n) for some m € Im a.

By choosing u € M such that a(u) = m, we have

B(f(w)) = f'(a(u)) = B(n).

Hence, n — f(u) € Ker .
Therefore, we can conclude that

§(n = f(w)) = g(n) — 9(f(v)) = g(n) = p,

which means p € Im g.

In other words, Im § = Ker f'.
Take p € Ker~. There exist n € N and m € M’ such that p = g(n) and
B(n) = f'(m). Therefore, 6(p) = m € Coker a.
Moreover, since f'(m) € Im 8, we have f/(6(p)) = f'(m) = 0 in Coker .
Hence, Im ¢ C Ker f'.

To prove the opposite inclusion, take 7 € Ker f’. Thus, f'(m) € Im f.

Let n € N be such that f'(m) = 8(n), and let p = g(n).

Then,
v(9(n)) = ¢'(B(n)) = g'(f'(m)) =0,
hence p € Kery and m = 6(p) by definition of §, as desired.

At Coker 3 | In other words, Im f’ = Ker g'.

It is clear that ¢’ o f' = 0. Therefore, Im f’ C Kerg'.
To prove the opposite inclusion, take n’ € Ker g/ C Coker 3.
Then, we have ¢g’(n’) € Im~, and there exists p € P such that ¢’'(n’) = v(p).
Let n € N be such that g(n) = p and consider the element n’ — 3(n).
We have

g'(n' = B(n)) =g'(n') = g'(B(n)) = g'(n') —v(g(n)) = v(p) —v(p) = 0.

Therefore, n’ — B(n) € Kerg’ = Im f/, and there exists m’ € M’ such that
f/(m) =n" - B(n).

Thus, we obtain
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W == B(n) = /() = F ),

and both inclusions are verified.

Moreover, if f is injective, the sequence is exact

It is clear since f is a restriction of f.

Finally, if ¢’ is surjective, the sequence is exact

at Coker v | For any p € Coker vy, there exists n’ € N’ such that ¢'(n’) = p.

Therefore, p = ¢/(n/) and ¢ is also surjective. o

T. 4.20. (— p. 230) In a commutative diagram of A-modules with exact rows

0 M—t . N_%.p 0
I
0 MNP 0,

if any two of the homomorphisms «, 8, and v are isomorphisms, then the
third one is an isomorphism as well.

4.8 Projective Modules

In T.4.16 we have seen that for any exact sequence

0— My 15 M % My, — 0

and for any A-module N, the following sequences are also exact:
0 —» Homu(Mz, N) —— Homa(M, N) - Homu (M, N)

0 — Homa(N, My) 2 Homu (N, M) 2~ Homa(N, My).

However, in general, these sequences are not right-exact, i.e., the maps f*
and g, are not surjective.
For example, consider the exact sequence of Z-modules

0—7Z-—"37Z-"%7Z/(n) — 0,

where the first map is the multiplication by n # 0,41 and 7 is the canonical
projection. Take the Z-module Z/(n) and consider the functors Homy (s, Z/(n))
and Homz(Z/(n),s).

These functors induce, respectively, two sequences

0 — Homy(Z/(n), Z/(n)) ——s Homyz(Z, Z/(n)) —— Homz(Z, Z/(n))



84 4 Modules

0 — Homz(Z/(n),Z) = Homgz(Z/(n), Z) ——— Homgz(Z/(n), Z/(n)).
For any g € Homy(Z,Z/(n)), we have

n*(g)(m) = g(nm) = ng(m) =0

for any m € Z.

By T.4.2, we have Homy(Z,Z/(n)) ~ Z/(n) # 0. Hence, n* = 0 is not
surjective.

Moreover, since Homy(Z/(n),Z) = 0, the map 7, cannot be surjective either.

A functor is called ezxact if it preserves short exact sequences, i.e., for any
short exact sequence, the induced sequence is also exact.
To characterize the modules M for which the functor Hom4(M,e) is also
right-exact, and as a result exact, we introduce a new definition.

- 2
Projective Module
An A-module P is projective if, for any pair of A-modules M and N,
and any homomorphisms g: M — N and f: P — N with g surjective,
there exists a homomorphism f: P — M which makes the following
diagram commute:

_P
v
M—g>N—>O
N\ J

We remark that the zero module is projective.
T. 4.21. (— p. 230) Every free module is projective.

Characterization of Projective Modules

T. 4.22. Let P be an A-module. The following conditions are equivalent:

1. P is projective;
2. for any short exact sequence of A-modules

0—N LN LN, 0,
the sequence
0 — Homyu (P, N1) —2 Hom (P, N) ~~— Hom (P, N2) — 0

is exact;
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3. every exact sequence 0 — M —» N — P — 0 splits;

4. P is a direct summand of every module M that has a surjective map
T M — P;

5. P is a direct summand of a free module.

Proof T. 4.22. 1 & 2. The equivalence immediately follows from the definition
of projective module.

For any surjective map g: N — Nj, the induced homomorphism g, is
surjective if and only if for any ¢ € Hom(P, N2) there exists 1 € Hom (P, N)
such that the following diagram commutes:

P

®
5

N—g>N2—>0.

1 = 3. Consider the exact sequence 0 — M — N fp 0.
As P is projective, there exists a homomorphism s that makes the following
diagram commutative:

Therefore, s: P — N is a section of $ and the sequence splits, see T.4.18.

3 = 4. If M is a module with a surjective map 7: M — P, then, the sequence
0 — Kerm — M =5 P — 0 is exact. By hypothesis, this sequence splits.
As a result, M ~ Kerw @ P.

4 = 5. By T.4.8, every A-module is a quotient of a free module.

5= 1. Let f: P— N and g: M — N be homomorphisms, where g is
surjective. We need to find a homomorphism f: P —s M such that go f = f.
By assumption, there exist A-modules @ and F, with F' free, such that
F=QoP.
Let ip: P — F be the inclusion homomorphism. By using the universal
property of direct sum T.4.6.1, and considering the zero homomorphism
f': @ — N, we can extend f to a unique homomorphism ¢: FF — N such
that

gooip :f and (pOiQ :f/ =0.
Since F' is free, it is also projective by T.4.21. Thus, there exists p: FF — M
such that ¢ = go .
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We have constructed a diagram with commutative triangles

F<f_p
5 \jf
M—g)N—>0.

Now it is sufficient to define f as Foip. O

For example, consider the ring A = Z[/—6] and the ideals I = (2,1/—6)
and J = (3,1/—6). It is easy to verify that I + J = A and IJ = (v/—6) ~ A.
Additionally, I and J are not principal ideals and they are not free A-modules,
see also E.10.40.

The sequence of A-modules

0 —1J— I — A —0
a — (a,—a)
(a,b) — a+d

is exact, see also E.10.35.
Since A is free, and thus projective, the sequence splits by T.4.22, and we
obtain

IeJ~Adll~Ad A=A

As a consequence, I and J are projective, again by T.4.22.

We conclude this section by briefly noting that the notion of injective
module can be introduced in a similar manner to characterize the modules
M for which the functor Hom 4 (s, M) is exact. Further information can be
found in E.10.42, E.10.43, and E.10.44.

e 2
Injective Modules
An A-module F is injective if, for any pair of A-modules M and N, and
any homomorphisms g: M — F and f: M — N, with f injective,
there exists a homomorphism §: N — E that makes the following
diagram commutative:

f

0——M——-N
s 9

E.
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4.9 Modules over a PID

In general, submodules of a free or finitely generated module are not necessarily
free or finitely generated, see E.10.4. Nevertheless, these properties hold for
modules over a principal ideal domain A. In this section, we will focus on this
specific scenario.

We recall that all bases of a free module M are equipotent, see T.4.5, and
their common cardinality is by definition rank M.

- 2
Properties of Submodules over a PID

T. 4.23. Let A be a principal ideal domain, let M be an A-module, and
let N C M be a non-zero submodule of M.
1. If M is free, then N is free and rank N < rank M.

2. If M is finitely generated, then N is finitely generated.
N Y

Proof T. 4.23. 1. We prove the statement under the assumption that M is
finitely generated. For a general proof see [6, Chapter III, Theorem 7.1 and
Appendix 2, §2].

The proof proceeds by induction on the rank of M.
If M is cyclic, its submodules are isomorphic to ideals of A. Since A is a PID
and N # 0, there exists 0 # a € A such that N ~ (a).
Let ¢ € A. Then, ca = 0 implies ¢ = 0 because A is a domain.
Thus, N is free. Moreover, rank N = rank M = 1.

Now, assume that rank M = r + 1, and that the claim is true for all free
modules of rank less than or equal to r.
Let {mi1,...,mq41} be a basis of M, and define

N, =NnN{my,...,m.).

If N = N,, then N is free and rank N < rank(mg,...,m,) =r < rank M.
Otherwise, N, C N and N, is free by the inductive assumption. Recalling
that for any n € N, there exist unique by,...,b. and a, € A such that
n=>bmi+...+bm; +a,m,y1, we define

I={a,€A:ne N}

Since an, + an, = Gn,4n, and ca, = Gcn, we have that I is an ideal of A.
Moreover, since N, # N, it follows that I # 0. As A is a PID, there exist
bi,...,br,a € A, with a # 0, and ng € N \ N, such that I = (a) and
ng=bymy +...+b-m, +am 1.

To conclude the proof, we show that

N ~ N, @ (ng).
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Let n € N, then, a,, = ka for some k € A. Therefore, n — kng € N, and thus,
n = (n—kng) + kng € N, + (ng).

Since my, ..., m.,ng are linearly independent, N, N (ng) = 0. The conclusion

follows from the inductive assumption, once we observe that (ng) is free.
Finally, we have rank N =rank N, +1 <r 41 =rank M.

2. Given a generating set of M consisting of r elements, it is possible to

define a surjective homomorphism f : A" — M. Hence, f~1(IV) is a free and

finitely generated submodule of A”. Consequently, N is finitely generated. O

T. 4.24. (— p. 230) Let A be a principal ideal domain, and let M be an
A-module. Then, M is projective if and only if it is free.

Next, we would like to provide a constructive proof of the structure theorem
of finitely generated modules over a PID.
Before introducing some facts on matrices with entries in a PID and Smith
normal form, we make the following remarks.
Let B, = {egn), .. ,esln)} be the canonical basis of the module A™, and let
M = (my,...,m,) be a finitely generated A-module. Then, M is isomorphic to
a quotient of A", via the homomorphism f: A™ — M defined by f (egr) ) =m;,
and the following short exact sequence holds:

0—Kerf— A" Lo M 0.

Since Ker f C A", it is free of rank s < r by T.4.23.1. Let w1, ..., w; be a basis
of Ker f, and define a homomorphism ¢: A°> — A" by letting @(egs)) = w;.
In this way, we have Ker f ~ Im ¢, and consequently,

M ~ A"/ Ker f ~ Coker .

Let B, and B, be the canonical bases of A® and A", respectively. We associate
with ¢ a matrix X = (z;;) € M,;(A) whose columns generate the relations
among the generators of M.

In other words, (ai,...,a,) € A" is such that

aymi+...+am. =0, ie., (a,...,a.) € Kerf,

if and only if there exists u € A® such that Xu' = (ay,...,a,)’, that is,
(a1,-.-,a,) € Im.

Therefore, in the light of the above observations, we will study finitely gener-
ated A-modules using matrices with entries in A.
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4.9.1 Smith Normal Form

Given any r X s matrix with entries in a principal ideal domain A, as in the
case when A a field, we can perform the following elementary operations.

e ™
Elementary Operations
i) Swap two rows.
ii) Add a multiple of one row to another row.

iii) Multiply a row by an invertible element of A.

Similar elementary operations can be defined with columns.
_ Y

We define an elementary matriz as a matrix obtained performing one of
the above operations on an identity matrix.
In this way, any elementary operation on a matrix can be achieved by multi-
plying it, either on the left side if working with rows or on the right side if
working with columns, by the corresponding elementary matrix.

We recall that a matrix is invertible if and only if its determinant is in A*.
Note that all elementary matrices are invertible.
Two matrices X, Y € M,;(A) are said to be equivalent if there exist invertible
matrices R € M, (A) and S € M;(A), such that Y = RXS.
It is easy to verify that this defines an equivalence relation on M, (A).
Additionally, a matrix D = (d;;) € M,s(A), not necessarily square, is said to
be diagonal if d;; = 0 for all ¢ # j.

Given a matrix X with entries in A, we consider the ideals
A;j(X) = (det X;: X; is an ¢ X ¢ submatrix of X) C A.

T. 4.25. (— p. 230) Let X and Y be equivalent matrices. Then, we have
T. 4.26. Every matrix with entries in a principal ideal domain A is equivalent
to a diagonal matrix.

Proof T. 4.26. The proof is divided in several steps.

Step 1 | We start by showing the following basic fact. Given a non-zero 2 x 2
matrix X, we can find a triangular matrix that is equivalent to X and has a
specific entry in position (1,1).

Consider a matrix X = Z acl with coefficients in A, where a and b are not

both zero.
Let 0 # = = gcd(a,b). Then, there exist s, t € A such that sa + tb = z.
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Next, define R = ( 8_1 t_
—bz~™" ax
determinant 1.

By multiplying X on the left-hand side by R, we obtain

S t ac T *
RX = (—bx_l am_l) (b d) - (0 *) ’

which is an upper-triangular matrix with the greatest common divisor of the
elements of the first column of X in position (1,1).
Similarly, if @ and ¢ are not both zero, and 0 # y = ged(a, c) = ua + ve,

P
for some u, v € A, then, multiplying X on the right by S = : az/y_l , We

1). This matrix is invertible, since it has

obtain a lower-triangular matrix (Z 2)

Step 2 | Let X be an r X s matrix. We now show that X is equivalent to a

diagonal matrix.

If X is zero we are done.

Otherwise, performing elementary operations, if necessary, we can assume
that the element in position (1,1) of X is non-zero.

Applying Step 1 to the 2 x 2 submatrix in the upper-left corner of X, we can
construct an invertible matrix

_(R2| O
v ()
where I,._5 is the identity matrix of size r — 2, such that

$**
RX =1 0 %

* *

Now, we fix the first row of RX and swap the remaining rows with the second
one, if necessary, in order to apply repeatedly Step 1, and eventually obtain a
new matrix X; with the following properties:

i) the element z; in position (1,1) is the greatest common divisor of all
elements in the first column of X
ii) all the elements of the first column except z; are zero;
iii) it is equivalent to X.
Now, fix the first column of X;. Applying repeatedly Step 1 to
columns, we obtain a matrix X, with the following properties:

i) the element z5 in position (1,1) is the greatest common divisor of all
elements in the first row of X7i;
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ii) all the elements of the first row except z5 are zero;
iii) it is equivalent to X, and hence, to X.

After this last operation, new non-zero elements can appear in the first column,
hence we may need to apply again Step 2 to the first column.

Step 4 | Iterating this process, we construct a sequence of elements
L1y L2y eesgLjyenny

all in position (1,1), which are the greatest common divisor of the elements
in the first column or of the elements in the first row of some matrix X;
equivalent to X. Therefore, z;41 | z; for all i. Since A is a PID, there exists an
index m such that z,, = x,,+1, see T.1.24. This means that x,, is the greatest
common divisor of all the elements in both the first column and the first row
of X,,.

Step 5 | Using the entry z,, we can annihilate all the remaining elements in
both the first column and the first row of X,,, and obtain the matrix

Step 6 | We apply again Steps 2 to 5 to the matrix Y. By iterating this whole
procedure, we eventually diagonalize X. a

Smith Normal Form

Let A be a principal ideal domain. A matrix D = (d;;) € M,s(A) is in
Smith (normal) form if:

i) D is diagonal;

ii) di1 | do2 | ... | dit, where t = min{r, s}.
N J

Note that, in general, there exist integers 0 < k1 < ko < t such that d;; € A*
forall0<i<kj;andd; =0forall ky <7< t.

T. 4.27. Every matrix X with entries in A is equivalent to a matrix in Smith
normal form.

Proof T. 4.27. By T.4.26, we can assume that X = (x;;) is diagonal. If the
matrix is not already in Smith normal form, let ¢ be the smallest index for
which there exists j > i such that z;; { x;;. We then choose j as the smallest
index with this property. By swapping rows and columns if necessary, we can
assume, without loss of generality, that ¢ =1 and j = 2.

Let = ged(z11, z22) and s, t € A such that sxi; + txee = .
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Consider the matrices

s ¢ 1 —t(EQQ.’E—l
R= | —znz ' znz! and S=[1 szyz7?
0 |Ir—2 0 |IS_2

The product RX.S = (y;;) is still a diagonal matrix, with
yij =z if j>2, yiu==, and yo = T112207 ",

and hence, such that y11 | ya2.
By swapping rows and columns again, we obtain a diagonal matrix (z;;),
where zpn, = xpp for h #14, j, 2;; =y and zj; = yoo.
Furthermore, for all 1 < h < ¢ —1, it holds that zup, | 2p4¢,n+¢ for all £ > 0,
while for all ¢ < h < j we have that z; | znp.

Repeating this procedure, we achieve the conclusion. O

T. 4.28. (— p. 231) Let X be a matrix equivalent to a matrix D = (d;;) in
Smith form. Then:

1. Al(X) = (du);

Therefore, if A;(X) = (4;), we can define dy; = §; and d;; = §;/8;—1 for all
i > 1 such that §;_; # 0. Note that the elements d;; are unique only up to
invertible elements of A. This leads to an essentially unique form D, which,
with a slight abuse of notation, is referred to as the Smith (normal) form of
X. The elements d;; are called the invariant factors of X.

Thus, two matrices are equivalent if and only if the invariant factors of their
Smith forms are pairwise associate.

Recall that elementary operations do not change A;(X).
This is not the case when we multiply on the left or right by matrices whose
determinant is not_invertible in A.

For instance, ; ;31 reduces to § g), by subtracting twice the first column

from the second column. However, it cannot be reduced neither to <§ ;l), by

subtracting % times the first row from the second row, since % & 7., nor to
24
04)’
Therefore, when calculating the Smith form, make sure to use only elementary
operations.

by subtracting 3 times the first row from twice the second row.
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4.9.2 Structure Theorems for Finitely Generated Modules

From the Smith normal form and its properties, we deduce a classification of
finitely generated modules over principal ideal domains.

We first introduce some notation.
Let N = (wy,...,ws) be a submodule of a module L = {l4,...,l,), and let
z;j € A be such that w, =Y ;_; zgnlp forall h=1,...,s.
Using the r x s matrix X = (x;;), we can write

(wla"'vws) = (lla"'al?‘)X'

T.4.29. Let L be a free A-module of rank r, and let N C L be a non-
zero submodule. Then, there exist a basis {vy,...,v,} of L and coefficients
di,...,ds € A, where s < r, such that {djv1,...,dsvs} is a basis of N.

Proof T. 4.29. Since A is a PID, we know that N is also a free module of
rank s <, see T.4.23.1.
Let {l1,...,l;} be a basis of L and {w1,...,ws} a basis of N. There exists
an r X s matrix X with entries in A such that (w1,...,w,) = (l1,...,1)X.
By T.4.27, the matrix X is equivalent to a matrix D in Smith normal form.
This means that there exist invertible matrices R and S, of sizes r x r and
s X s, respectively, such that RXS = D.
Let dy,...,dg be the non-zero elements of the diagonal of D.
Then,

(w1, ..., ws)S = (lh,...,1,)XS = (l1,...,l,)R™'D.

By defining (vi,...,v,) = (I1,...,l,)R™!, we obtain that {vq,...,v,} is a
basis of L. Moreover,

(w1, ..., ws)S = (v1,...,vp)D = (drvy, . . ., dkVk; 0., 0),

with k < s. Since S is invertible, it follows that k¥ = s and {djv1,...,dsvs} is
a basis of N. 0
Observe that, in the previous proof, the scalars d; are the diagonal entries of
the Smith normal form of X.

Also note that, for all ¢ = 1,...,s, we have av; € N if and only if d; | a.
Therefore, (d;) = N : (v;). On the other hand, if s < ¢ < r, then av; € N if
and only if a =0, i.e., (0) = N : (v;).

T. 4.30. (— p. 231) Using the same notation as in T.4.29, we have:
1.LL/N~(m)®...® (Ur);

2. L/N ~ A/(d1))® ... D A/(ds) ® A™*%, where (d;) = 0 : (7;) for all
i=1,...,8.
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r ~
Structure Theorem 1

T. 4.31. (— p. 231) Let M = (mq,...,m,) be a finitely generated A-

module. Then, there exists a chain of ideals I; D Is O ... D I, such

that

(S )

It is important to note that, based on what we have seen so far, every matrix
with entries in A is equivalent to a matrix in Smith normal form, which is
essentially unique. This implies that, if we choose a different basis w1, ..., w,
of the module of relations Ker f, the expression of M as a direct sum of cyclic
modules will remain unchanged. However, it is not immediately clear what

would happen if we choose a generating set {ni,...,n} of M, other than
{m1,...,m.}. The following general result examines this situation.
- 2

T. 4.32. Let A be a ring, and let
112I222IT and JlQJQQ...QJT’

be chains of ideals of A, with » < r’. Assume that

i=1 h=1

Then:
1. J1 =J2== r’—rzA;
2. Jpi—pyi =L foralli=1,...,r.
L J

Proof T. 4.32. 1. We assume 7 < r’ and consider B = A/J;. We prove that
B = 0. First, note that J; + J,, = J; for all h > 1, due to the hypothesis.
By E.10.7 we have that

B" ~ P A/~ P A/ + ) = M/IM ~ P A/(J1 + L).
h=1 h=1

i=1

Projecting B” onto @;_, A/(J1 + I;), we obtain a surjective homomorphism
of B” onto B" by composition. Since r < r’, this implies B = 0, see E.10.9.
By repeating this reasoning, we obtain J; = --- = Jv_, = A.

2. By part 1, we can assume that r = r’. By symmetry, it suffices to show
that I, C J forall h=1,...,r.
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Let a € I;,. By E.10.8, we have that

aM ~a (@A/Iz) ~ @A/(Ii : (a)).

Since I; C I;_1, we also have a € I; for all ¢ < h, and hence, I; : (a) = A for
all 1 < h.

Accordingly,
@ A/(L;: (a)) ~aM ~a <@A/J1) o~ @A/(Ji : (a)).
i=h+1 i=1 i=1
Thus, by part 1, J; : (a) = A for all ¢ < h, and therefore, a € Jj,. O

We now develop a more refined version of the above structure theorem
using properties of torsion submodules.

s N
Torsion Submodule

Let A be a domain, and let M be an A-module. The torsion submodule
of M is the set

T(M)={meM:am=0 for some aeA\{O}},

see E.10.46.

Its elements are called torsion elements.

The module M is said to be torsion if M = T'(M) and torsion-free if
T(M) = 0.

e D
T. 4.33. (— p. 231) Let A be a PID, and let M be a finitely generated
A-module. Then:

1. T(M) is finitely generated;

2. M ~T(M) @ A*, for some k > 0;

3. AnnT(M) #0.

(S J

The previous result shows that every finitely generated module M over a
PID can be decomposed into the direct sum of a torsion module and a free
module. This modules are referred to as the torsion part and the free part of
M, respectively.

To further decompose M, we introduce the following definition.
Let M be an A-module, and let a € A. The a-component of M is defined as
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Mg ={meM:a*m=0 for some k € N} = UO:M (a®).
keN

This set is a submodule of M, see E.10.47.

~ N
Structure Theorem 2

Let A be a principal ideal domain.

T. 4.34. (— p. 232) Let p € A be a prime element, and let M = My, be
a finitely generated A-module. Then, M can be expressed as

M~A/P")o A/ ®...0 A/(p*),

where k1 < ko < ... < k,.

T. 4.35. (— p. 232) Let M be a finitely generated A-module. Then, M
can be expressed as a direct sum of cyclic modules and of a free module

h
=1

where (g;) C A are primary ideals for all ¢, and h, k > 0.

This decomposition is unique up to the order of the components.
In particular, the set of primary ideals that appears in this decomposition
is unique, and an ideal (g;) can appear multiple times.
The elements g; are unique up to invertible elements and are called the

elementary divisors of M.
N Y

We conclude this section with the following observation: given an A-module
M generated by r elements, with M ~ Coker ¢ and ¢ associated with a
matrix X € M,..(A), the rank of the free part of M is equal to the number
of zero-rows in the Smith form of X, see also T.4.30.

4.10 Appendix: the Rational Canonical Form and the
Jordan Form

In the previous section we have seen how to generalize the structure theorems
of finitely generated Abelian groups to finitely generated modules over a PID.
In this appendix we will focus on vector spaces. When we are given an
endomorphism of a vector space V, we will show how it is possible to use it
to obtain a decomposition of V.

Let V' be a non-zero K-vector space of finite dimension, and let ¢ € Endg (V)
be a fixed endomorphism of V.
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We define a K[z]-module structure on V' using ¢ as follows:
given a p(z) = Z;‘fzo a;z* and a vector v € V, we set

Py =" '),

see also the proof of T.4.14.

We refer to this structure on V as the K[z]-module structure under ¢.
Additionally, for any subset W C V', we use (W) to denote the K[z]-submodule
of V generated by W, and we denote the annihilator of any K|[z]-module T
as AnnT.

T. 4.36. Let 0 # V be a K-vector space with dimg V' = n, together with its
K[z]-module structure under ¢. Then, the following hold:
1. AnnV is a non-zero proper ideal of K|[z].
Its monic generator is called the minimal polynomial of .
2. For all 0 # v € V, Ann(v) is non-zero proper ideal of K[z].

3. Any basis B of a vector subspace W of V is a generating set of (W), but
it is never a basis of (W).

4. Any K[z]-submodule T C V is a y-invariant subspace of V, i.e., such
that o(T) C T.

5. Let 0 # v € V. Let f,(x) be the monic generator of Ann(v), and let
d = deg f,(x). Then, (v) is a K-vector space of dimension d and has a

basis
{v,0(v),..., "7 (v)}-
Moreover, (v) is the smallest y-invariant subspace of V' containing v.

Proof T. 4.36. 1. Since V # 0, we have AnnV C K{z].

For any f(z) € K|z], it follows from the definition that f(z)v = 0 if and
only if f(¢)(v) = 0. Therefore, f(z) € AnnV if and only if f(¢) is the zero
endomorphism.

Since the n? 4 1 vectors idy, ¢, ..., 90"2 € Endg (V) are lingarly dependent,

it is possible to find a non-trivial K-linear combination -, a;p* = 0.
2 .
Thus, f(z) = Y .-, a;z" is a non-zero element of Ann V.

2. Since (v) is a submodule of V, from part 1 it immediately follows that
0# AnnV C Ann(v) C K|z].

3. The first statement is a consequence of the outer product definition, since
for any a € K and v € V, the multiplication av in V is the same, whether V'
is considered as a K-vector space or as a K[z]-module.

On the other hand, by part 1, V is torsion as a K[z]-module.
Therefore, V' and all its submodules (W) are not free, and hence, do not have
a basis.
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4. For all w € T, it holds that p(x)w € T.
In particular, p(w) =zw € T for all w € T, i.e., o(T) CT.

5. Observe that, by part 2, d > 0.
Moreover,

(v) = {p(x)v: p(z) € K[z]}

is generated by v over K|[z], hence by {¢*(v): i € N} over K, since ¢*(v) = z'v
for all i.

Furthermore, since f,(x)v = 0 and f,(z) is monic, we can express %(v)
and, consequently, ¢?t"(v) for all h € N, as a K-linear combination of v,
@(v),...,p%(v). This proves that every element of (v) can be expressed as a
K-linear combination of v, p(v), ..., 9% 1(v), and thus, these vectors generate
(v) as a K-vector space.

To prove that these elements are linearly independent, assume, by contradic-
tion, that there exists a non-trivial K-linear combination Z:lz_ol a;p'(v) that
equals to 0.

Thus, there exists a non-zero polynomial

d-1
fz) = Zazx’ € Ann(v) = (fo(2)),

and this contradicts the fact that deg f, = d.
By what we proved above, it follows easily that (v) is ¢-invariant.
If T is another ¢-invariant subspace containing v, then it follows that

¢'(v) € ¢'(T) Co(T) C T for all i,

ie, (v) CT. O

Since K|[z] is a PID, the finitely generated K[z]-module V, which has been
shown to be torsion in T.4.36.1, can be decomposed into a direct sum of
cyclic modules

V=(u)®- - & (vs) ~ K[z]/Ann(v;) & - - - & K[z]/Ann(v,),

by the structure theorem T.4.31.
Consider, for all ¢ = 1,...,s, the monic polynomial f; = f,, generating
Ann(v;), see T.4.36.5. Let d; = deg f; > 0, and write

d;

_ (4 .5 (&)

fi —Zaj z? for some a;” € K.
§=0
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s N
The Rational Canonical Form

T. 4.37. (— p. 232) With the notation introduced above, let
V={(0)®-®v)

be a decomposition of V into a direct sum of cyclic modules.
Then:

1. the set {v1,p(v1),...,0" " (v1),...,0s,0(Vs), ..., 0% 1(vs)} is a

basis of V;
2. the matrix M associated with ¢ with respect to this basis is a block
matrix
Mg 0 ... O
M 0 My, .. 0 ’
0 0 ...Mg

where each block is given by the companion matriz of f;

00 ...0 —af”
10 ... 0 —a{”
My =|01...0 —ay

0 ... 1—a((;i)_1

M is called the rational canonical form of .
L Y

By the structure theorem T.4.31, the polynomials f; defining the rational
canonical form of ¢ satisfy the divisibility conditions f | fo | ... | fs-

As a working example, consider V = Q*, and let ¢ € Endg(V) be the
endomorphism given by ¢(v) = Av, where

1 010
0 1-20

A= (ai;) = 9.1 2 0 (4.2)
-2-1-21

First we decompose V into a direct sum of cyclic Q[z]-modules, and then, we
determine the rational canonical form of ¢.
Let B = {e1, e3,e3,e4} be the canonical basis of V. By T.4.36.3, B is a gen-
erating set of V as a Q[z]-module. Let f: Q[z]* — V be the homomorphism
defined by

f(p) = pie1 + paea + paes + paey,
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for all p = (p1,p2,p3,p4) € Qlz]*.
This homomorphism f is surjective and the sequence

0—)Kerf—>@[:v]4i>V—>0
is exact.

In order to compute Ker f, we consider the relation

4
zer = p(e1) = Aey = E Gh1€h,
h=1

which implies that
f(xz —a11, —a21, —as1, —as1) = 0.

Hence, r, = ($ — ai1, —a21, —a31, —CL41) € Ker f
Similarly, we define rs, r3, and ry and consider the submodule

(r;:i=1,...,4) CKerf.

To prove the opposite inclusion, let p = (p1, p2, p3, p4) € Q[z]*. Dividing
by the polynomials = — a;;, we can express p; as p; = h;(z — a;;) + ¢;, where
c; € Q and deg h; < degp; for all 3.

Therefore,
hl(x — 0,11) +c
pt = ha(z — ag) +c2
hs(z — ass3) + c3
ha(z — asq) +c4

haai2 + hzaiz + haais + 1
hiaz1 + hzaos + haazs + 2
hiazi + hzase + hyaszs + c3
hias1 + hoaso + haass + ¢4

q1
= hart + horh + hgrh + hart + g,

g4

= hlr'i + hzl‘g + h3rg + h4rfl +

where the polynomials gy, ..., qs are such that max;{deg¢;} < max;{degp;}.
Repeating this procedure, since the x — a;; are linear polynomials, we can
eventually write

d1

d
P = g1} + gor} + garf + gari + |

ds
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for some g¢1,...,94 € Q[z] and d4,...,ds € Q.
Therefore, when p € Ker f it follows that

0= f(p) = f(d1,dz,ds,ds) = die1 + daez + dzes + dyey.

This implies d; = 0 for all ¢, since B is a basis of V, i.e., p € (r1,r2,r3,1r4),
and thus (ry,re,rs,ry) = Ker f.

To obtain the desired decomposition of V', we find the Smith form of the
matrix of relations whose columns are the vectors r;, i.e., the matrix I — A.
We thus consider

a; — @12 a3 a4
a a2 — T G a
Azl = 21 22 23 24
asi az2 G33 —T Q34
Q41 a42 a43 Q44 — T

11—z 0 1 0
0 1—-z -2 0
-2 -1 2—-z2 0 ’
-2 -1 -2 1—=x

i.e., the characteristic matriz of A.
The Smith form of A — zI is

10 0 0

01 0 0

00 z—1 0 ’
00 0 z3—42245x—2

therefore,
V ~Q[z]/(z — 1) ® Q[z]/(2® — 42 + 5z — 2).

The rational canonical form M of A consists of two blocks, given by the
companion matrices of

f —agl)w-l-a(l) =z-—1

and
fo= (2):1: +a( ) 2 +a(2)w+a(2) z2 — 42% + 52 — 2.

Hence,

0
2
_5 Y (43)
4

and this concludes the first part of our example.

Consider again the decomposition V = @;_, (v;) ~ @;_, K[z]/(f:)-
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Using unique factorization in K[z] and the Chinese Remainder Theorem, we
can further decompose the summands as

(vi) =~ K[z]/(fi) @K[wl/ fi)

where the f;; are the distinct irreducible factors of f;.
The last isomorphism in the above expression represents the decomposition of
(v;) as a sum of f;;~components, see E.10.49. Given the divisibility relations
among the polynomials f;, it is clear that non-trivial f;;-components also
appear in the decomposition of (vi) for k > i.

In the special case when the field K is algebraically closed, each

fo=T1 (== 29)”
j=1

factors into a product of powers of linear polynomials, where )\g.i) € K and
)\;i) # )\g) if j # h. Note that e;; is the multiplicity of )\gi) as a root of f;. As

previously remarked, )\g.i) also appears as a root of fi for k > 4.
Therefore, for all 7, we can write

W) =W e.. e w?),

where Ann(w§.i)) = (w - A;”) ij, and obtain a decomposition of V' as a direct

sum of cyclic K[z]-modules

V=@wMe..owe.. .owe.. ow?)

The Jordan Form
T. 4.38. Let K be an algebraically closed field, and let

= (wil)) D...0 (wt(ll)) ®...0 (w (s)) (wt(:))
be the decomposition of V obtained above.

Let also ¢ = Gazb,],vvlth ¥ij = (¢ — /\( 1dV)| wi)- Then:

7.7




4.10 Appendix: the Rational Canonical Form and the Jordan Form 103

1. a basis of V is given by

{0, pu@), ... v @),

1 1 =il 1
gl)ﬂbltl(wgl))»---;d’;;il ( ( ))

wl?, Yo (), ..., v (W),
), ot (W), .. ests‘l(wt;"))}

2. the matrix associated with ¢ with respect to such basis is a diagonal
block matrix

J>\§1)
Jkgl)
0
N
t1
J)‘iz)
J (s 1)
ts—1
0 Iy
JAS)
where each block J @ isa Jordan matrix of size e;j,
(@)
)\j 0o ... 0
(@)
1 )\j 0
Hho=110 17"
: . .0
0 0 I
L J

Proof T. 4.38. Since V is expressed as a direct sum, we can focus on the

action of 9 on each of the subspaces (wy)}.

By definition, this action is given by ;;.
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To simplify the notation, let wg.i) = w, )\;i) = A, and Ann{w) = (x — \)°.
Then, we have 1) = ¢ — Aidy, and we can work with the cyclic K[z]-module
(w) ~ K[z]/(x — A\)¢, which is a K-vector space of dimension e.

1. According to T.4.36.5, the set {w, p(w),...,¢* 1 (w)} is a basis of (w).
From the definition of v, it follows that

' (w) = (¥ + Xidy)'(w) € (w,p(w), ...,y (w)),

and therefore, {w, ¥ (w),...,9* ! (w)} is also a basis of (w).
2. Regarding the action of ¢ on (w), we have

Pt (w) + Wi(w) if0<i<e—1

e(¥'(w)) = (¢ + Aidv) (%' (w)) = {
Apet(w) ifi=e—1,

where the last equality is given by ¥¢(w) = (z — A)*w = 0. Therefore, the
matrix representing ¢ with respect to the basis {w,¥(w),. .., (w)} is

and the proof is complete. a

Let us revisit our previous example in order to find the Jordan form of the
matrix A in (4.2) over C. We computed the rational canonical form M of A
in (4.3).

Since fo = 2® — 422 + 5z — 2 = (z — 1)?(z — 2), we immediately have that
the Jordan form of A is

1/00(0
0]j10]0
01110
0]00]|2

Finally, we note that the (z — 1)-component is represented by the 3 x 3
upper-left block of the matrix. This block consists of two smaller blocks: the
first block, of size 1, is derived from My, and the second block, of size 2, is
derived from Mjy,.
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Chapter 5 jeckes
Tensor Product

We introduce a new product operation between modules called tensor prod-
uct. We provide a detailed description of its construction and fundamental
properties. We then interpret the tensor product with a given module as
a functor. Finally, we highlight an important application of this operation,
namely, extension of scalars.

5.1 Universal Property of Tensor Product

Let A be a ring, and let M, N, P be A-modules. A function b: M x N — P
is A-bilinear if for any m € M the map

b(m7.) N — P, b(m7.) (n) > b(m, n),
and for any n € N the map
b(.,n): M — P, b(.,n) (m) — b(m, n)

are A-linear.
Let Bil(M, N; P) denote the set of all A-bilinear maps from M x N to P.
We define an A-module structure on it by setting, for any b,b’ € Bil(M, N; P)
and a € A,
i) (b+0)(m,n) =b(m,n) +b'(m,n);
ii) (ab)(m,n) = ab(m,n),
for all m € M and n € N, see E.11.1.
T. 5.1. Let A be a ring, and let M, N, and P be A-modules. Then,

Bil(M, N; P) ~ Hom 4 (M, Hom 4 (N, P)).
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Proof T. 5.1. Define
&: Bil(M, N; P) —s Hom4 (M, Hom (N, P))

as the function that sends an A-bilinear map b to ¢p: M — Hom 4 (N, P)
defined by @p(m)(n) = b,y (n) = b(m,n).
Additionally, let

¥: Homx(M,Homy (N, P)) — Bil(M, N; P)

be the function that sends a homomorphism ¢ to the A-bilinear map b,
defined by b,(m,n) = ¢(m)(n) for any m € M and n € N.
To complete the proof, it is sufficient to verify that:

i) @ and ¥ are well-defined, i.e., ¢ is a homomorphism and b,, is A-bilinear;
ii) @ and ¥ are A-modules homomorphisms;
iii) @ and ¥ are mutually inverse. O

We define the tensor product using the following universal property, and then
we prove its existence and uniqueness.

- 2
Tensor Product and its Universal Property

Let A be a ring, and let M, N be A-modules.

We define the tensor product of M and N, denoted by (T,7), as an

A-module T along with an A-bilinear map 7: M x N — T.

This pair satisfies the following universal property:

for any f € Bil(M, N; P), there exists a unique A-module homomorphism

f: T — P which makes the following diagram commutative:

MxN—+
4
T.
N\ J

T. 5.2. Let A be aring, and let M, N be A-modules. Then, the tensor product
of M and N exists and is unique up to isomorphism.
Proof T. 5.2. Assume that (71, 71) and (75, 72) are two tensor

products of M and N. Using the universal property twice, first with P = T}
and then with P = T3, we obtain a diagram
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T1

M x N T
7
T2
T T
7
T17

where the homomorphisms 7; and 72 are provided by the universal property.
Hence, they are unique, and such that 7 = 7 o7 and 7, = 71 o 7».
The composition 71 o 73 is an endomorphism of T such that (71 0 72) o 71 = 1.
Since idr, o 71 = 71, the uniqueness in the universal property yields

71072 =idr,.

Similarly we have 75 o 71 = idr,, and we can conclude that 77 ~ T5.
Consider the free A-module F = AM*N  which has canonical
basis B = {€(m,n): (M,n) € M x N}, and the map i: M x N — F which
sends (m,7n) t0 €(m n)-

Moreover, consider the submodule of F’

D = (i(m1 + mg, n) — i(m1,n) — i(ma,n), i(am,n) — ai(m, n),
i(m,n1 + ng) — i(m,n1) — i(m, na), i(m, an) — ai(m, n):

m, my, mg € M, n, n1, ng € N, a € A),
and define the map
T=moi: M x N — F — F/D,

where 7m: F — F/D is the canonical projection.
Note that 7 is A-bilinear by construction, since D contains all the relations
that 7 must satisfy to be A-bilinear.

Next, we prove that the pair (T' = F/D, 1) is the tensor product of M and
N by showing that it satisfies the universal property.
Suppose P is an A-module, and let f € Bil(M, N; P).
Consider the diagram

=7

F* F/D=T—=0.

“h

™

We have to prove that there exists a unique homomorphism f such that
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for=fomoi=Ff.

Since F' is a free module, there exists a unique homomorphism 1 which makes
the upper left triangle commute, i.e., f =t oi.
Next, we define f such that f o7 =1, and thus,

for=fomoi=goi=f.

We set _
f:F/D— P, T+ (x) for any z € F.

If f is well-defined, then it is a homomorphism, since v is a homomorphism,
and the diagram commutes by construction.

For f to be well-defined, we need ), = 0. It is sufficient to prove that this is
true for the generators of D.

For example, since f is bilinear, we have

P(i(m +m/,n) —i(m,n) —i(m’,n))
= (poi)(m+m',n) — (Y oi)(m,n) — (¢ oi)(m’,n)
= f(m+m/,n) — f(m,n) — f(m',n) = 0.

To show that f is unique, assume that there exist two homomorphisms
fi,f2 such that fi omoi = f, omoi. This implies that f; om and foo
coincide on the elements of the canonical basis of F', and thus, on F.
Therefore, for any T € F/D, there exists z € F such that

h(@) = fi(n(z)) = fa(n(2)) = fo(@). o

The tensor product of M and N is denoted by M ® 4 N, or simply by M @ N
when there is no ambiguity on the ring A.

Additionally, we denote the element 7(m, n) by m® 4 n, or simply m ®n. This
element is referred to as a simple tensor, or elementary tensor. Any element
of M ® N is called a tensor.

By construction, we have that for all m, mi, mg € M, n, ni, np € N and
a € A, the following relations hold:

i) (m1+m2)®@n=m; @n+myn;
ii) m® (ny +mn2) =m®ny +mng;
iii) a(m®n) =am®@n =m® an.
T. 5.3. (— p. 233) Let A be a ring, and let M, N be A-modules.

1. Forallme M and n € N, we have n®0=0®n = 0.

2. The set {m ®n: m € M, n € N} of simple tensors is a generating set of
M®N.
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3. Let G; and G5 be sets of generators of M and N, respectively. Then, the
set of simple tensors

GI®G={m®n:megy,ne g}

is a set of generators of M ® N.
4. If M and N are finitely generated, then M ® N is finitely generated.

In particular, T.5.3.2 implies that a tensor is a finite linear combination of
simple tensors.

It should be noted that M ® N can be zero even if M # 0 and N # 0.
As an example, we show that Z/(5) ®z Z/(7) = 0.
Using T.5.3.1, we see that

5@®b) =560b=5a0b=0®b=0.

Similarly, we obtain 7(@ ® b) = 0. Thus, for any simple tensor m ® n we have
men=1men)=(21-20)(m®n)=0.
The conclusion follows from T.5.3.2.

As a non-trivial example, we compute the tensor product Alzx] ® 4 Aly] of
the A-modules M = A[z] and N = A[y], which are generated by {z*: i € N}
and {y’: j € N}, respectively.

Clearly, M ® 4 N is generated by {z' ® y’: (i,j) € N?}.
Consider the diagram

Alz] x Aly] —_:A[w, ]

Ale] @4 Aly),

where the horizontal map (z%,47) — z'y’ is the usual multiplication in A[z,y],
which is A-bilinear, and the homomorphism ¢ is given by

@(Z aij(z' ® yf)) = Z ai;z'y’.
i,5 ,J

Then, ¢ is surjective, since, for any polynomial p =3_, ; aijriy’ € Alz,y], we

have ¢(3_; ; a;;(z* ®y7)) =p.
Furthermore, if

W(Z aij(¢* ® 7)) = Zaijwiyj =0,
i, i,J

then a;; = 0 for all ¢, j, hence ¢ is injective as well.



110 5 Tensor Product

e I
Properties of Tensor Product

T. 5.4. (— p. 233) Let A be a ring, and let M, N, and P be A-modules.
Then:

AR M ~ M,

M®N~NQM,;

M®N)®P~M® (N® P),

(M®N)8 P~ (M&P)® (N P);

if I is an ideal of A, then M ® (A/I) ~ M/IM;

if M and N are free of rank m and n, respectively, then M ® N is

free of rank mn.
L Y,

& S s 89 9 =

In general, a tensor product of free modules is free, see E.11.4.
Note that part 4 establishes that tensor product and direct sum commute.

For a similar statement regarding tensor product and direct product, see
ToF.14.91.

T. 5.5. (— p. 235) Let A be a ring, and let M, N, and P be A-modules.
Then,

Homu (M ®4 N, P) ~ Bil(M, N; P) ~ Hom4(M,Hom4 (N, P)).

The isomorphism between Hom (M ® 4 N, P) and Hom 4 (M, Hom 4 (N, P))
is called the adjunction formula Hom-®.

5.2 Tensor Product as a Functor

Let f: M — M’ and g: N — N’ be A-module homomorphisms.
They induce a well-defined homomorphism

f®gGMON — M N, (f®g)(men)=f(m)®g(n),

see E.11.6.

Using E.11.7, it is easy to see that if f and g are isomorphisms, then f ® g is
also an isomorphism. In particular, if M ~ M’, then M @ N ~ M’ ® N for
every A-module N.

Moreover, according to E.11.7, for any A-module N, the map ¢® 4 IV, sending
an A-module M to M ® 4 N and an A-module homomorphism f: M — M’
to faidy: M ®a N — M’ ®4 N, defines a covariant functor from the
category of A-modules to itself.
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Similarly, we can define the functor N ® 4 », and, by T.5.4.2, we can identify
the two functors.

e N

Right Exactness of e @ IV

T. 5.6. Let M; R N Ms — 0 be an exact sequence. Then, for
any A-module N, the sequence

My @N 22 e N 229 s A @ N —0

is exact.
N\ )

Proof T. 5.6. By T.4.16.1, the exactness of M; i} M- My, —0 implies
the exactness of

0 —» Hom(Ms, Hom(N, Q)) - Hom(M, Hom(N, Q))
1% Hom(M,, Hom(N, Q))

for any A-module Q.
Using the isomorphisms defined in T.5.1 and T.5.5, we obtain the commutative
diagram

Hom(M, Hom(N, Q)) ” '_{;of Hom(M;7,Hom(N, Q))
Bil(M, N; Q) T Bil(My, N; Q)
Hom(M ® N, Q) —— Hom(M; ® N, Q).
b¢, — b¢of

Since for any B:; € Hom(M ® N, Q) and for any simple tensor m; ® n we have

(f®idN)*(3;)(m1 ®n) = (B;o (f ®idn))(m1 ® n)
= b, (f(m1) ®n) = b,(f(m1),n) = p(f(m1))(n)

= bsoof(ml’n) = b;;}(ml ® TL),

the last horizontal homomorphism coincides with (f ® idy)*.
In a similar way, it can be verified that the induced homomorphism on
Hom(M; ® N, Q) is (¢ ®idn)*.
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As a result, the sequence

0 — Hom(Ms ® N, Q) £219~)°,

—>(f®idN)* Hom(M; ® N, Q)

Hom(M ® N, Q)

is exact for any Q.
Using T.4.17.1, we can conclude that the sequence

MyeN L2, Mo N 229N Mo N — 0
is exact. O

As we have seen for the functors Hom 4 (M, ) and Hom4(s, N), see T.4.16
and T.4.17, the converse of the previous statement also holds.

( )

T.5.7. (— p. 235) Let M; EEINY VN M, — 0 be a sequence of
A-modules. If, for every A-module N, the sequence

My @N 2 o N 29 L AN —0

is exact, then M, NG YN Ms; — 0 is exact.
N Y

An A-module @ is said to be flat if for every injective A-module homomorphism
f i+ My — M, the induced map f®idg : M1 ®Q — M QQ is also injective.
By T.5.6, the functor e ® @) preserves short exact sequences if and only if @
is flat.

Not all modules are flat. For example, let A=Z =M =N, Q =7Z/(2), and

consider the short sequence 0 — Z — Z — Z,/(2) —» 0.
Tensoring with @), we observe that the sequence

is not exact since the homomorphism 2 ® idy/(2) is zero.
Therefore, since Z ®z Z/(2) ~ 7Z/(2) # 0, this homomorphism cannot be
injective.

5.3 Extension of Scalars

In Section 4.1, it was shown that given rings A and B, and a homomorphism
f+ A — B, we can define an A-module structure on any B-module M by
restricting scalars via f.
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This is achieved by defining the scalar multiplication as follows
AxM— M, (a,m)— f(a)m.

We can view restriction of scalars as a covariant functor from the category of
B-modules to the category of A-modules.

Indeed, any B-module homomorphism uw: M — N induces an A-module
homomorphism @ between M and N, since for any m € M and a € A, we
have

@(am) = u(f(a)m) = f(a)u(m) = ati(m).

In this way, the ring B has two module structures. It is not only a module
over itself, but also an A-module with the structure defined via f.
The two scalar multiplications commute, since

(ab)t’ = (f(a)b)t’ = f(a)bb’ = a(bb')

hold for any a € A and any b,b’ € B.
We call B an (A, B)-bimodule.

On the other hand, suppose that M is an A-module. The tensor product
Mp = B®4 M has a natural A-module structure. Since B is a B-module, we
can also define a B-module structure on Mp as follows

B x Mp — Mg, (b,bl®m)i—)bbl®m.

We say that the structure of B-module on Mg is defined by extension of
scalars. Note that the module Mp obtained via extension of scalars is an
(4, B)-bimodule.
One classical example of extension of scalars is given by a domain A and its
field of fractions B = Q(A). Another example is provided by a field extension
K C L, where extension of scalars transforms a K-vector space into an
L-vector space.

As previously noted for restriction of scalars, we can view extension of
scalars as a covariant functor from the category of A-modules to the category
of B-modules. This functor is essentially defined by B ® 4 e.

The following fact is very useful. For a complete proof, see [2, Theorem 8.8].

T. 5.8. Let A and B be rings. Let also M be an A-module, N an (A4, B)-
bimodule, and P a B-module. Then, there exists an isomorphism of (A, B)-
bimodules

(M®aN)®p P~M®4(N®gp P).



Chapter 6 Spdaies
Localization

In this chapter we discuss the construction of rings of fractions, an operation
which generalizes the construction of the rational numbers QQ from the ring
Z, or, in greater generality, the construction of the field of fractions of a
domain. We will define fractions using as denominators elements of a chosen
subset of the ring. We will see that, when we choose the denominators in the
complement of a prime ideal, this construction produces a local ring whose
maximal ideal is the extension of that prime with respect to a canonical
homomorphism.

6.1 Rings of Fractions

Let A be a ring. We say that a subset S C A is multiplicative, or multiplicatively
closedif 1 € S and st € S for any s,t € S.

T. 6.1. (— p. 236) Let S C A be a multiplicative subset. For a, b € A and
s, t € S, the relation

(a,s) ~ (b,t) <= there exists u € S such that u(at —bs) =0

defines an equivalence relation on A x S.

We denote (A x S)/~ by S~'A, and we denote by ¢ the equivalence class of
the element (a, s).

Ring of Fractions

T. 6.2. (— p. 236) Let S be a multiplicative subset of a ring A.
Then, the set S~'A with the sum and product operations defined by
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a b at+bs a b ab
== = and —--=—,
s st s t st
for all a, b € A and s, t € S, is a commutative ring with identity, where

_0 _1
O—Iandl_i.

The ring S~'A is called the localization of A at S or the ring of fractions of
A with respect to S.
It is easy to verify that the map

c=0s: A— S7'A given by o(a)=¢

is a canonical ring homomorphism, usually called localization homomorphism.

T. 6.3. (— p. 236) Let S be a multiplicative subset of A, and let o be the
localization homomorphism A — S~1A. Then:

1. o is injective if and only if S ND(A) = 0;
2. S7'A =0 if and only if SNN(A) # 0.

The following is the fundamental and defining property of localization.

- 2
Universal Property of Ring of Fractions
T. 6.4. Let g: A — B be a ring homomorphism such that g(S) C B*.
Then, there exists a unique ring homomorphism §: S~*A — B such
that the following diagram commutes

(. )

Proof T. 6.4. If § exists, then, for every a € A and s € S
9($) = go(a) =g(a) and §(3)=3((5)™") =3(}) " =g(s)™"

Hence, § is defined as § (%) =g (%) g (%
uniquely determined by g.

To complete the proof, we show that §: S~'A — B is well-defined.

Let ¢ = %’, and let v € S be such that u(at — bs) = 0. Then, we have

g9(u)(g(a)g(t) — g(b)g(s)) = 0.
Since g(u) € B*, we obtain § (£) = g(a)g(s)™' = g(b)g(t) ' =3 (%).
Since g is a homomorphism, § is also a homomorphism. a

= g(a)g(s)~1, and therefore, § is
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e N

T. 6.5. (— p. 236) Using the same notation as in T.6.4, assume that:

i) if g(a) = 0, then there exists s € S such that as = 0;
ii) for any b € B there exist a € A and s € S such that b = g(a)g(s)~!.

Then, §j: S~'A — B is an isomorphism.
L J

It is worth noting that if g is injective, then § is also injective.

Two examples of rings of fractions which are particularly important are
the following;:

i) Localization at the powers of an element. Let S = Sy = {f"}nen be the
set of powers of an element f € A.
In this case S~'A is denoted by Ay.
It is clear that Ay # 0 if and only if f & N (A);

ii) Localization at the complement of a prime ideal. Let S = A\ p be the
complement of a prime ideal p € Spec A.
In this case S7! A is denoted by A, and is called the localization of A at p.

It is important to remark that in the last example the result of localization is
a local ring.

T. 6.6. (— p. 236) The ring A, is a local ring with maximal ideal

pApz{g: a€p, sES}.

Extension and Contraction of Ideals with respect to og
T. 6.7. (— p. 237) Let A be a ring, let S C A be a multiplicative subset,
and let 0 = og be the localization homomorphism.

1. Let I C A be an ideal, and let I® = (o(I)) be its extension in S~1A.
Then:
a. I°={%:a€l, s S} =8I
b. S~'I = S~'Aif and only if IN S # 0;
c. I**={a€A: aselforsomeseS}t=J I:(s).
seS

2. Let J C S71A be an ideal, and let J¢ = o~1(J) be its contraction
in A. Then, J = J°, i.e., every ideal of S™!A is the extension of an
ideal in A.
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e N
T. 6.8. (— p. 237) Let A be a ring, and let S C A be a multiplicative
subset.

If p C A is a prime ideal such that p NS = @, then p = p®. Furthermore,
p° is a prime ideal of S~1A.

In particular, there exists a one-to-one correspondence between prime
ideals of S~'A and prime ideals of A that do not intersect S:

SpecS™'A «— {p € SpecA: pnN S = }.

(S )

It is straightforward to verify that

§=A\ Uph

heH

is a multiplicative subset for any set of primes {p; € SpecA: h € H}.
Furthermore, if H is finite, the Prime Avoidance Lemma implies that S~'A
is semilocal.

- 2
Localization and Operations on Ideals

T. 6.9. (— p. 237) Let I, J C A be ideals. Then:
ST I+J)=8"1+571J;
S=Y1J)=8"1-571J;
S~YInJ)=8"1Ins1J;

™I =511

In particular, STIN(A) = N(S~1A).

(S )

= 89 =

It is worth noting that in a localization, the inverses of all elements of S are
added, but there may be additional invertible elements. For example, consider
the set S = {6"},en C Z. Since 22 = 1, also the element 2 is invertible in
S~1Z, as well as all elements of the set T' = {2"3™},, men.

A more detailed analysis of this phenomenon can be found in Section 6.5.

6.2 Modules of Fractions

The construction we just described for rings can be generalized to modules.
Given an A-module M, we can localize it with respect to a multiplicative
subset S C A to obtain an S~!A-module S~ M.

We define an equivalence relation on M x S by letting

(m,s) ~ (n,t) <= there exists u € S such that u(tm — sn) =0,
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where m, n € M and s, t € S.
We denote by S™'M the set (M x S)/~ and by Z the equivalence class of
an element (m, s).

s ~
Module of Fractions

Let M be an A-module, and let S C A be a multiplicative subset.
The set S~1M with the operations defined by

B, B BB g @68 @6
S t st s t st

where m, n € M, s,t € S, and a € A, is an S~! A-module.
N J

The module S~'M is the localization of M at S or the module of fractions of
M with respect to S.

Note that if Ann M NS # (), then S~1M = 0.

Indeed, if there exists s € Ann M N S, then for every element 5 € S 1M, we
have sm = 0, hence 7+ = %.

As in the case of rings, we denote S~'M by M; when S = {f"},.en, and
by M, when S = A\ p. In particular, when M = I is an ideal of A we write
I, =1A,.

Let 0: A — S7!A be the localization homomorphism. By using the
restriction of scalars via o, any S~!A-module is endowed with an A-module
structure. This structure is defined by am = ¢m for all a € A and m € M.

By abuse of notation, we continue to refer to the canonical localization map
for modules as o0 = 0. We can easily verify that o: M — S~1M, defined

by o(m) = ¢, is an A-module homomorphism.

To establish the universal property of module of fractions, as was previously
done for rings, it is essential to take into account that M and S~'M are
modules over distinct rings. Therefore, if we wish to factor a homomorphism
f: M — N through S~'M, we need N to be endowed with both an A-
module and an S~ A-module structure. Additionally, these two structures
must be compatible, meaning that an = ¢n holds for all a € A and n € N.

T. 6.10. (— p. 238) Let A be a ring, let S C A be a multiplicative subset,
and let N be an A-module.

It is possible to define an S~!A-module structure on N compatible with the
A-module structure if and only if for every s € S the multiplication

ps: N =5 N

is an isomorphism.
In this case, the S~ A-module structure on N is unique.
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e N
Universal Property of Module of Fractions
T. 6.11. (— p. 238) Let S C A be a multiplicative subset, and let M be
an A-module. Let also N be an A-module such that the multiplication
s iS an isomorphism on N for all s € S.
Then, for any A-module homomorphism f: M — N there exists a
unique S~!A-module homomorphism

f: S7'M — N such that f (%) = %f(m)

and the following diagram commutes:

M—L N

"L
-~ f

S—IM.

(S J

Note that, by T.6.10, N is an (4, S~'A)-bimodule.
Moreover, the homomorphism f is also an A-module homomorphism by
restriction of scalars.

6.3 The Functor S—1

In order to view localization as a functor, we need to understand its effect on
homomorphisms. Let f: M — N be an A-module homomorphism. We can
construct the following diagram:

M—7t N

I

S—lM ........... > S_lN.
57t

It can be easily verified that the map given by

s () - 42

S

is an S~!A-module homomorphism that makes the diagram commute.
Alternatively, we recall that S~ N is an (A4, S~ A)-bimodule, and therefore,
by the universal property, we have S~'f = oo f.
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Moreover, for any A-module homomorphism g: N — P, we have
S (gof)=8"1goS71f.

Consequently, localization can be viewed as a covariant functor from the
category of A-modules to the category of S—!A-modules.

- ~
Exactness of S—1

T. 6.12. (— p. 239) The functor S~ is exact, i.e., for any exact sequence

ML N % P the sequence S—'M i N S-1N 579, §-1p s also
exact.

In particular, if f is an injective homomorphism, then S~1f is also
injective, and if g is a surjective homomorphism, then S~!g is also

surjective.
& J

It can be easily verified that for any A-module M and any localization
S~'M, all submodules of S~ M are of the form S~ N where N is a submodule
of M, see also T.6.7.2.

- 2
Localization and Operations on Modules

T. 6.13. Let S C A be a multiplicative subset. Let also M, N, and P be
A-modules.
1. If M and N are submodules of P, then S™1(M+N) = S~!M+S~1N.
2. If M and N are submodules of P, then S~1{(MNN) = S~1MnNS~IN.
3. If N is a submodule of P, then S~'N C S~'P and

S~Y(P/N)~S~'P/S~!N.
4. If M is finitely generated, then S~ Anny M = Anng-1,4 S™'M.
5. If M and N are submodules of P and N is finitely generated, then

S'(M:N)=8"'M:S'N.

\

-

Proof T. 6.13. 1. Forany m € M, n € N, and s € S, we have ™+ = ™ 4
As a consequence, S}(M + N) C S~'!M + S~IN.

To prove the opposite inclusion, recall that 2 4 2 = tntsn,
2. Since M N N is contained in both M and N, we immediately have the
inclusion S~} (M NN) C S~!MNS~IN.

To prove the opposite inclusion, let o« € ST M N S~IN.
Then, there exist m € M, n € N, and s, ¢, u € S such that a = T = ¥ with
u(tm — sn) = 0. This implies that utm = usn € M N N.

® |3
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Therefore,

t
T:w:ﬂes—l(MmN)_
S uts uts

3. By applying S~ to the exact sequence 0 — N LpI P/N — 0, where

1 is the inclusion homomorphism and 7 the canonical projection, we obtain
-1, -1

the exact sequence 0 — S™1N S, g1p ST, S~Y(P/N) — 0, since

S~1is an exact functor by T.6.12.

Consider the diagram

0 s-iN 5 g-1p ST g-1(p/N) 0
lids_lN lids_lp l'y
0 S$IN— >8P~ §1P/S"IN — >0,
J n

where j is the inclusion homomorphism, 7 is the canonical projection defined
by n(2) =2+ S7IN, and v(2) = 2 4+ S~IN, where p € P is any element
congruent to p modulo N. The map 7 is well-defined, since, when £ = %, there

exists u € S such that utp = usg, that is, utp — usq = n for some n € N.
Therefore, we have

D t
v p :E.}.S‘lN:u_p_{_S—lN:ﬁ_kl_Fs—lN
s S uts uts  uts

I N
_t+S N 'y(t).

It is clear that the square on the left commutes.
For the square on the right, we have

o5 (2) 2 (£) (%)

The conclusion follows from T.4.20.

4. We proceed by induction on the number of generators of M.
If M = 0, then there is nothing to prove.
Now, assume that M = (m)4 # 0. Then, S7'M = () g-14.
If 3 € S~1 Anny M, then et =4 =0, de., $ € Anng-14 S~1M.

To prove the opposite inclusion, let ¢ € Anng-14 S—iM.
Then, ¢* = 27 = 0, and there exists u € S such that uam = 0. Hence,
ua € Anng M and ¢ = %% € S~ Anny M.

Proceeding to the inductive step, we write M = N; + Ny with N7 and No
A-modules each having fewer generators than M.
By applying parts 1 and 2, along with the properties of the annihilator, see
E.8.21, we obtain
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S~1Anng M = S~ Anny(N; + N,) = S~ (Anny Ny N Anny Ny)
=S5"1Anng N;N S~ Anny N,
= Anng-14 S7!N; N Anng-14 S7I N,
= Anng-14(S7IN; + .S’_lNg)
= Anng-14(S7' (N1 + N2)) = Anng-14 S~ M,

where the fourth equality follows from the inductive hypothesis.

5. By definition, a € M : N if and only if aN C M, and this is equivalent to
saying that a (N + M)/M) =0, i.e.,

M :N=Annys (N+M)/M).

If N is finitely generated, then (N + M)/M is also finitely generated, and it
is sufficient to use parts 1, 3 and 4 to obtain

ST (M : N)=S"' Anny ((N + M)/M)
= Anng-14 (S7 (N + M)/M))
=Anng-14 (ST'(N + M)/S™'M)
=Anng-14 (ST'N+ S 'M)/ST'M)=8"'M:S7'N. O
Note that part 4 is a special case of part 5, and neither of these statements
holds in general.

For example, take A = K [t, wineE N] with & and ¢ indeterminates,
M = (z)a, N=(%: n€N)y, and S = {t": n € N}. Here, M and N are

tn
ideals of A, and we have

M:N={aeA: ‘Z—ferorauneN}=( -neN)=N.

xz

tn

Hence, S™1(M : N) = S7IN = $~!(z) = S~ M, while
S™TIM:S7IN=S"'A.

We conclude this section by presenting some connections between localiza-
tion and tensor product.

~ N
Localization and Tensor Product

T. 6.14. (— p. 239) Let S be a multiplicative subset of a ring A, and let
M be an A-module. Then, there exist canonical isomorphisms:
1. SS1M~ S 1A ®a M;

2. ST M ®aN)~SM®g-14S7IN.
. J
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6.4 Local Properties

Let P be a property of a ring A. We say that P is a local property if
P holds for A <= P holds for A, for all p € Spec A.
Similarly, a property P of an A-module M is a local property if
P holds for M <= P holds for the A,-module M, for all p € Spec A.
The following is a fundamental local property.

T. 6.15. (— p. 239) Let M be an A-module. Then, the following statements
are equivalent:

1. M =0;
2. M, = 0 for all ideals p € Spec A4;
3. M, =0 for all ideals m € Max A.

If S= A\ p with p prime, and f: M — N is an A-module homomorphism,
we denote the homomorphism S~'f by f,: M, — N;.

T. 6.16. Let f: M — N be a homomorphism. Then:

1. f is injective if and only if f, is injective for all p € Spec A, equivalently,
if and only if fi, is injective for all m € Max A;

2. f is surjective if and only if f, is surjective for all p € Spec A, equivalently,
if and only if f, is surjective for all m € Max A.

Proof T. 6.16. 1. We claim that (Ker f), = Ker f, for any prime p.
We have that ™ € Ker f, if and only if £ = f, () = 0, i.e., if and only if
there exists u € S = A\ p such that f(um) =uf(m) =0.
Hence, = = %% ¢ (Ker f),.

To prove the opposite inclusion, let 7 € (Ker f),.
Then, = = % for some n € Ker f. Hence, there exists u € S such that
utm = usn, and

B () = (G) =gy () = 1) o,

uts uts uts
e, ™ € Ker f,.
The conclusion follows from T.6.15.

2. Proceeding as in part 1, we can prove that Imf, = (Imf),. Therefore,
Coker f, = (Coker f),. The conclusion follows again from T.6.15. ]

T. 6.17. (— p. 240) Let A be aring, and let M be an A-module. The following
are local properties:

1. A is reduced;

2. M is flat.
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An example of a property that is not local is P = “being Noetherian”.
Consider

A=(Z/(2))[zi: i €N]/I with I = (2?—=;: i€N).

It is clear that A is not Noetherian.

However, for any prime ideal p, the ring A, is local by T.6.6. The definition
of I and the fact that we are in characteristic 2 imply that every element of
A, is idempotent. Since in a local ring the only idempotents are 0 and 1, see
E.8.17, it follows that A, ~ Z/(2) is Noetherian for all p € Spec A.

6.5 Appendix: the Saturation of a Multiplicative Subset

As previously observed, in a localization S~1'A, it is possible for the set
{t € S7*A: t € S} to be a proper subset of (S~'A)*. In order to explain
this phenomenon, we will describe the saturation of a multiplicative subset
S C A and the set of invertible elements of S~1A.

Consider a multiplicative subset S C A. Then, & € (S~1A)* if and only
if there exists % € S71A such that ‘;—i’ = %, hence, if and only if there exist
u € S and b € A such that uab = ust € S.

A multiplicative subset S C A is called saturated if for any s, t € A such
that st € S, both s and ¢ are elements of S.

For example, the set of invertible elements A* of A and the set S = A\ D(A)
are saturated multiplicative subsets of A.

It should be noted that if S is saturated, then S = {a € A: ¢ € (S~*A)*}.
Indeed, as previously shown, ¢ € (S ~1A)* if and only if uab € S for some
b€ A and u € S, therefore, by definition of saturated set, a € S.

T. 6.18. (— p. 240) A multiplicative subset S is saturated if and only if

s=4\ |J »

pESpec A
pNS=0

The saturation of a subset S C A is defined as
S = {t € A: there exists a € A such that at € S}.

It is straightforward to verify that the saturation of a multiplicative subset is
a saturated multiplicative subset, see E.12.34.
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The following result provides a characterization of saturated sets and a
description of the invertible elements of S~!A.

- 2
Properties of Saturation
T. 6.19. Let S C A be a multiplicative subset, and let S be its saturation.
Then:

1. SCS;

2. if T C A is a saturated multiplicative subset such that S C T, then
SCT;

3.5=4A\ U

pESpec A
pNS=0

4. (§71A)* = {‘—; a€s, sES};

5. S =05"((S"*A)*), where o5: A — S~!A is the localization homo-
morphism;

6.5 'A=5"1A.

& J

Proof T.6.19. 1. If s€ S, then s-1 € S, hence s € S.

2. If s € S, then there exists a € A such that as € S C T. Therefore, s € T
since T is saturated.
3 LetT=A\ U »
pESpec A
pNS=0

Clearly, T is a multiplicative subset containing S, and by T.6.18, it is saturated.
Therefore, part 2 implies that S C T.

To prove the opposite inclusion, observe that S is saturated and contains
S. Hence, again by T.6.18,

S=4\ |J r24\ | r=r

pESpec A peSpec A
pNS=0 pNS=0

4. Consider the element ¢, with a € S. Then, there exists t € A such that
ta € S. Hence, 25t = 1 that is, ¢ € (S71A)*.

To prove the opposite inclusion, let 2, %’ (S~1A)* be such that %%’ =1
Then, there exists u € S such that uab = ust € S, hence a € S.
5. By part 4, we immediately have o5(S) C (S™1A)*.

To prove the opposite inclusion, take u € 051((5 ~1A)*). Then, % belongs

to (S~1A)*, and there exists ¢ such that 2% = 1.
Thus, there exists s € S such that sub = st € S, hence, u € S.

6. It is clear that Ax SC A x S.



6.5 Appendix: the Saturation of a Multiplicative Subset 127

Let ~g and ~z be the equivalence relations associated to S and S, respectively,
see T.6.1.
Then, for any (a, s) and (b,t) in A x S, we have

(a,8) ~s (b,t) if and only if (a,s) ~3 (b,1).

This implies that S~1A C g_lA.

To prove the opposite inclusion, take % € §_1A. Then, there exists a € A
such that at € S. Therefore, 2 = 2 € 5714, O
In general, for any two multiplicative subsets S C T of A, the existence of a
set inclusion between S~!A and T~!A depends on the compatibility between
the equivalence relations ~g and ~r, see T.6.19.6.

For example, take A = Z/(6) with

S={1,5} = A* cT=1{1,5,2,4} =7/(6) \ (3).

We have S™'A ~7Z/(6) and T~1A ~ Z/(3).
T. 6.20. (— p. 240) Let S and T be multiplicative subsets of A. Then,

S'A=T7'A ifand only if S=T.
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Chapter 7 e
Noetherian and Artinian Rings. Primary
Decomposition

In this final chapter we introduce Noetherian and Artinian rings through
chain conditions on ideals. We prove that every ideal in a Noetherian ring is
finitely generated and can be decomposed as a finite intersection of primary
ideals. Additionally, we prove that A is Noetherian if and only if A[z1,...,Z,]
is Noetherian, and that A is Artinian if and only if, up to isomorphism, it
is a finite direct sum of local Artinian rings. This result generalizes what we
have seen in Chapters 2 and 3, where A was a quotient of the polynomial ring
Klz1,...,z,)].

7.1 Noetherian and Artinian Modules

Let (X, <) be a poset, i.e., a non-empty set X equipped with a partial order
relation <. We recall that a chain of X is a totally ordered subset of X

T. 7.1. (— p. 241) The following conditions are equivalent:

1. every chain {s4}nea of elements of X is stationary, or stabilizes, i.e., there
exists ag € A such that s, = sq, for all a > ay;

2. every non-empty subset of X' has a maximal element with respect to <.

An important example to consider is the family X of all ideals of a ring A.
The natural order relations to be considered are the set containments C and
D. When the relation C is used, condition 1 is referred to as ascending chain
condition (a.c.c.), and when it is verified, we say that A satisfies a.c.c.. When
we use the relation D, condition 1 is called descending chain condition (d.c.c.),
and when it is verified, we say that A satisfies d.c.c..

We can provide analogous definitions for the case of modules. Given an
A-module M, we consider the posets (X, C) and (X, D) of all submodules of
M. As before, we say that M satisfies a.c.c. or d.c.c. depending on whether
the order relation is C or D.
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Now, we extend to both rings and modules the notion of Noetherianity, already
introduced for polynomial rings, see T.2.13 and T.2.14.

Let M be an A-module, and let X' be the family of submodules of M. The
module M is called Noetherian or Artinian, depending on whether M satisfies
a.c.c. or d.c.c., respectively.

A ring A is said to be Noetherian or Artinian, if it is Noetherian or Artinian
as an A-module.

s 2
Noetherian Modules: First Properties

T. 7.2. Let I be an ideal of A, and let M, N, and P be A-modules.

1. M is Noetherian if and only if every submodule of M is finitely
generated.

2. Let 0 — N —L5 M —%5 P — 0 be a short exact sequence.
Then, M is Noetherian if and only if N and P are Noetherian.
3. Let M =@, M;.
Then, M is Noetherian if and only if M; is Noetherian for all i.
4. Let A be Noetherian.
Then, A/I is Noetherian both as an A-module and as an A/I-module.
5. Let A be Noetherian.
Then, M is Noetherian if and only if M is finitely generated.
6. Let I C Ann M. Then, M is Noetherian as an A-module if and only
if it is Noetherian as an A/I-module.

7. Let M be Noetherian, and let S C A be a multiplicative subset.

Then, S~'M is Noetherian as an S~!A-module.
L J

Proof T. 7.2. 1. Assume that M is Noetherian, and consider a submodule
N C M. Let X be the set of finitely generated submodules of N, ordered by
C. Since 0 € X, the set X' is non-empty, and there exists a maximal element
Ny € X by T.7.1.

To prove that N is finitely generated, it is sufficient to show that N = Nj.
Assume, by contradiction, N # Ny, and let n € N \ Ny. Then, we have
No € Ng + (n) C N, where Ny + (n} is finitely generated.

Thus, Ny + (n) € X, which contradicts the maximality of Np.

Conversely, assume {M,}oc4 is an ascending chain of submodules of M.
Then, M= U, M, is a submodule of M, and therefore, is finitely generated.
Let {m1,...,m,} be a generating set of M.

Then, there exists ag € A such that

My,...,Mp € Moy CTM = {mq,...,my).

Hence, the chain is stationary at M,,.
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2. Let M be Noetherian, and let {N,},, be an ascending chain of submodules
of N. Then, {f(N,)}« is an ascending chain in M, and hence, it is stationary.
Since f is injective, the original chain is also stationary in N, which implies
that N is Noetherian.

Now, consider an ascending chain {P,}, of submodules of P.

The ascending chain {g=1(P,)}, of submodules of M is stationary. Since
g is surjective, the chain {P, = g(g7*(P.))}« of submodules of P is also
stationary.

Conversely, assume N and P are Noetherian. Suppose { M, }, is an ascend-
ing chain in M. Consider the chains {N, = f~1(M,)} and {P, = g(M4)}a
in N and P, respectively. Since both chains are stationary, there exists 5 such
that N, = Ng and P, = Pg for all a > .

Now, we show that

0— N, JLos M, %2y p, 0,

where fo = fin, and go = g|n.,, is exact for all a.
Clearly, f, is injective and g, surjective. We only need to verify that the
sequence is exact at M.
It is clear that g, o fo, = 0, hence Im f, C Ker g,.

To prove the opposite inclusion, let m, € Kerg, C Kerg = Im f. Then,
there exists n € N such that f(n) = m,. Hence, n € N,, as desired.
Finally, for all a > 8 consider the commutative diagram

0 Ns Mj Ps 0
lidNB liﬁ lidpﬁ
00— No —— Mo —— Pa —0,

where ig is the inclusion homomorphism. To prove the claim, it suffices to
apply T.4.20 to this diagram.

3. Both implications follow from the previous part.
If M = @, M, is Noetherian, then every summand M; of M is Noetherian.
Conversely, we observe that the sequence

n
0—M —M—EPM—0
=2

is exact, and then, proceed by induction on n.
4. Consider the exact sequence

0—I—A—A/I —0.
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By part 2, A is Noetherian implies that A/I is a Noetherian A-module. Since
A/I-submodules of A/I are in one-to-one correspondence with ideals of A
containing I, it follows that ascending chains are stationary.

Therefore, A/I is also Noetherian as an A/I-module.

5. If M is Noetherian, then the conclusion follows directly from part 1.
Conversely, let M = (mq,...,m,) be finitely generated.
Consider the exact sequence

0 — Kerp — A" 55 M — 0,

where ¢(e;) = m; for all i.

Since A is Noetherian, A™ and M are also Noetherian, by parts 3 and 2.

6. We observe that N C M implies I C Ann M C Ann N.

Hence, N is an A-submodule of M if and only if N is an A/I-submodule of
M, by T.4.1.

7. Recall that all submodules of S™'M are of the form S~!N, for some
submodule N of M. Let N = (nq,...,n,)4 be a submodule of M.
Then,

STIN = (m,. . meyg, o

Some properties that hold for Noetherian rings and modules have corre-
sponding formulations for Artinian rings and modules, although the situation
is not completely symmetric, see also T.7.16.

T.7.3. (= p.241) Let 0 — N — M — P — 0 be a short exact sequence
of A-modules. Then, M is Artinian if and only if N and P are Artinian.
In particular, if A is Artinian and I is an ideal of A, then A/T is also Artinian.

7.2 Noetherian Rings and Primary Decomposition

We will prove now that a ring A is Noetherian if and only if the polynomial ring
Alz1,...,zy] is Noetherian. This is a fundamental result, with one direction
following from T.7.2.2 and the opposite direction proven below.

Hilbert’s Basis Theorem

T. 7.4. If A is a Noetherian ring, then A[z1,...,z,] is also Noetherian.

Proof T. 7.4. The proof presented here is not constructive but it is more
general than the one of T.2.13.

Since A[z1,...,Zn] = Alz1,. .., Tn-1][Zx], it is sufficient to prove the theorem
forn =1.

Assume, by contradiction, that there exists an ideal I of A[z] that is not
finitely generated. Recursively define a sequence of elements of I by setting
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fo = 0 and selecting an element f; from I'\ (fo,..., fi—1) with minimal degree.
This choice is always possible, otherwise I would be finitely generated.

Let deg f; = d; and a; = lc(f;) for all ¢ > 1. By construction, d; < d;4; for
every 4.

Moreover, the ascending chain

(al)g...g(al,...,ai)g...

of ideals of A is stationary by hypothesis.

Therefore, there exists an integer k such that ax41 € (a,...,ax), that is,
pt+1 = Zle b;a; for some b; € A.

Let now g € A[z] be the polynomial

k
9= foy1 — Zbixdk+l—d1fi )

i=1

Then, g € I'\ (fo, f1,---,fx) and, by construction, degg < di+1 = deg fr+1-
This contradicts the choice of fiy1. O

Fields, principal ideal domains, polynomial rings with coefficients in Noethe-
rian rings, their finite direct sums, quotients, and localizations are all examples
of Noetherian rings.

Finiteness Theorem 1
T. 7.5. (— p. 241) Let A be a Noetherian ring, and let I be an ideal of
k
A. Then, there exists a positive integer k such that I C I.

In Z, the Fundamental Theorem of Arithmetic holds, and it can be easily
rephrased in terms of ideals: every proper ideal can be expressed as a finite
product of powers of distinct prime ideals, which in this case are primary
ideals. The same holds in any principal ideal domain A: given a proper ideal
(a) of A, since A is a UFD, we can factorize a, and obtain a decomposition of
(a) as a finite intersections of primary ideals by E.8.25.2 and E.8.64.

The results we are about to examine can be viewed as a generalization of
these statements.
We remark that similar results also hold for submodules, see [2, Chapter 18].

An ideal I of a ring A is said to be decomposable if it can be expressed as a
finite intersection of primary ideals of A. This expression is known as primary
decomposition of I. A primary ideal appearing in a primary decomposition
of I is called primary component of I. The next result guarantees that in a
Noetherian ring every ideal is decomposable.
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T. 7.6. Let A be a Noetherian ring, and let I C A be a proper ideal.

1. If I is irreducible, then I is primary.
2. I is a finite intersection of irreducible ideals.

3. I is decomposable.

Proof T. 7.6. 1. Assume [ is an irreducible ideal that is not primary. Then,
there exist a,b € A such that abe I, witha & vI and b & I.
We consider the ascending chain of ideals

ICI:(a)CI:(a)?C....

Since by hypothesis the chain is stationary, we have I : (a)" = I : (a)"*! for
some n € Ny. We want to prove that I = (I,b) N (I,a™). Since I is irreducible
by assumption, and properly contained in (I, b) and (I, a™), we will obtain a
contradiction.
It is clear that I is contained in (I,b) N (I,a™).

To prove the opposite inclusion, let ¢ € (I,b) N (I,a™).
Then, we can write ¢ =14+ a™d € (I, b), for some i € I and d € A.
Therefore,

a"*'d+ ai = ac € (al,ad) C I,

hence d € I : (a)"*! = I : (a)”, which yields c € I.

2. Let X' be the set of all proper ideals of A that cannot be expressed as a
finite intersection of irreducible ideals.

Assume, by contradiction, that X' is non-empty. Since A is Noetherian, X
has maximal elements, which are not irreducible. Hence, if J is a maximal
element, then it can be written as J; N Jo with J C J1, and J C Js.
Moreover, both J; and Jy are not in Y. Therefore, both J; and J can be
expressed as a finite intersection of irreducible ideals. Thus, J also has such a
decomposition.

This contradicts the assumption that J € X.

3. This follows directly from parts 1 and 2. ]

A primary decomposition is not necessarily unique. To achieve some level
of uniqueness, we first reduce the decomposition to a minimal one.

Minimal Primary Decomposition

A primary decomposition I = ﬂ:zl q; is called minimal if it verifies:

i) pi = V@i # /A = p; for all i # j;
ii) qi 2(j9; for all .
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As an initial step, we can remove from the collection of primary ideals any
ideal that contains the intersection of the remaining ones. This eliminates
redundant primary ideals and gives us a decomposition that satisfies ii).

We say that an ideal I of a ring A is p-primary if it is primary and p is its
radical, see T.1.7.1.

To also satisfy condition i), we use E.8.63, which allows us to replace all
p-primary ideals with their intersection.

The next simple result is very useful.

T.7.7. (— p. 241) Let a € A, and let q be a p-primary ideal of A.
1. If a € q, then q: (a) = A.
2. If a & q, then q : (a) is p-primary.
3. Ifa ¢p, then q: (a) =q.
Given a minimal primary decomposition of an ideal I = (;_; q;, where q; are

p;-primary ideals, we can prove that the prime ideals p; are independent of
the chosen decomposition and can be characterized as follows.

e N
Uniqueness Theorem 1

T.7.8. Let [ = ﬂzzl q; be a minimal primary decomposition of an ideal
I C A. Then,

{pi € Spec A: p; = \/E} = {\/I :(a): a€ A} N Spec A.
L J
Proof T. 7.8. Note that

I:(a)= (ﬂ Cli) i (a) = n(ch : (@)

i=1

and, if a € _, qi, then /T : (a) = A is not prime.
We show now the two inclusions. Suppose that a € A and /I : (a) is prime.
We can write

JTi@ =

(@) =Va:@= [ v

i: agds

where the last equality follows from T.7.7.
Since /I : (a) is prime, there exists an index j such that /I : (a) = p;.

To prove the opposite inclusion, we will find for any p; = /q; an element
a; € A such that p; = \/I : (a;). Since the given primary decomposition of I

is minimal, we can choose a; € () q; \ 9.
J#i
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Then, we have

VI (a) :é\/ (as —ﬂ\/ (a;) NV ai : (ai) = pi,

J#i

where the last equality is obtained again using T.7.7. a

Note that the previous result holds for all decomposable ideals I, even if A is
not Noetherian.

T. 7.9. (— p. 241) Using the same notation as in T.7.8, if A is Noetherian,
then

{p; € Spec A: p; =+/4;} ={I: (a) : a € A} N Spec A.

We call the prime ideals p; the associated primes of I, and we denote the
set of these primes by AssI. The minimal elements of Ass I are called the
minimal primes of I. The associated primes which are not minimal are called
embedded primes of I.

This terminology has its origin in geometry. For an ideal I C K|z1, ..., Zy),
where K = K, a primary decomposition of I induces a decomposition of V(I)
as a union of irreducible varieties, as discussed in T.3.4.

The minimal primes of I correspond to the subvarieties in a minimal decom-
position of V(I), while the embedded primes correspond to the embedded
subvarieties, i.e., contained in one of those appearing in a minimal decompo-
sition of V(I).

In fact, if q; is such that \/q; = p; € Ass, and p; is not a minimal prime of I,
then there exists a minimal prime p; of I such that p; C p;, and consequently,

V(g:) = V(ps) € V(p;) = V(q;)-

- 2
T. 7.10. (— p. 242) 1. Let I be a decomposable ideal. Then, the set of
minimal primes of I is Min I, see E.8.75.
2. [Finiteness Theorem 2] The set of minimal primes of a Noetherian
ring is finite.

3. Let (0) = ﬂ:zl q; be a minimal primary decomposition of the zero
ideal of A, with ,/q; = p;. Then,

pi EMin(0) pi€Ass(0)
. J

Part 1 of the previous result also provides justification for the notation Min I.
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T. 7.11. (— p. 242) Let S be a multiplicative subset of A, and let q be a
p-primary ideal of A.

1. The ideal S—'q is S~!p-primary and (S~1q)¢ = q, if SNp = 0, and
S~1q = S"1A, otherwise.

2. Let I = ﬂzzl q; be a minimal primary decomposition of I, with \/q; = p;.
Let also k < t be such that p; NS =0 foralli=1,...,kand p; NS # 0,
otherwise. Then,

k
(S7H)° = ﬂ -
=1

3. Let S=A\U p. Then,

s'n°= ) a

VA4EMin I

pEMin I

Let I be a decomposable ideal of a ring A, and let I = ﬂ:zl q; be a minimal
primary decomposition. After reordering indices if necessary, we can write

I=qlﬂ...ﬁqkﬂqk+1ﬂ...ﬂqt,

with AssI = {p; =/q;:i=1,...,t}, and Min T = {py,...,px} with £ < ¢.

- 2
Uniqueness Theorem 2
T.7.12. (—p.242) Let [ = n§=1 q; be a minimal primary decomposition
of the ideal I C A, as written above. Then, the primary ideals q1, ..., qx,
whose radical is a minimal prime, are uniquely determined.
In particular, for alli =1,...,k,

gi = (IA}JL)C

7.3 Artinian Rings

We will now present some of the key properties of Artinian rings, which are
rings satisfying d.c.c..

T. 7.13. Let A be an Artinian ring. Then:
1. Spec A = Max A, i.e., all prime ideals of A are maximal;

2. A has a finite number of maximal ideals;
3. N(A) is nilpotent, i.e., there exists k € N such that N'(4)* = 0.
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Proof T. 7.13. 1. Let p C A be a prime ideal, and let B = A/p.
We show that the domain B is actually a field.
Consider a non-zero element b € B and the descending chain of ideals

®20*)2....

By hypothesis, there exists k € N such that (b¥) = (b**+1). Therefore, b* €
(b**1), and there exists ¢ € B such that b* = cb*+1.
Hence, b*(1 — cb) = 0 and since B is a domain, cb = 1.

2. Consider the family X' of all ideals of A that can be expressed as an
intersection of a finite number of maximal ideals. Such a family is non-empty
(why?), thus, there exists a minimal element Iy = ﬂle m; € X, see T.7.1.
For every maximal ideal m of A, we have Iy N m = Iy by the minimality of I;.
Therefore, m 2 ﬂle m;, and hence, m O m; for some %, see T.1.12.2. Since
m; is maximal, we have m = m,.

Thus, Max A = {mq,..., my}.

3. By d.c.c., the descending chain
N(A) DN(A?D...

is stationary, i.e., there exists an integer k such that N(A)* = N/(A)*+1.
Let I = N(A)*. We assume, by contradiction, that I # 0.
Then, the family X of all ideals J such that JI # 0, is non-empty (why?),
and thus, has a minimal element Jy. Hence, there exists b € Jy \ {0} such
that bI # 0 and (b) C Jy. Therefore, Jy = (b) by the minimality of Jp.
Since (b)I € X, and

((O)DI = (b)I* = (b)I #0,

the minimality of (b) implies (b)I = (b).
Hence, b = be, with ¢ € I, from which it follows

b=bc=b’=...=bc"=....

Since ¢ € [ is nilpotent, there exists s € Ny such that ¢®* = 0, and we have
b = bc® = 0. This contradicts the hypothesis on b, and hence, I = 0. ]

T. 7.14. (— p. 243) Let (A, m) be an Artinian local ring. Then, every element
of A is either invertible or nilpotent.

T. 7.15. Let my,...,m; be not necessarily distinct maximal ideals of a ring
A. Then,

¢
A/ H m; is Artinian if and only if is Noetherian.

i=1

In particular, if H::l m; = 0, then A is Artinian if and only if is Noetherian.
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Proof T. 7.15. We prove the assertion by induction on t.
If t =1, then A/m, is a field, which is both Artinian and Noetherian.

Let t > 1. Consider N = (Ht_i mi) / (szl mi> and the short exact sequence

i=

t t—1
0—>N—>A/Hmi—>A/Hmi—>0.
=1 i=1

By T.4.1, N is an A/m;-vector space, hence Artinian if and only if Noetherian
by E.13.2. Moreover, A/ H:;:ll m; is Artinian if and only if is Noetherian, by
the inductive hypothesis.

Hence, the conclusion follows from T.7.2.2 and T.7.3. a

Characterization of Artinian Rings

T. 7.16. (— p. 243) A ring is Artinian if and only if is Noetherian and
has dimension 0.

The last statement generalizes the discussion after the proof of T.3.18.

Structure Theorem of Artinian Rings

T. 7.17. A ring A is Artinian if and only if it is isomorphic to a finite
direct sum of Artinian local rings.

Proof T. 7.17. In the proof of T.7.16 we have shown that (0) = []_, m¥ isa

product of powers of distinct maximal ideals. Since these powers are pairwise
comaximal, by the Chinese Remainder Theorem, we obtain

A~ A/(0) ﬁA/]_i‘[mi'c ~ ]_E‘[A/mi‘c,
i=1 i=1

where the rings A/m¥ are local and Artinian.
The converse is a straightforward application of T.7.3. ]
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Chapter 8 s
Rings and Ideals

E. 8.1. (— p. 245) Let S be a subset of a ring A.
Prove that (S) is the intersection of all ideals of A containing S.

E. 8.2. (— p. 245) Let A be a ring.
Prove that the following are equivalent:

1. A is a domain;
2. [Cancellation Law] for any a, b, c € A, with a # 0,

ab=ac <= b=g;
3. A\ {0} is closed under multiplication.

E. 8.3. (— p. 245) Let A =Z/(n), with n # 0, £1.
1. Let n = 24. Describe D(A), A*, Spec A, and Max A.
2. Same task for n = 17.

3. For which values of n is the ring A a domain?
For which values of n is the ring A a field?

E. 8.4. (— p. 246) Let a € A be nilpotent.
Prove:
1. 1 — a is invertible in A;

2. the sum of an invertible element and of a nilpotent is invertible.

E. 8.5. (— p. 246) Let f(z) = >, a;z* be a polynomial of A[z].

Prove:
1. f is invertible if and only if ag is invertible and a1, ..., a, are nilpotent;
2. f is nilpotent if and only if ag, ..., a, are nilpotent;
3. f is a zero-divisor if and only if there exists 0 # a € A such that af = 0.
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E. 8.6. (— p. 247) Prove that, for any ring A,
J(Alz]) = N(Alz]).

E. 8.7. (— p. 247) Let I C A be an ideal.
Prove that if (), I™ =0, then 1+ a & D(A) for all a € 1.

E. 8.8. (— p. 247) Let f: A — B be a ring homomorphism.
Prove:

1. Ker f is an ideal of A;

2. f is injective if and only if Ker f = (0);

3. Im f is a subring of B.

E. 8.9. (— p. 247) Prove that there exists a unique ring homomorphism
f:Z—Z.

E. 8.10. (— p. 248) Let A be a ring, let I C A be an ideal, and fix a € A.
Consider the set
J={fe€Alz]: f(a)el}.
1. Prove that J is an ideal.
2. Prove that J is prime if and only if I is prime.

3. Set A=Q[y], a=y—1,and I = (y — 2).
Describe J.

E. 8.11. (— p. 248) Let A # 0 be a ring.
Prove that the following are equivalent:
1. Ais a field;
2. the only ideals of A are (0) and (1);
3. every homomorphism A — B, where B is a non-trivial ring, is injective.

E. 8.12. (— p. 248) Let A be a ring, and let I be an ideal of A.
Prove that the set

I[z] = {f(x) = Zaixi € Alz]: a; € I for all i},

of all polynomials of Afz] with coefficients in I is an ideal of A[z].
Moreover, prove that

Alz]/Iz] =~ (A/T) [a]-

E. 8.13. (— p. 248) [Gauss’ Lemma] Let f =Y fiz* € Alz].
We say that f is primitive if and only if (fo,..., fn) = (1).
Prove that f, g € A[x] are primitive if and only if fg is primitive.
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E. 8.14. (— p. 249) Let A be a ring that satisfies the following conditions:

i) the Jacobson radical J(A) is a non-zero prime ideal;
ii) every ideal I D J(A) is principal;
iii) D(A) C J(A).

Prove that A is a local ring with maximal ideal J(A).

E. 8.15. (— p. 249) Let A be a local ring with principal maximal ideal
m = (m).
Prove:

1. for any 0 # a, b € m, we have (a) = (b) <= a = bu for some u € A*;

2. if m # (0), then m is an irreducible element of A.

E. 8.16. (— p. 249) Let I and J be ideals of a ring A.
Prove that if I C J(A) and (I, J) = (1), then J = (1).

E. 8.17. (— p. 249) Prove that in a local ring the only idempotent elements
are 0 and 1.

E. 8.18. (— p. 250) Let A be a Boolean ring.

Prove:
1. 2a =0 for all a € A;

2. every prime ideal p is maximal, and A/p is a field with two elements;
3. every finitely generated ideal is principal.

E. 8.19. (— p. 250) Prove that if every proper ideal of A is prime, then A is
a field.

E. 8.20. (— p. 250) [Operations in Z| Let I = (m), J = (n), and H = (h)
be ideals of Z.
Prove:
1. I+ J = (ged(m,n));
INJ = (lem(m,n));
I1J = (mn);
I:J=(m/ged(m,n));
INJ+H)=InJ)+({INH);
I+HUINnJ)=1J.

S otk wN

E. 8.21. (— p. 251) [Properties of Ideal Quotients] Let I, J, H, and I,,
be ideals of a ring A, where « varies in a set of indices A.
Prove:

1. ICI:J;
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2. (I:J)JCI;

3. I:J):H=I:JH=(I:H):J;
4. (maeAIa) :J:naeA(Ia J)a
5. 1+ pendo = Nucal : In

E. 8.22. (— p. 251) Let I C A be an ideal, and let f € A.
Prove that 1

I:(f)= ?(Iﬂ(f))-

E. 8.23. (— p. 251) Let I C A be an ideal, and let f, g € A.
Prove that

(I, f,9)=Q1) = L, f)n(l,9) = f9).
E. 8.24. (— p. 251) Let I, J, and H be ideals of a ring A.
Prove:

l.ifI+H=Aand J+ H= A, then INJ+ H" = A for every n € N;
2.ifICH, INnd=HNJ,and I/(INJ)=H/(HNJ), then I = H.

E. 8.25. (— p. 252) Let I, J, Hy,..., H; C A be ideals.
Prove:

1. if I + H; = A for every i, then I + H1Hy --- Hy, = A;
2. if I+J=A, then I+ J" = A for all n, m € N.

E. 8.26. (— p. 252) Let I and J be ideals of A.
Prove:

1. if vVIJ=A,then I = A and J = A4;
2. if p C A is a prime ideal such that IJ = p, then either I =p or J = p.

E. 8.27. (— p. 252) Let I, J C A be ideals.
Prove:

1. I+J = (1) if and only if VI +VJ = (1);
2. VI+VI=VI+J.

E. 8.28. (— p. 252) Provide an example where

VI+VI#VT+J.

E. 8.29. (— p. 252) Let A = K|[z,y] and I = (z?, zy).
Prove that /I is prime and I is not primary.
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E. 8.30. (— p. 253) Let A be a ring satisfying the following property: every
ideal I Z N(A) contains a non-zero idempotent.

Prove that J(A) = N(A).

E. 8.31. (— p. 253) Let A be a ring.
Prove that the following are equivalent:

1. A has a unique prime ideal;

2. every element of A is either invertible or nilpotent;
3. A/N(A) is a field.

E. 8.32. (— p. 253) The radical of a subset E of a ring A is defined as

VE={ac A: a" € E for some n € N}.

Let {Eq}aca be a family of subsets of A.
Prove that
U Es = VE..

E. 8.33. (— p. 253) Prove that
D(A) = U VAnna
0#acA
holds in any ring A.

E. 8.34. (— p. 253) Let A be a ring.
Prove:

1. a € A is invertible if and only if @ is invertible in A/J(A);
2. if a € J(A) is idempotent, then a = 0.

E. 8.35. (— p. 254) Let A be a ring, and let a € J(A).
Prove that if a is idempotent modulo an ideal I C A, then a € I.

E. 8.36. (— p. 254) Let A be an infinite domain with only finitely many
invertible elements.
Prove that A has infinitely many maximal ideals.

E. 8.37. (— p. 254) Let A and B be rings.
Describe all ideals, prime ideals, and maximal ideals of A x B.

E. 8.38. (— p. 255) Prove that every ideal of A =[], A; is of the form



148 8 Rings and Ideals

where I; is an ideal of the ring A; for each 3.
Describe all prime and all maximal ideals of A.

E. 8.39. (— p. 255) 1. A ring A is finite direct product of fields if and only if
it contains only finitely many ideals and J(A) = (0).

2. A finite ring A is a direct product of fields if and only if N'(A) = (0).

E. 8.40. (— p. 255) Let A be the ring Z x Z/(36) x Q.
Find:

1. the nilradical of A;

2. the idempotent elements of A;

3. the ideals of A, and verify whether they are principal or not;
4. all prime and all maximal ideals of A.

E. 8.41. (— p. 256) Let p, p1,...,pn be distinct primes of Z.
1. Prove that the ring

A(p)={%€(@: b#0 modp}

is local, and describe its maximal ideal and residue field.
2. Prove that the ring

a .
A(m,---,pn):{ge(@: b#0 modp;, 1§g§n}
is semilocal, and describe its maximal ideals.

E. 8.42. (— p. 257) 1. Prove that the direct product of finitely many local
rings is a semilocal ring.

2. Prove that the direct product of finitely many semilocal rings is semilocal.

3. Does the converse of part 1 also holds?

E. 8.43. (— p. 257) Let A be a ring satisfying the following property: for any
a € A, there exists n > 1 such that a™ = a.
Prove that every prime ideal of A is maximal.

E. 8.44. (— p. 257) [D(A) is a Union of Primes] Let A be a ring, and let
S ={I C A: I'ideal, I C D(A)}

be partially ordered by set inclusion C.
Prove:

1. X has maximal elements and each of them is a prime ideal of A;
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2. D(A) is a union of prime ideals.

E. 8.45. (— p. 258) Let A be a ring where all prime ideals are principal.
Prove that A is a PIR.

E. 8.46. (— p. 258) [Properties of Extension and Contraction of Ideals]
Let f: A — B be a ring homomorphism, and let I, I C A and J;, Jo C B
be ideals.
Prove:

1. (h+ L) =If+I5;

2. (Lhi)® =I{IS;

3. (Il ﬂIQ)e Q If ﬂIQG;

4. (J1+J2)° 2 7+ J5;

5. (J1J2)¢ 2 J{JS;

6. (Jindy)=JinJs.
Provide examples to show that the inclusions in parts 3, 4 and 5 may be
strict.

E. 8.47. (— p. 259) Let i: A — A[z] be the inclusion homomorphism, and
let I[z] = {f(z) =>_; a;a’ € Alz]: a; €I for all j}, see E.8.12.
Prove:
1. I[z] is the extension of I with respect to i;
2. I is prime if and only if I[z] is prime.
3. Is it true that when I is maximal, I[z] is also maximal?
E. 8.48. (— p. 259) Let f: A — B be a ring homomorphism, and let I C A

be an ideal.
Prove:

L. (f(VI)) € V/(f(I)), that is, (VI)® C VI
2. if f is surjective and Ker f C I, then (vI )¢ = VT¢;
3. if J is an ideal of B, then v/J¢ = (v/.J)°.

E. 8.49. (— p. 260) Consider the inclusion homomorphism Z — Z[i].
Find all non-zero primes p € Z such that (p)® is a prime ideal.

E. 8.50. (— p. 260) For any odd prime p, let ¢, be a primitive p-th root of
unity, and consider the inclusion homomorphism Z — Z[(p).
Prove that

1-— Cg

1-¢

As a consequence, prove that in Z[(,] we have

(p)=@1- Cp)p_l-

€Z[(p)* forall a=1,...,p—1.
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E. 8.51. (— p. 261) Let f: A — B be a ring homomorphism.
Prove:

1. f(N(A)) S N(B);

2. if f is surjective, then f(J(A)) C J(B);

3. if f is not surjective, then the previous statement does not hold in general;
4. the inclusion in part 2 may be strict;

5. if f is surjective and A is semilocal, then f(J(A)) = J(B).

E. 8.52. (— p. 261) Let A be a ring, and let I C N(A) be an ideal.
Prove that A is local if and only if A/T is local.

E. 8.53. (— p. 262) Let A be a ring such that D(A) C J(A).
Prove that two elements a, b € A such that (a) = (b) are associate.

E. 8.54. (— p. 262) 1. Let A be a PID.
Prove that if d = ged(a, b), then there exist u, v € A such that ua+vb = d.
In particular, the equality (a,b) = (ged(a, b)) holds.

2. Find an example of a ring A in which the previous property does not
hold.

E. 8.55. (— p. 262) Let A be a PID, and let I, J C A be ideals.
Prove that (I + J)? =I% + J2.

E. 8.56. (— p. 262) Let A be a PIR.
Prove that if J(A) = D(A) # (0), then A is a local ring.

E. 8.57. (— p. 262) Let A be a PID.
1. Prove that a € A is irreducible if and only if A/(a) is a field.

2. Prove that the maximal ideals of A are those generated by irreducible
elements.

3. Set A = K]|z], and let f € A be a polynomial of positive degree.
Prove that (f) is prime if and only if f is irreducible.

E. 8.58. (— p. 262) Let K be a field, and let f € K|[z] \ {0} be a monic
polynomial. We say that f is squarefree if all irreducible elements appearing
in its factorization are distinct.

Prove that the ring A = K[z]/(f) is reduced if and only if f is squarefree.

E. 8.59. (— p. 263) We say that a field K is perfect if char K = 0 or
charK =p>0 and K = K», where K» = {o?: a € K}.

Let K be a perfect field, let f € K[z]\ {0} be a monic polynomial, and denote
by f’ its derivative.
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1. Prove that f is squarefree if and only if ged(f, f') = 1.
2. Let K C L be a field extension.
Prove that f is squarefree in K[z] if and only if f is squarefree in L{x].

In particular, the above statements hold when K is finite or algebraically
closed.

E. 8.60. (— p. 263) Let r < n be positive integers, and let K be a perfect field.
Moreover, let h;,(z;;) € K[z;;,] \ K with j = 1,...,r be squarefree univariate
polynomials.

Prove that (h;,,...,h;.) C K[z1,...,zy] is radical.

E. 8.61. (— p. 264) [Lagrange Interpolation] Let «, ..., a, be distinct
elements of a field K, and let B1,...,08, € K.

Prove that there exists a polynomial f(z) € K[z] of degree n — 1 such that
f(Oéi) = ,31 for all .

E. 8.62. (— p. 264) [Berlekamp’s Algorithm] Let p be a prime in Z, let
A =17/(p)[z], and let f € A be a squarefree monic polynomial.
Moreover, let B = A/(f), and let ¢,: B — B be the Frobenius homomor-
phism given by

ep(9) = 9"
Prove:

1. dimg,(,) Ker(¢, — idp) = n, where n is the number of irreducible factors

of f;
2. for any g € Ker(p, — idp), we have

f@= ] ecd(f@),9(z)-a),

a€Z/(p)

where g(z) € A is any representative of g.

E. 8.63. (— p. 265) Let q1, q2 C A be primary ideals with /g1 = /2.
Prove that q = q; N g2 is also primary with radical /q;.

E. 8.64. (— p. 265) Let A be a PID.
Prove that the primary ideals of A are generated by powers of prime elements.

E. 8.65. (— p. 265) 1. Prove that if A is a UFD and p € A\ {0} is prime,
then (p*) is a primary ideal for all € N,..

2. Find a primary ideal which is not a power of a prime ideal.

3. Let A= KJz,y,2], = (zy —22) C A, B=A/I, and p = (7,%) C B.
Prove that p is prime and p? is not primary.

E. 8.66. (— p. 266) Let A be a ring.
Prove that A[x] is a PID if and only if A is a field.
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E. 8.67. (— p. 266) Prove that in the ring Z[v/—5] the element 3 is irreducible,
but the ideal (3) is not irreducible.

E. 8.68. (— p. 266) Let A be a domain.
Prove that if every ascending chain of principal ideals of A is stationary, then
(UFD1) holds in A.

E. 8.69. (— p. 266) Show that a domain which is a quotient of a UFD is not
necessarily a UFD.

E. 8.70. (— p. 267) Let A be a ring and let a € A. We define
I, ={ab—0b: be A},

and say that a is a quasi-regular element when I, = A.
Prove:
1. I, is an ideal for any a € A;
2. a is quasi-regular if and only if there exists ¢ € A such that a +c¢—ac = 0;
3. every nilpotent element of A is quasi-regular;
4. if every element in A except 1 is quasi-regular, then A is a field.

E. 8.71. (— p. 267) Let A be a domain which is not a field and such that
every proper ideal of A is a finite product of maximal ideals.
Prove:

1. if m € Max A, then, for every a € m \ {0}, there exists an ideal I such
that Im = (a);

2. if J and H are ideals of A and m € Max A, then Jm = Hm implies that
J=H.

E. 8.72. (— p. 267) Let A be a ring, and let I, J be ideals of A.
Prove:
1. if I is primary and J € \/T, then VT : J™ = /T for all m > 1;
2. if I =+/T and h ¢ I, then I : (h) is radical.

E. 8.73. (— p. 268) Let p = >, a;z’ € Al[z]].
Prove:
1. p is invertible if and only if ag is invertible;

2. if p is nilpotent, then a; is nilpotent for all 4, but the converse does not
hold in general;

3. p € J(A[[z])) if and only if ag € J(A);

4. the contraction of a maximal ideal m of A[[z]], with respect to the inclusion
homomorphism A — A[[z]], is a maximal ideal of A.
Moreover, show that m is generated by m¢ and =x.
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E. 8.74. (— p. 269) Let A be a ring, and let I C A be an ideal.
Prove that if an element g € A satisfies I : (g™) = I : (g™*!) for some m € N,
then:
1. I:(gm*ts)=1:(g™) forall s € N;
2. I=(I:(g™)N,g™).

E. 8.75. (— p. 269) [Existence of Minimal Primes| Prove that the set of
prime ideals of a ring A # 0 contains minimal elements with respect to set
inclusion.

Moreover, prove that, for any ideal I, the set

V(I)={p € SpecA: p D I}

contains minimal elements with respect to set inclusion.

The set of minimal elements of V(I) is denoted by Min I. If I = 0, we also
use the notation Min A.

E. 8.76. (— p. 270) Let A be a reduced ring, and let a € A be a zero-divisor.
Prove that a belongs to one of the minimal primes of A.

E. 8.77. (— p. 270) Consider the ring A = Z[z, y] and the ideal
I =922 —y, Ty* + 22+, 63).

. Prove that every prime ideal of A/I is maximal.
. Prove that A/T ~ 7/(9) x (Z/(7))%.

. Decompose I as an intersection of primary ideals.

W N =

. Prove that if B is a domain and there exists an injective ring homomor-
phism f: B — A/I, then B is a field.

E. 8.78. (— p. 271) Prove that

SpecZ[z] = {(0), (p), (f(2)), (p,9(x))} and MaxZ[z] = {(p, 9(x))},

where p varies over the primes of Z, f(x) over the irreducible polynomials of
Z[z], and g(z) over the polynomials of Z[z] which are irreducible modulo p.
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Chapter 9 e
Polynomials, Grobner Bases, Resultant,
and Varieties

E. 9.1. (— p. 272) Prove that a partial order relation > is a well-order on N
if and only if every descending chain in N™ is stationary.

E. 9.2. (— p. 272) Prove that the partial order relations lex, deglex, degrevlex
are monomial orderings.

E. 9.3. (— p. 272) Let > be a total order on N™ such that if a > b, then
a+c>b+cforalla,b,ceN".
Prove that > is a monomial ordering if and only if a > 0 for all a € N™.

E. 9.4. (— p. 273) Let K C K’ be a field extension, and let I C K([z1,...,Z,]
be an ideal. Let also I¢ be the ideal generated by I in K'[z1,...,Zx).
Prove that every Grobner basis of I with respect to a fixed monomial ordering
is also a Grobner basis of I¢ with respect to the same ordering.

In particular, given any monomial ordering, the staircase of I and the
staircase of I¢ are the same.

E. 9.5. (— p. 274) Let A = K|[z1,x2] be equipped with the lex order with
T1 > x9. Let also

f=xalzy and F={f; =23, fo = 222, — 22}.
Show that the remainder of division of f by F' is not unique.

E. 9.6. (— p. 274) Consider g1 = 2+, g2 =y—z € Q[z,y, 2], G = {91, 92},
and I = (g1,92). Let >; denote the lex order with z > y > z, and let >,
denote the lex order with x > y > z.

Show that G is a Grébner basis of I with respect to >; but G is not a Grébner
basis with respect to >.

E. 9.7. (— p. 274) [Monomiality Test| Prove that an ideal I is monomial
if and only if its reduced Grobner basis with respect to any fixed monomial
ordering consists of monomials.
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E. 9.8. (— p. 275) Let I = (22 — zy, zz — 92, y22 — 2%) C R[z, ¥, 2].
Compute a minimal Grébner basis of I with respect to the lex order with
x >y > z, and reduce it.

E. 9.9. (— p. 276) Let I = (yz —y, zy + 222,y — 2) C Q[z,y, 2], and let
f=x3z -2
Determine whether f € I.

E. 9.10. (— p. 276) Let I = (2% + zy + y2, zy® + 1) C A= (Z/(2))[z, y].
Let also
fi=x¥+9y°+ 29 and fo =y(z® +z+y).

Determine whether f; = f, in A/I.

E. 9.11. (— p. 276) Let I = (z%y—y+=z, y?> —yzx — 2%, 23 +y —22) C Q[z,y]
and f=y+z+ 1. _
Compute the inverse of f in A = Q[z,y]/I.

E. 9.12. (- p. 277) Let I = (z%y + 2, 2z + y) C Q[z, y, 2].

1. Compute the reduced Grobner basis G of I with respect to the deglex
order with z > y > 2.

2. Compute the transition matrix from G to the given generators.

3. Verify that f = xy?z +y> € I, and write f as a linear combination of the
elements of G as well as of the original generators of I.

E. 9.13. (— p. 278) Let I = (22 + 2y — 3, 22 + zy + v — 3) C Clz, 9]
Compute I N Cly].

E. 9.14. (— p. 278) Let I, J C K|z,y], with
I=(zx(z+y)? y) and J = (22, z+ 7).
Compute I : J.
E. 9.15. (— p. 278) Let K be a field of characteristic different from 2, and let
I=(z?+92 23° +9y*) Cc K[z,y] and f=z%+5z.
Determine whether f € /1.
E. 9.16. (— p. 278) Let I = (z2y22*, 22 + y?> + 22 — 1, 2 — zy) C C[z,y, 2]

1. Prove that dim¢ C[z,y, 2]/I is finite and compute it.

2. Let J = (32° + x2 — 2, zy + 2% — 2) C C[z, y, 2].
Show that I + J = (1).
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E. 9.17. (— p. 279) Find the values of the parameter a € C for which the
system of polynomial equations

r+y=a
2% +y? = a2
2 +y3=d°

has solutions in C2.
If there are solutions, compute them.

E. 9.18. (— p. 280) Let I = (z2y+xz+yz, y22) be an ideal of R[z,y, 2], and
let A=TR[z,y,z]/I.

1. Compute the reduced Grébner basis of I with respect to the lex order
with z > y > 2.

2. Find all the nilpotents of A.

3. Show that (z%y3, y32) C I C (22, 2).

E. 9.19. (— p. 280) Let f, g1, g2 € K|[z] \ {0}, and let a,, = lc(f).
Prove:

1. Res(f,9192) = Res(f, g1) Res(f, g2);
2. if g1f+92#0 and N =deg(g1f + g2), then

Res(f, g1f + g2) = am deg(g2) Res(f, g2)-

E. 9.20. (— p. 281) [Construction of Polynomials with Given Roots]
Let f, g € K[z] be polynomials of degrees m, n > 0.

Let also aq,...,a,, and B1,..., B, be the roots in K of f and g, respectively.
Prove:

1. the polynomial 7(z) = Res,(f(z — y), g(y)) has roots o; + B;;

2. the polynomial 7(x) = Res,(f(z + y), 9(y)) has roots a; — §j;

3. the polynomial r(z) = Res, ( (%), g(y)) has roots a;0;;

4. if g(0) # 0, then the polynomial r(z) = Resy(f(zy), g(y)) has roots g—;

E. 9.21. (— p. 281) Let f, g € Q[z] be polynomials of positive degree.
Prove that if £(0) = 1, then Res(f,z*g) = Res(f, g) for all k € 2N.

E. 9.22. (= p. 282) Let A = Z[a].
1. Let f,g € A be monic polynomials such that Res(f, g) = p, where p € Z
is prime.
Prove that (f,g9) NZ = (p).
2. Let I=(z?—4z+ 1,22 —z) C A.
Compute I NZ, and describe the quotient ring A/I.
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E. 9.23. (— p. 282) Let f € Z[z] be a polynomial such that ged(f, f') = 1.
Prove that the set of primes p € Z such that the ring

(Z/(p))le]/ ()

is not reduced is finite.

E. 9.24. (— p. 282) Let A = K|[z,y,2] and I = (zz —y, yz —z) C A.
Decompose V(I) as a union of irreducible varieties.
E. 9.25. (— p. 283) Let I = (22 —yzt, t—yt, 2t —y) be an ideal of C[z, y, 2, 1].
1. Find the irreducible components of V(I).
2. Decide whether f =xt+y € I.

E.9.26. (— p.283) Let I = (22 + 9> +22 -1,z +y+2—1) C C[z,y, 2]
Compute:

1. dim¢ Clz, y, 2]/I;

2. V(I) V(2 —1).

E. 9.27. (— p. 283) Let I = (zy3, zy + 92, y? — 22) C C[z, y, 2].

1. Compute I; = INCJy, 2] and I = I N Clz].

2. Let m;: C2 — C? be the projection on the last two components given by

771(011; az, 0’3) = (0‘2’ 0‘3)‘

Verify whether 71 (V(I)) = V(I3).

E. 9.28. (— p. 284) Let [ = (2 — z, t3 — y, t* — 2) C C[z, y, 2, t].

1. Compute J = I NClz, y].

2. Determine whether every element of V(J) C C? can be extended to an
element of V(I) c C*.

E. 9.29. (— p. 284) In Cl[z, y, 2| consider the ideals I = (22 —y?—yz, zy—y22)
and J = (22 — y® —yz, zy — y?z, ¥322 — y* — y%2).
Determine whether I = J and whether I(V(I)) = I.

E. 9.30. (— p. 284) Let I = (z +y + 2, zy + yz + 2z, zyz — 1) C Clz, y, 2].
Prove:

1. the set V(I) consists of the points of C3 obtained from all the permutations
of the coordinates of (1,a, a?), where o = 1(—1+ v/=3);

2. I is radical.
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E.931. (—»p.285) Let [ = (22 +9°+23+1, 22+ 92+ 22+, z+y+2+1)
be an ideal of (Z/(2)) [z, y, 2].

1. Is V(I) C Z/(2)" finite?

2. Decompose V(I) as a union of irreducible varieties.

E. 9.32. (— p. 285) Let I = (2% — yz + 42, zyz — z) C Q[z,y, 2].
1. Find a reduced Grobner basis of I.

2. Compute I° with respect to the inclusion Q[y, 2] — Ql[z, v, 2].
3. Determine whether V(I) C Q3 is finite.

4. Compute Min I.

E. 9.33. (— p. 286) Let I = (yt% + 23223, 2% + yt2, 22t%) C K|z, v, 2,t], and
let A be its quotient ring.
1. Verify that I is a monomial ideal.
2. Decompose I as an irredundant intersection of primary ideals.
3. Find N (A) and write it as an irredundant intersection of prime ideals.
4. Determine whether V() is finite.

E. 9.34. (— p. 286) Let I = (y? — xz, 22 — y?, 2% — yz) C Q[z,y, 2], and let
1. Determine the irreducible components of V(I) and whether V(I) is finite.
2. Determine whether f = y(z + = +y) € VI.

E. 9.35. (— p. 286) Let I = (222, y%22% — yz, y* — 2?) C C|x,y, 2].

Determine whether V([) is finite and I C (2%, y + 1, z — 1).

E. 9.36. (— p. 287) Let I = (zyz — 2, y%2 — =, 3222 — y) C K|z, y, 2]

1. Prove that if K = C, then V() is finite.

2. Find, if possible, primes p € Z such that when K = Z/(p) then V(I) is
empty or infinite.

E.9.37. (- p.287) Let I = (22 +y? +22 -2, 4> — 22 +1, 22— 1) C Q[z,y, 2],
and let A be its quotient ring.
1. Prove that A is a finite dimensional Q-vector space and find a basis of A.

2. Compute the coordinates of f = 2% + y?z + 2y + 1 with respect to the
basis found in part 1.

3. Verify whether dimg A = | V¢(I)].

4. Decompose VT as an intersection of maximal ideals in Qlz, y, 2], if possible.
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E. 9.38. (— p. 288) Let X be the system of polynomial equations

fi=a* —3zy+y> =0
fo=x3-8z+3y=0
fs=x?y—3z+y=0.

1. Verify that X has a finite number of solutions in C2.
2. Find all solutions 8 of X such that 8 € Q2.
3. Decompose the variety Vr(f1, f2, f3) as a union of irreducible varieties.

E. 9.39. (— p. 288) Let I = (zz — yz, ¥> — 2, zyz — 1) C Q[z, y, 2].
1. Find, if possible, a non-zero univariate polynomial p(y) € I.
2. Describe the set

S ={q(y) € Qly]: Val(g,1)) # 0},

and verify whether S is an ideal.

E. 9.40. (— p. 289) Let V = {a,...,am} C C", where a; # a; for all i # j,
and let
A =Clzy,...,z,]/I(V)

be the coordinate ring of V.

1. Prove that there exist m non-zero elements a1, ...,a,, € A, such that

m
a? = a; for all i, a;a; =0 for i #j, and Zai =1.
i=1

2. Determine the number of idempotents of A, and find all such elements.
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Chapter 10 upcaes
Modules

10.1 Modules, Submodules and Homomorphisms

E. 10.1. (— p. 290) Prove that, for any ideal I C A and any A-module
M, defining am = am for all @ € A/I and m € M/IM, we obtain an
A/I-module structure on M/IM.

E. 10.2. (— p. 290) Prove that the restriction of scalars via a ring homomor-
phism f: A — B induces an A-module structure on any B-module.

E. 10.3. (— p. 290) Let f: A — B be a surjective ring homomorphism and
consider B as an A-module by restriction of scalars via f.
Prove that the ideals of B coincide with the A-submodules of B.

E. 10.4. (— p. 290) We say that a generating set of an A-module M is minimal
if none of its proper subsets is still a generating set of M.

Moreover, we say that a free generating set is mazimal if any set properly
containing it is no longer free.

Prove:

1. finite minimal generating sets of a module may not have the same number
of elements;

. a minimal generating set of a module may not be a basis;

. a maximal free subset of a module may not be a basis;

. a submodule of a finitely generated module may not be finitely generated;

. not all modules have a basis;

S O s W N

. a submodule of a free module may not be free.

E. 10.5. (— p. 290) Let M be an A-module. Let N, P be submodules of M.
Prove that N : P = {a € A: aP C N}, and in particular, Ann P =0 : P are
ideals of A.
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E. 10.6. (— p. 291) Let M be an A-module. For any m € M, let
Annm = {a € A: am =0}

be the annihilator of m.
Prove that Annm = Ann(m).

E. 10.7. (— p. 291) Let I, J1,J2 C A be ideals and let M = A/J, & A/ J>.
Prove that
M/IM ~A/(J1+I)® A/(J2+I).

E. 10.8. (— p. 291) Consider an ideal J C A, and an element a € A. Let also
M=A/J.
Prove that

aM ~ A/(J : (a)).

E. 10.9. (— p. 291) Let A be a ring, and let f: A™ — A™ be a surjective
A-module homomorphism.
Prove that if n > m, then A = 0.

E. 10.10. (— p. 291) Let M be a free A-module of rank r.
Prove that every set of generators of M has cardinality at least r.

E. 10.11. (— p. 291) Counsider a ring A, a nilpotent ideal I C A, and an
A-module homomorphism ¢: M — N.
Prove that if the induced homomorphism

@: M/IM — N/IN
is surjective, then ¢ is also surjective.

E. 10.12. (— p. 292) Let A # 0 be a ring. Consider positive integers m and
n, and let f: A™ — A™ be an A-module homomorphism.
Prove:

1. if f is surjective, then m > n;

2. if f is injective, then m < n;

3. if f is an isomorphism, then m = n.

E. 10.13. (— p. 292) Let M be a finitely generated A-module, and let N C M
be a non-trivial submodule.
1. Prove that M % M/N.

2. Provide a counterexample to the previous statement when M is not finitely
generated.
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E. 10.14. (— p. 292) Let A be a ring, and let M, N be two A-modules.
Prove:
1. M # 0 is simple if and only if M ~ A/m, where m € Max A;
2. if M, N # 0 are simple, and ¢: M — N is a homomorphism, then ¢ is
either the zero homomorphism or an isomorphism;
3. if M is simple, then J(A)M = 0.

E. 10.15. (— p. 293) 1. Prove that an A-module M # 0 is simple if and only
if for any 0 # m € M we have (m) = M.

2. Describe all simple Z-modules M.

E. 10.16. (— p. 293) Let M be a cyclic Z-module, and let N and P be
submodules of M.

Prove that if there exist coprime p, ¢ € Z such that Ann N = (p), Ann P = (q),
and Ann M = (pq), then M = N @ P.

E. 10.17. (— p. 293) Let M, N, and P be A-modules.
Prove that

Hom 4 (M, P) ® Hom4 (N, P) ~ Homs (M & N, P),

and
Hom (P, M) @ Hom 4 (P, N) ~ Hom4(P,M & N).

E. 10.18. (— p. 294) Let n # 1 be a positive integer.
Prove:

1. Homz(Q,Z) = 0;

2. Homy(Z/(n),Z) = 0;

3. Homy(Z/(n),Q/Z) # 0.

E. 10.19. (— p. 294) Consider a ring A and ideals I, J C A, and let M # 0
be an A-module.
Prove:

1. Homa(A/I,M) ~0:p I ={m € M: Im = 0};

2. Homy(A/I, M) has an A/I-module structure;

3. if M =A/J, then Homs(A/I,M) ~ (J:I)/J.

E. 10.20. (— p. 295) Let A = K[z,y, 2], I = (23, 22y, y2), and J = (22, yz).
Compute the dimension of Hom4(A/I,A/J) as a K-vector space.

E. 10.21. (— p. 295) Let (A, m) be a local ring, and let M # 0 be a finitely
generated A-module.
Prove that Hom 4 (M, A/m) # 0.
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E. 10.22. (— p. 296) Let K be a field, and let B C K be a local ring that is
not a field.
Prove that K is not finitely generated as a B-module.

E. 10.23. (— p. 296) Let M be a finitely generated A-module, and let I C A
be an ideal.
Prove that

V/Ann(M/IM) = vVAnn M + I.

E. 10.24. (— p. 296) Let A be a ring, and let M be an A-module.
Prove that if N'(A) is finitely generated and N (A)M = M, then M = 0.

E. 10.25. (— p. 296) Find a counterexample to the statement of Nakayama’s
Lemma 2 when the module M is not finitely generated.

10.2 Exact Sequences and Projective Modules

E. 10.26. (— p. 297) [Five Lemma)] Consider the following commutative
diagram with exact rows:

M, M, M; M, M;
all Oth/ aaj a;;l asl
Nl N2 N3 N4 N5.

Prove:

1. if o is surjective and asq, a4 are injective, then aj is injective;

2. if ay is injective and ag, a4 are surjective, then ag is surjective.

In particular, if o is surjective, as is injective, and as, a4 are isomorphisms,
then a3 is an isomorphism.

E. 10.27. (— p. 297) Let M, N and P be Z-modules, and let p, g be distinct
primes in Z.
Prove that if pN = gP = 0, then every exact sequence

0—-NLMmLpP o
splits.

E. 10.28. (— p. 298) Let M =7Z/(2), N =7Z/(4), and P = Z/(8).
Find, if possible, short exact sequences of Z-modules of the form:

1.0—M-—N—M—0;
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20—M-—>N&M-—Mb&M— 0
30—-M —P—MopM —0.

E. 10.29. (— p. 298) Let 0 — N Ly M %, P — 0 be a short exact
sequence of A-modules .
Prove that if N and P are finitely generated, then M is also finitely generated.

E. 10.30. (— p. 298) Let f: M — N and g: N — M be A-module homo-
morphisms such that go f =idy.
Prove that N ~ Ker g & Im f.

E. 10.31. (= p. 299) Let

0—wM-5NIspP_—50

and
0—P-5LT % W-—0

be two exact sequences of A-modules.
Prove that
0—M-E5HN2L1r 5w —o

is exact.

E. 10.32. (— p. 299) Let n # 0, +1.
Prove that Z/(n) is a projective Z/(n)-module, but it is not projective as a
Z-module.

E. 10.33. (— p. 299) Let A =7/(12).
Prove that Z/(4) is a projective A-module, but not a free A-module.

E. 10.34. (— p. 299) Let A=7Z/(4) and B =7Z/(6).
Find all non-trivial submodules of A and B, and determine whether they are
projective or not as A-modules and as B-modules, respectively.

E. 10.35. (— p. 300) Let I and J be comaximal ideals of a ring A.
Prove:

l.I1eJ~1J6 A

2. if A is a domain and IJ is principal, then I and J are projective.

E. 10.36. (— p. 300) Let 0 — M 43 N -2 P —5 0 be an exact sequence
of A-modules.

1. Assume A = Z and two out of the three modules in the sequence are
isomorphic to Z.
What can we deduce about the third module in all possible cases?
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2. Assume A = Z and one out of the three modules in the sequence is
isomorphic to Z.
What can we deduce about the remaining two modules in all possible
cases?

3. Assume A is a PID.
Do the conclusions of parts 1 and 2 still hold?

E. 10.37. (— p. 301) Let N C M, N’ C M’ be A-modules such that
M/N ~ M'/N' ~ A.

Prove:

1. the sequences
0—N-—>M-—M/N—0

and
0—N —M — M/N —0
split;
2. if N~ N’, then M ~ M'.
E. 10.38. (— p. 301) Let A be a ring, and let M # 0 be an A-module.
Prove:

1. if p € Endg M and ¢? = ¢, then
M ~ o(M) & (idy — ¢)(M);

2. if M is finitely generated, then M is projective if and only if there exist
n € N, and f € End4(A"™) such that f2 = f and M ~ f(A™).

E. 10.39. (— p. 301) Prove that a domain A is a field if and only if every

A-module is projective.

E. 10.40. (— p. 301) Consider the ring A = Z[+/—5|, and let
I=(3,1—+/-5) and J=(3,1++v-5)
be ideals of A.

1. Prove that I and J are distinct maximal ideals and are not principal.
Hence, A is not a PID.

2. Prove that INJ = IJ = (3).
Moreover, I and J are projective A-modules that are not free.
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E. 10.41. (— p. 302) An A-module M is called finitely presented if there
exists an exact sequence A™ — A" — M — 0 for some m,n € N.

Prove that a projective A-module is finitely presented if and only if is finitely
generated.

E. 10.42. (— p. 302) [Characterization of Injective Modules| Let E be
an A-module.
Prove that the following are equivalent:

1. E is injective;

2. Homy(s, E) is an exact functor;

3. every exact sequence

0O—wF—M-—>N—0

splits;
4. if F is isomorphic to a submodule of M, then E is a direct summand of
M, i.e., there exists a submodule L of M such that M ~ E & L.

E. 10.43. (— p. 304) Let A be a ring, and let F be a free A-module.

1. Prove that if A is a field, then F' is injective.
2. Does the previous statement hold for all rings?

E. 10.44. (— p. 304) [Baer’s Criterion] Prove that an A-module E is
injective if and only if for every ideal I C A, every homomorphism f: I — E
can be extended to a homomorphism f: A — E.

10.3 Modules over a PID and Smith Normal Form

E. 10.45. (— p. 305) Let A be a PID.
Prove that every submodule of a projective module is projective.

E. 10.46. (— p. 305) Let A be a domain, and let M be an A-module.
Verify that the subset T'(M) of the torsion elements of M is a submodule.

E. 10.47. (— p. 306) Let A be a ring, and let M be an A-module.

For any a € A, let My = {m € M: a*m = 0 for some k € N} be the
a-component of M.

Prove that M|, is a submodule of M.

E. 10.48. (— p. 306) Let A be a PID, and consider a finitely generated
A-module M. Let 0 # a, b € A be such that ged(a,b) = 1.

1. Prove that M[ab] = M[a] ) M[b]-



168 10 Modules

2. Let m, and 7, be the projections of M,y onto M|, and M, respectively.
Prove that there exist ¢, d € A such that, for all m € M|y, we have

ma(m) =cm and m(m) = dm.
3. Prove that Mg, is cyclic if and only if M[,} and M, are cyclic.

E. 10.49. (— p. 306) Let A be a PID, and let M # 0 be a cyclic A-module
such that M # A.
Prove that there exist primes p1,...,pr € A such that

h
M = P My,
=1

where every M, is cyclic.

E. 10.50. (— p. 307) Let A be a domain, and let M be an A-module.
Prove:

1. every free A-module is torsion-free;
2. if A is a PID, and M is finitely generated and torsion-free, then M is free.

3. Does the above conclusion still hold when A is not a PID?
Or when A is a PID but M is not finitely generated?

E. 10.51. (— p. 307) Let M be a Z-module such that the sequence
0—73 Lzt s M,

is exact, where

flz,y,2)=(x+y+2 —3z+y+2z 2—3y—32,z+ 3y + 2).
Express M as a direct sum of cyclic Z-modules.
E. 10.52. (— p. 307) Let ¢: Q[z]* — Q[z]* be the homomorphism given by
o(a,b,c,d) = (a+3c, b+ 2zxc+3d, (z* — z)(a+ 3c) + 2zd, (x> — z)(b+ 3d)).
Find the dimension of Coker ¢ over Q.
E. 10.53. (— p. 308) Let a € Z and ¢: Z3 — Z3 be the homomorphism

given by
o(z,y,2) = (6 + 2y + 4z, ay + 4z, 2z + 2y + 22).

Determine the isomorphism classes of Coker ¢ as a varies.
Are there any values of a for which Coker ¢ is infinite?
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E. 10.54. (— p. 308) Let ¢: Z3 — Z3 be the homomorphism defined by the

matrix
abe
Oab| witha,bceZ.

00a
Prove:

1. Coker ¢ has at most two generators if and only if ged(a, b, c) = 1,
2. Coker ¢ is cyclic if and only if ged(a,b) = 1.
E. 10.55. (— p. 308) Let ¢: Z3 — Z3 be the homomorphism defined by the

matrix
a 66

-360]| withae€?Z.
a 33

Find the values of a, if any exist, such that:

1. Coker ¢ is finite;
2. Coker ¢ is not cyclic.

E. 10.56. (— p. 309) Let M = Z3/N, with N the submodule generated by
my1 = (0,a,b), ma =(3,3,0) and mg = (3,—1,0), with a,b € Z.

Find all the values of a and b for which M is finite, as well as those values for
which M is cyclic.

E. 10.57. (— p. 309) Let M = Z3/N, with N the submodule generated by
my = (2,4,—4), mg = (4,12,—12) and mg = (2,—4,—4).
Find the annihilator of M.
E. 10.58. (— p. 309) Let A, B, C € M3(Z) and let
p-(4%).
with det A =28 and det B = 7.

Find all possible Smith forms of D and provide an example of A, B, and C
for each case.

E. 10.59. (— p. 310) Let M be the Abelian group generated by elements m,
ms and mg which satisfy the relations

3mi+m3 =0, 2m; —2mg+m3 =0 and m; 4+ 4ms + 2m3 = 0.

Find all the possible orders of an element of M.
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E. 10.60. (— p. 310) Consider R € M,(Z), and let M be the Z-module
7"/ RZ™.

Assume that, for all m € M, there exists a prime p,, € Z such that p,,m = 0.
Prove that the rank of R is m, and there exists a prime p € Z such that
det R = +p*, with k < n.

E. 10.61. (— p. 310) Let M be the Z-module generated by elements m;, ma,
and mg satisfying
2m1 — 4m2 - 2m3 =0
10my — 6mgo +4m3 =0
6mq, — 12mo + amg = 0.
1. Express M as a direct sum of cyclic modules, as a varies in Z.
2. Find the values of a, if any exist, such that Ann M = 0.

E. 10.62. (— p. 311) Let G; = (a,b,c,d)z, where a,b, ¢, d satisfy

2a+2b+c+3d=0
—2b+c+3d=0
—4a+4b—3c—15d=0
6a+4b+c+9d=0
12a +4b+ c+21d =0,

and Go(a) = Coker @, where ¢, : Z3 —s Z3 is the Z-linear map defined by
Yoz, y,2) = (22 + 8y — 4z, azx + 6y + az, —2x — 2y + 4z2),

with o € Z.
Find the values of «, if any exist, such that G; and Gz(«) are isomorphic.

E. 10.63. (— p. 312) Let o, B € N, and let R = R, g € Mg(R) with charac-
teristic polynomial

pr(z) = (z - 1)%(z - 2)°(«® +1).

Find all values of a and S, if any exist, such that there are exactly 4 possible
Smith forms of the characteristic matrix R — xI.

E. 10.64. (— p. 312) Let M be the Z-module generated by elements m,, ma,
mg, my satisfying the relations

3mi1 =0, am; +3mg =0, and bmsy + 3mgz =0,

with a, b € Z such that ged(a,b) = 1.
Describe the torsion submodule T'(M) of M as a and b vary.

E. 10.65. (— p. 313) Consider an integer a, let N be the submodule of Z3
generated by
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m1 = (2,2,a), mg = (2,a,0), and m3z = (0,4,2),

and let M = Z3/N.

1. Determine M up to isomorphism, as a varies.
2. Find all the values of a, if any exist, such that Homyz(Z/(7), M) # 0.

E. 10.66. (— p. 314) Let M = (mq, mg, m3)z, where
2my, = my, my = 3ms, my +me =amg, and a € Z.

1. Construct, if possible, a non-trivial homomorphism ¢: Z/(20) — M
when a = 3.

2. Describe Homy(Z/(20), M) as a varies.

E. 10.67. (— p. 314) Let ¢: Z® — M be a surjective Z-module homomor-
phism such that Kery = (my, mga, ms3), where

my = (2,4,6), mz = (0,a,2a), and mg = (b,4,6),

with a, b varying in Z.
Find all the values of a and b, if any exist, such that M is simple.

E. 10.68. (— p. 315) For each of the following cases, prove that the ring A
is a finitely generated K[z]-module, and express it as a direct sum of cyclic
modules.

1. A= K[z,y,2]/(z* —y* + 2, 2* — ¢?);

2. A=Kilz,y,2]/(zy — 1, y* — 2 + 22);

3. A=Klz,yl/(2® -y, a* — 2’y +y).

E. 10.69. (— p. 316) Let A = K|z,y,2] and I = (22 + % — 2, zy — 1).
1. Prove that A/I is a finitely generated K|[z]-module by finding a finite
generating set.
2. Decompose A/I as a direct sum of cyclic K[z]-modules.

E. 10.70. (— p. 316) Let
I = (2% +zy, 2%y — v’z + 2%, 22 + 2y + 2yz, 2* — y2) C K[z, vy, 2].

Prove that I is monomial.
Determine a generating set of the K[y]-module M = K|z, y, z|/I.
Is M free?

Represent M as the cokernel of a K[y]-module homomorphism, and
decompose it as a direct sum of cyclic modules.

- W N
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E. 10.71. (- p. 317) Let A = K[z,y]/(v® —2y®> —y + =, 22 —zy + = — y).

1. Prove that A is finitely generated as a K[z]-module.

2. Represent A as the cokernel of a K[z]-module homomorphism, and de-
compose it as a direct sum of cyclic modules.
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Chapter 11 e
Tensor Product

E. 11.1. (— p. 319) Let A be a ring, and let M, N, and P be A-modules.
For all b,b’' € Bil(M, N; P) and o € A define

(b+b")(m,n) = b(m,n) +b'(m,n) and (ab)(m,n)= ab(m,n),

forallme M,n e N.
Show that Bil(M, N; P), equipped with the above operations, is an A-module.

E. 11.2. (— p. 319) Compute Z/(a) ® Z/(b) when ged(a,b) = 1.

E. 11.3. (— p. 319) Let I, J be ideals of a ring A.
Prove that
AlI@a AT ~A/(I+J).

E. 11.4. (— p. 320) Let A be a ring, and let M, N be free A-modules.
Prove that M ® N is free.

E. 11.5. (— p. 321) 1. Prove that Q ®z Q ~ Q.

2. Consider C with the R-module structure given by restriction of scalars
via the inclusion homomorphism R — C.
Prove that in C ®g C there exist non-simple tensors.

3. Can the same line of reasoning as in the proof of part 1 be used to prove
that C ®r C ~ C?

E. 11.6. (— p. 322) Let A be aring, and let f: M — M’ and g: N — N’
be A-module homomorphisms.
Prove that

f®9g: M®N — M’ ® N’ defined by (f ® g)(m®n)= f(m)® g(n)
is an A-module homomorphism.
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E. 11.7. (— p. 322) Let A be a ring, and let f: M — M', f': M' — M",
g: N — N',and ¢': N' — N" be A-module homomorphisms.
Prove that

(f'ef)@(dog)=(f®g)o(f®y9).
E. 11.8. (— p. 322) Prove that Q ®z Z/(n) = 0 for every n € N,.

E. 11.9. (— p. 322) Let N; and N, be A-modules.
Prove:
1. N7 and N, are projective <= N; @ N3 is projective;
. N7 and N, are projective = N7 ® N> is projective;
. the converse of part 2 does not hold in general;
. N7 and N, are flat <= N; & Ns is flat;
. N1 and N, are flat = N7 ® Ns is flat;
. the converse of part 5 does not hold in general.

S Ot s W N

E. 11.10. (— p. 323) Let (4, m, K) be a local ring, and let M and N be
finitely generated A-modules.
Prove that

p(M ®a N) = p(M)p(N),
where pu(M) = dimg M/mM.

E. 11.11. (— p. 324) Let (A, m,K) be a local ring, and let M and N be
finitely generated A-modules.
Prove that
M®a N=0 implies M =0 or N=0.
E. 11.12. (— p. 324) Let p € Z be a prime, and let
M={I%: a€Z, nEN}.
Verify that M is a Z-module and prove that M ® (M/Z) = 0.
E. 11.13. (— p. 324) 1. Compute the dimension of the Q-vector space
Qlz]/(z) ®qpe) Qlz]/(2® + 1).
2. Let a = v/3. Compute dim¢(C ®g Q[a]).

E. 11.14. (— p. 324) Let (A, m, K) be a local ring.
Prove that every finitely generated projective A-module is free.
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E. 11.15. (— p. 325) We say that a ring homomorphism f: A — B is flat if
B is a flat A-module by restriction of scalars via f.
Let I, J be ideals of A, and let f: A — B be a flat ring homomorphism.
Prove that

(INnJ)B=IBNnJB.

E. 11.16. (— p. 325) Let A be a ring and a € A.
Prove that the following are equivalent:

1. (a) = (a?);

2. (a) is a direct summand of A4;

3. A/(a) is a flat A-module.

E. 11.17. (— p. 326) Let M be an A-module such that mM # M for all
m € Max A.
Prove:

1. M/IM # 0 for every proper ideal I of A;
2. if M is a flat A-module, then M ® N # 0 for every A-module N # 0.

E. 11.18. (— p. 326) Let A be a ring, and let a € A\ D(A).
Prove that if N is a flat A-module, then an # 0 for all n € N \ {0}.

E. 11.19. (— p. 326) Let A = K[z,y|, I = (z), and J = (y).
Prove:

1. I, J, and I N J are free A-modules;
2. I+ J is torsion-free, but not flat.

E. 11.20. (— p. 326) Let M and N be free A-modules of finite rank.
Prove that
EndsM Q EndsN ~ EIldA(M ® N)

E. 11.21. (- p. 327) Consider M = Z/(15). Let ¢: Z2 — Z3 be the homo-
morphism given by

o(z,y) = (4z + 8y, 4z — 4y, 167 + 20y).
Compute M ®z T'(Coker ).

E. 11.22. (— p. 327) Let a € N, and let M, be the Z-module generated by
elements m;, mq, m3 satisfying the relations

2m; —mo =0, m; +mgo+m3=0 and m; +ams =0.

Determine the values of n € N, if any exist, such that M, ®2 Z/(n) # 0, as a
varies.



®

Check for

Chapter 12 updates
Localization

E. 12.1. (— p. 328) Let A be a ring and a &€ N'(A).
Prove that there exists a prime ideal p of A such that a & p.

E. 12.2. (— p. 328) Let A be a ring, and let S C A be a multiplicative subset.
Prove that og is an isomorphism if and only if S C A*.

E. 12.3. (— p. 328) Let A be a finite ring, and let S C A be a multiplicative
subset such that og is injective.
Prove that S™1A ~ A.

E. 12.4. (— p. 328) Describe the ring S~!A in the following situations:
A=7and S = A\ (p) with p prime;

A=7Zand S =A\U,_,(p;) with p; distinct primes;

A=7/(12) and S = {2": n € N};

A=7/(12) and S = A\ (2);

A=7/(12) and S = A\ (3).

otk W

E. 12.5. (— p. 329) Let A be a finite ring, and let S C A be a multiplicative
subset.

1. Prove that og is surjective.
2. Let A=7/(24) and S = {2": n € N}.
Find Ker g and describe S~ A.

E. 12.6. (— p. 329) Let A be a ring, and let I C A be an ideal.

1. Let
S=14+I={1+1:i€el}.

Prove that S is multiplicative and that S=1I C J(S~1A).
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2. Let A=7/(60) and S =1+ 4A.
Describe all ideals of S™'A. Is S™'A a local ring?

3. Let again A = Z/(60).
Is there an m # 4 such that T-1A4 = (1 +mA)~'A is not local?

E. 12.7. (— p. 330) Let A and B be rings with B # 0, and let C be the ring
C=AxB.
Prove:

1. if $={1} x BC C, then S7'C ~ 4;

2. if T ={(1,0),(1,1)} C C, then T~1C ~ A;

3. the relation defined on the elements of C' x T as

(z,8) ~ (y,t) if and only if zt=ys
is not an equivalence relation.

E. 12.8. (— p. 330) Let A be a ring, and let f € A.
Prove that
Ap ~ Alz]/(1 - fz).

E. 12.9. (— p. 331) Let Z [2] = {p (2) : p(z) € Z[z]} ~ Z[z]/(3x — 2).

1. Prove that Z [%] ~ 7s.

2. Find all rings A such that Z C A C Q, and describe them as localizations
of Z.

E. 12.10. (— p. 331) Let I = (yz — y, 2y + 222, y — 2) C Q[x, 9, 2], and let
f =32 —y?, see E.9.9. Let also J = IQ[z,y, 2](3,y,2)-
Does the image of the polynomial f in Q[z,y, 2](z,y,.) belong to J?

E. 12.11. (— p. 332) Let I = (2? + 2% — 3, 22 + 2y + y%? — 3) C Clz, y], see
E.9.13. Let also p; = (x — 1, y — 1) and ps = (z, y).
Describe I,, N C[z,y] and I, N C[z, y].

E. 12.12. (— p. 332) Let K be a field of characteristic different from 2, let
I=(2?+92, 23y® +y*) C K[z,y], and let f = x? + 5z, see E.9.15.
Verify whether the image of f in K|z,y|(,,,) is an element of |/I(; .

E. 12.13. (— p. 332) Let I = (z%y + zz + yz, y?z) be an ideal of R[z, y, 2],
and let A = R[z,y, 2]/1, see E.9.18. Let also p = (7, z) A.
Describe A,.

E. 12.14. (— p. 332) Let A = K[z,y,2] and I = (zz—y, yz —z) C A, see
E.9.24. Let also S = A\ (=, y).
Describe S~1(A/I).
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E. 12.15. (— p. 332) Let I = (y2 — xz, 22 — 9%, 22 — y2) C Q[z,y, 2], and let
A= Q[z,y,2]/I, see E.9.34. Let also S = A\ (z, y)A.
Describe S~ A.

E. 12.16. (— p. 333) Let p be a prime in Z.
Prove that Z, ®z (Z,/Z) = 0.

E. 12.17. (— p. 333) Let A be a ring, and let S, T C A be two multiplicative
subsets.
Prove:

1. if SC T and Tt = 0g(T), then T~1A ~ T (S~ A);
2. 05(T)"1(S71A) ~ or(S)" YT 1A).

E. 12.18. (— p. 334) Let p be a prime in Z.
Prove that )
(Z2)(wyz, i p#2;

Zz@ZZ(m’Z{ _
Q ifp=2.

E. 12.19. (— p. 335) [Total Quotient Ring] Let A be a ring, and consider
the multiplicative subset S = A\ D(4).

We call the ring S~1A the total quotient ring or total ring of fractions of A,
and we denote it by Q(A).

Prove:

1. S is the largest multiplicative subset such that og: A — S~!A is injec-
tive;

2. each element of Q(A) is either invertible or a zero-divisor;

3. if A= A* UD(A), then og is an isomorphism;

4. if A is a domain, then Q(A) is the smallest field containing A.
In this case Q(A) is called the quotient field or fraction field of A.

E. 12.20. (— p. 335) Let p C A be a prime ideal of a ring A.
Prove that
Q(A/p) = Ay /pA,.

E. 12.21. (— p. 336) Let A be a domain with finitely many prime ideals, and
let Q(A) be its fraction field.
Prove that there exists an element a € A such that Q(A4) = A,.

E. 12.22. (— p. 336) Let B be a ring, and let py,...,p, be prime ideals of B
such that p; ¢ p;, when i # j.
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1. Let A=B/p1N...Npp.
Prove that

n

Q(A) =~ P Q(B/py).

i=1
2. Let A =Clz,y]/(zy) and S = A\ D(A).
Describe S~1A.

3. Let A= C[z,y]/(2® —y3) and S = A\ D(4).
Describe S—1A.

E. 12.23. (— p. 337) Let K be a field, and let B C K be a ring which is not
a field.
Prove that K is not finitely generated as a B-module.

E. 12.24. (— p. 337) Let A= K[I](z).
Prove:

1. Q(A)/(z)Q(A) is a finitely generated A-module;
2. Q(A) is not finitely generated as an A-module.

E. 12.25. (— p. 337) Let A be a ring, let S C A be a multiplicative subset,
and let M be an A-module.

1. Prove that if Ann M NS # 0, then S~1M = 0.

2. Prove that if M is finitely generated, then the converse of part 1 also
holds.

3. Provide an example of an A-module M and a multiplicative subset S such
that S~'M =0 and Ann M NS = 0.

E. 12.26. (— p. 338) Let A be a ring, and let {fi}rem C A be such that
(fn: h € H) = A. Let also M be an A-module, and consider m € M.
Prove that if the image of m is zero in My, for every h € H, then m = 0.

E. 12.27. (— p. 338) Let M be an A-module.
We define the support of M to be the set

Supp M = {p € Spec A: M, # 0}.

Prove:

1. if M is finitely generated, then p € Supp M if and only if p O Ann M;
2. if0 — M’ — M — M"” — 0 is an exact sequence, then

Supp M = Supp M’ U Supp M";
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3. if M and N are finitely generated, then

Supp(M ®4 N) = Supp M N Supp N.

E. 12.28. (— p. 338) Let M = Z/(10) & Z/(12).

1. Find all primes p € Z such that M, # 0.
2. Describe Ms.

E. 12.29. (— p. 338) Let A = Q[z,y, 2], and let M be the A-module
Af(zyz — 22, 2y? —4) ®4 A/ (yz, T — ¥°).

1. Compute the dimension of M as a Q-vector space.
2. Find the support of M.

E. 12.30. (— p. 339) Let A be aring, and let 0 # I C A be a finitely generated
ideal such that either I, = 0 or I, = A, for every maximal ideal m C A.
Prove that I is principal and generated by an idempotent element.

E. 12.31. (— p. 339) Let
p(z) = (z —1)*(2* +2) € Qla], S = {a(z) € Qlz]: (a(2),p(z)) =1},
and let A = S71Q[z].
1. Prove that S is a multiplicative subset of Q[z].
2. Prove that |Spec A| = 3.

3. Describe A/p for any p € Spec A.
4. Describe A/p ® 4 A/q for any pair of ideals p # q in Spec A.

E. 12.32. (— p. 340) Let M be an A-module, and let I C A be an ideal such
that M,, = 0 for any maximal ideal m containing I.
Prove that M = IM.

E. 12.33. (— p. 340) Let A be a ring, and let p € Min A.
Prove:

1. every element of pA, is nilpotent;

2. every element of p is a zero-divisor in A;

3. if A is reduced, then A, is a field.

E. 12.34. (— p. 340) Let S be a multiplicative subset of a ring A.
Prove that S, the saturation of S, is a saturated multiplicative subset.
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E. 12.35. (— p. 340) Let A and B be rings, let T C B be a subset, and let
f: A — B be a ring homomorphism.
Prove:

1. if T is multiplicative, then f~1(T) is multiplicative;

2. if T is saturated, then f~1(T) is saturated;

3. if f is surjective, then the converse of parts 1 and 2 also hold.

E. 12.36. (— p. 341) Let A be a ring, let S C A be a multiplicative subset,
and let 0g: A — S~ A be the localization homomorphism.

For any ideal I C A, we define the saturation of I with respect to S to be the
set

IS = U I:(s)={a€ A: there exists s € S such that as € I'}.
seS

We say that I is saturated with respect to S if I = I°.
Prove:

1. I C I® and IS is an ideal;

2. (0)° = Kerosg;

3. if J C A is an ideal, and I C J, then I° C J*;

4. (I°)% =I5,

5. for any ideal J of A, we have (I°J%)% = (I.J)5.

E. 12.37. (— p. 341) Let A be aring, and let S C A be a multiplicative subset.
Let also M be an A-module, and let 05: M — S~'M be the localization
homomorphism.

For any submodule N C M, we define the saturation of N with respect to S
to be the set

NS = UN :m 8= {m € M: there exists s € S such that sm € N}.
seS

We say that N is saturated with respect to S if N = NS,
Prove:

1. N C N° and N¥ is a submodule of M;
if P is a submodule of M, and N C P, then NS C PS,;
if @ is a submodule of S~'M, then 05'(Q) = 05" (Q)%;
NS =065'(S71N), and, in particular, (0)° = Kero;
(N®)% = N¥;
for any submodule P C M, we have (N N P)S = N%n PS;
for any submodule P C M, we have N° + P5 C (N + P)S.

NS otk W



12 Localization 183
E. 12.38. (— p. 342) Let
A= (Z/(200)55, B=(Z/(200)),

C=17/(25)®2Z/(40), and D = Z[z]/(6x —1).
Determine which pairs of these rings are isomorphic.
E. 12.39. (— p. 343) Let A be a ring, and let S C A be a multiplicative
subset such that S~1A # 0.

Prove that S is maximal with respect to inclusion among multiplicative subsets
U C A such that U"'A # 0 if and only if A\ S is a minimal prime.

E. 12.40. (— p. 343) Let S = {24"} ey and T = {4"6™},, men.
Prove that S™'Z = T~ 'Z.

E. 12.41. (— p. 343) Let A be a ring, let f, g € A, and let I C A be an ideal.
Prove:

1. the saturation of S =1+1 is
S=4a\ U »
peV(I)
where V(I) = {p € Spec A: p D I'};
2. Sy C S, if and only if \/(f) 2 /(9)-
E. 12.42. (— p. 344) Let K be a field of characteristic different from 2.

Let A= Klz,y]/(z* —¢?), p = (z+y)A, and q = (z,y)A.
Describe:

1. the prime ideals of A,.
2. (Aq)pa,-
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Noetherian and Artinian Modules

E. 13.1. (— p. 345) Let A be a ring.
Prove:
1. if A =7, then A satisfies a.c.c. but not d.c.c.;
2. if A =R[z]/(z% + 2), then A satisfies both a.c.c. and d.c.c..

E. 13.2. (— p. 345) Let K be a field, and let V' be a K-vector space.
Prove that the following are equivalent:

1. dimg V < oo;

2. V is a Noetherian K-module;

3. V is an Artinian K-module.

E. 13.3. (— p. 345) Find an alternative proof of T.7.2.2 using the characteri-
zation of Noetherian modules given in T.7.2.1.

E. 13.4. (— p. 345) Let A be a Noetherian ring, and let p: A — A be a
surjective homomorphism.

1. Prove that ¢ is injective.
2. Prove that p(INJ) = o(I) Ne(J) for all ideals I, J C A.
3. Do the previous statements hold when A is not Noetherian?

E. 13.5. (— p. 346) Let A be a Noetherian ring, and let I C A be an ideal
such that I = I2.
Prove that [ is principal, and generated by an idempotent.

E. 13.6. (— p. 346) Let N; and N, be submodules of an A-module M.
Prove that if M/N; and M /N, are Noetherian, then M/(Ny N Ny) is also
Noetherian.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 185
A. Bandini et al., Commutative Algebra through Exercises, UNITEXT 159,
https://doi.org/10.1007/978-3-031-56910-4 13


https://doi.org/10.1007/978-3-031-56910-4_13
https://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-56910-4_13&domain=pdf

186 13 Noetherian and Artinian Modules

E. 13.7. (— p. 346) Let A = K[z]/(fg?), with (f, g) =1. _
Prove that an A-module M is Noetherian if and only if M/fM and M/g*>M
are Noetherian.

E. 13.8. (— p. 347) Let A be a domain such that for every non-zero ideal I,
there exist an ideal J # 0 and an element d € A such that IJ = (d).
Prove:
1. there exists a finitely generated ideal J = (g1, ... ,gx) such that IJ = (d);
2. A is Noetherian.

E. 13.9. (— p. 347) Let f: A — C and g: B — C be surjective ring
homomorphisms. Define A x¢ B = {(a,b) € A x B: f(a) = g(b)}.
Prove:

1. A x¢ B is a subring of A x B;

2. if A and B are Noetherian, then A X¢ B is Noetherian.

E. 13.10. (— p. 347) Let A be a local ring with principal maximal ideal
m = (m).
Prove:

1. every 0 # a € m admits a factorization a = um”, where u is invertible
and k is a positive integer, if and only if (| m™ = 0;
neN

2.if M m®"=0and 0# I C A is a proper ideal, then I = m” for some
neN
positive integer h;

3. if A is Noetherian, then A is a PIR.

E. 13.11. (— p. 348) Let A be a Noetherian ring.
Prove that, if every maximal ideal of A is principal, then dim A < 1.

E. 13.12. (— p. 348) Let M be a Noetherian A-module.
Prove that A/ Annyg M is Noetherian.

E. 13.13. (— p. 348) Let A be a Noetherian ring, and let I, J be ideals of A
such that every prime ideal of A contains either I or J, but not both.
Prove:

1. A=1+J;

2. there exists n € N such that (IJ)" =0.

E. 13.14. (— p. 349) Let (A, m, K) be a Noetherian local ring.
Prove:

1. if I C A is an ideal and p(I) > 1, then pu(I?) < u(I)?%, where, for any
ideal J of A, u(J) = dimg J/mJ;
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2. if every ideal of A is a flat A-module, then A is a PID.

E. 13.15. (— p. 349) Let A be a ring. Given a prime ideal p € Spec A we
define its height ht p as the supremum of the lengths of strictly ascending
chains of prime ideals contained in p:

htp =sup{l: po Sp1 & ... S pi=p, p; € Spec A}.

Given any ideal I C A, we define its height ht Jas the infimum of the heights
of the prime ideals containing it:

ht I =inf{htp: p e V(I)}.
Let A be a Noetherian ring, and let I, J be ideals of A.
Prove:

1. VI =+/J if and only if I and J have the same minimal primes;
2. if /I =+/J, then ht I = ht J and dim A/T = dim A/ J.

E. 13.16. (— p. 350) Let A be a Noetherian ring, and let M be an A-module
such that 0 # Ann M is 0-dimensional.
Prove that M contains a non-zero simple submodule.

E. 13.17. (— p. 350) Let A be a Noetherian ring and let p € Spec A.
Prove that p is a minimal prime of A if and only if there exist a non-nilpotent
element a € A and n € N such that ap™ = 0.

E. 13.18. (— p. 350) Let A be a Noetherian ring, and let J C A be an ideal.
Prove that if J contains a 0O-dimensional radical ideal, then either J is O-
dimensional and radical or J = (1).

E. 13.19. (— p. 351) Find the minimal primes of the ideal

I = (z%2t, yt3, zyzt, 2°2°) C K[z, vy, 2, 1].

E. 13.20. (— p. 351) Let A = QJz,y, z,t] and
I = (222 — 228, 22y*t + 2%y — 232, 2t?) C A.

1. Determine whether I is a monomial ideal.

2. Find a primary decomposition of I and determine its associated and
minimal primes.

3. Find N'(A/I) and D(A/I).
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E. 13.21. (= p. 351) Let A = Q[z]/(z% — 322) ® Z/(12).
Find:

1. N(A) and D(A);
2. the ideals p € Spec A such that A, is a field, if any exist.

E. 13.22. (— p. 352) Let I = (322 + 10y — 2, (z + y)3, 45) C Z[x,y|, and let
A =Zz,y]/I.

Find:

1. D(A);

2. the ideals p € Spec A such that A, is not a domain, if any exist.

E. 13.23. (— p. 353) Let K = K, and let I C A = K[z, ..., ,] be an ideal.
Prove that the following are equivalent:

1. dim A/T = 0;
2. INK[z;) #0foralli=1,...,n.

E. 13.24. (— p. 353) [Computation of the Radical of a 0-dimensional

Ideal] Assume K = K, and let I C K[z1,...,z,] be a 0-dimensional ideal.
Foralli=1,...,n,let 0 # h; € I N K[z;], and let v/h; be its squarefree part.

Prove that
VI=(I,Vhi,...,vhn).

E. 13.25. (— p. 354) Let M be an A-module.
Define the set of associated primes of M as

Ass M = {p € Spec A: there exists m € M \ {0} such that p = Annm}.

Prove:

1. the maximal elements of the set X' = {Annm: 0 # m € M} are prime,
and thus, they belong to Ass M;

2. if A is Noetherian and M # 0, then Ass M # ).

E. 13.26. (— p. 354) Let M be an A-module, and let p € Spec A.
Prove that p € Ass M if and only if there exists an injective homomorphism
A/p — M, i.e., if and only if M contains a submodule isomorphic to A/p.

E. 13.27. (— p. 354) Let A be a ring.
Prove:

1. if0— N i) M 25 P — 0 is an exact sequence of A-modules, then

AssN CAssM C AssNUAssP;
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2. if A # 0 is Noetherian and M # 0 is a Noetherian A-module, then there
exist a chain of submodules My C M; C ... C M; = M and prime ideals
P1,...,P¢, such that

M;/M;_1 ~ A/p; for all i;

3. [Third Finiteness Theorem)] if A is Noetherian ring and M is a finitely
generated A-module, then

Ass M is finite.

E. 13.28. (— p. 355) Let M be an A-module, and let I C Ann M.
Prove that M is Artinian as an A-module if and only if it is Artinian as an
A/I-module.

E. 13.29. (— p. 355) Let M be an Artinian A-module, and let ¢: M — M
be an injective homomorphism.
Prove that ¢ is an isomorphism.

E. 13.30. (— p. 355) Let A be an Artinian ring.
Prove:
1. A= A*UD(A);
2. if Aislocal and S C A is a multiplicative subset, then the homomorphism
os: A — ST1A is surjective.

E. 13.31. (— p. 355) Let M be an A-module, and let my, ..., m, be maximal
ideals of A not necessarily distinct and such that { ] mi) M =0.

=1

Prove that M is Noetherian if and only if M is Artinian.
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Chapter 14 e
True or False?

For each of the exercises in this chapter, decide whether the statements
are true or false. Support your answer with a proof or a counterexample.

ToF. 14.1. (— p. 357) Let A be a ring, and let I C A be an ideal.
An element a € A is not a zero-divisor in A/ if and only if I : (a) = I.

ToF. 14.2. (— p. 357) Let A be a domain, and let @ be its quotient field.
Then,

Qlz] ® Al Qlz] ~ Qlz].

ToF. 14.3. (— p. 357) Let A be a PID, let B be a domain, and let p: A — B
be a surjective homomorphism.
Then, either B is a field or ¢ is an isomorphism.

ToF. 14.4. (— p. 357) Let I, J, and H C A be ideals.
Then:

1. VI+JH=+I+JN+I+H.

2. VI+VI=VT+J.
3. VI+VJI=vI+J.

ToF. 14.5. (— p. 357) In any ring A, the sum of ideals is distributive with
respect to intersection.

ToF. 14.6. (— p. 357) Let A be a ring, and let I C A be an ideal such that
N(A/I) = (0).

Then, I is prime.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 191
A. Bandini et al., Commutative Algebra through Exercises, UNITEXT 159,
https://doi.org/10.1007/978-3-031-56910-4 14


https://doi.org/10.1007/978-3-031-56910-4_14
https://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-56910-4_14&domain=pdf

192 14 True or False?

ToF. 14.7. (— p. 357) The Q[z]-module Q[z]/(z? — 1) ®qs) Qlz]/(z® + 1) is
trivial.

ToF. 14.8. (— p. 357) If A[z] is Noetherian, then A is Noetherian.

ToF. 14.9. (— p. 357) Let > be a monomial ordering on K[X], and let I # 0
be an ideal.
If Lt (I) is prime, then I is prime.

ToF. 14.10. (— p. 357) Let I, J C A be ideals.
Then, VT:J CVI:vJ.

ToF. 14.11. (— p. 358) Let I, J C A be maximal ideals such that INJ = (0).
Then, A is Artinian.

ToF. 14.12. (— p. 358) Let A be a domain, and let M, N be two A-modules.
Then, T(M ® N) ~ T(M) ® T(N).

ToF. 14.13. (— p. 358) Let f,g € C[z,y] \ C, and let I = (f,g).
Then, V() is infinite if and only if ged(f, g) # 1.

ToF. 14.14. (— p. 358) Let A be a ring, and let I C A be an ideal.
Then, A™/IA™ is isomorphic to (4/I)™.

ToF. 14.15. (— p. 358) Let p(z) € K|z] be an irreducible polynomial.
Then, the ideal (p(z),p(y)) is prime in K|[z,y].

ToF. 14.16. (— p. 358) Let M be a projective A-module, and let N C M be
a submodule.
Then, N is projective.

ToF. 14.17. (— p. 358) Let I C A be a proper ideal.
Then, I is maximal if and only if, for every ideal J of A, either J C I or
I+J=A

ToF. 14.18. (— p. 358) Let p C A be a prime ideal such that A/p is finite.
Then, p is maximal.

ToF. 14.19. (— p. 358) Let A be a ring, and let I, J C A be ideals.
Then:

1. I+ J = Aif and only if I"™ 4+ J™ = A for every n € N.

2. VI:JCVI:J.

3. VI:J=+TI:J.

4. I:J=1:J.
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ToF. 14.20. (- p. 359) Let I = (z2+1, y>—1) and J = (2% + =y, y*> +zy+1)
be ideals of Q[z, y].
Then, Q[z,y]/I ~ Q[z,y]/J.

ToF. 14.21. (— p. 359) Let I C K|z, y] be an ideal such that I N K[z] =0,
and let K[z,y] — K(z)[y] be the inclusion homomorphism.
Then, I is prime if and only if I¢ is prime and I = I.

ToF. 14.22. (— p. 359) Let f,g € K[z, y].
Then, v/(f,9) = V/(f?, ¢%).

ToF. 14.23. (— p. 359) Let (A, m) be a local ring, and let 7: A — A/m be
the canonical projection.
Then, a € A* if and only if 7(a) € (A/m)*.

ToF. 14.24. (— p. 359) Let (A, m) be a Noetherian local ring.
If the images of the elements a1,...,a, € A in A/m? generate m/m? as an
A/m-vector space, then m = (ay,...,a,).

ToF. 14.25. (— p. 359) A subring of a Noetherian ring is Noetherian.

ToF. 14.26. (— p. 360) Let A =Z/(18), and let M, M> be the A-modules
(2) and (3), respectively.
Then:

1. M, is projective.

2. M5 is projective.

3. M, is free.

4. M, is free.

ToF. 14.27. (— p. 360) The sequence of K[z]-modules
0—(z) — Kjz] - K—0
splits.

ToF. 14.28. (— p. 360) Let M be the Z-module Z/(12) ®z Z/(30).
Then, Supp M = {(2), (3)}.

ToF. 14.29. (— p. 360) Let A = K|z, y]/(zy).
Then, an element a ¢ D(A) if and only if a € K.

ToF. 14.30. (— p. 360) Assume K = K, and take f,g € K[X] with f
irreducible.
If V(f) C V(g), then f divides g.
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ToF. 14.31. (— p. 360) Let P, Q be projective A-modules, and consider a
surjective homomorphism ¢ € Homy4 (P, Q).
Then, Ker ¢ is projective.

ToF. 14.32. (— p. 360) Let f € Q[z] be a polynomial such that ged(f, f’) = 1.
Then, N (C ®q Q[z]/(f)) # 0.

ToF. 14.33. (— p. 361) Let S C A be a multiplicative subset, and let M be
a Noetherian A-module.
Then, S~'M is a Noetherian A-module.

ToF. 14.34. (— p. 361) Let m, n C A be distinct maximal ideals, and let M
be an A-module.
Then, M/mM ®4 M/nM = 0.

ToF. 14.35. (— p. 361) Let > be a monomial ordering on K[X], and let I be
an ideal.
If Lt (I) is primary, then I is primary.

ToF. 14.36. (— p. 361) Let ¢: Q[z]> — Q[z]® be the homomorphism defined

by the matrix
z—10 0
0 =z 0 .
0 0z(z—1)>3

ToF. 14.37. (— p. 361) Let A # 0 be a ring.
Then, A is a field if and only if every A-module M is free.

Then, dimg Coker ¢ = 6.

ToF. 14.38. (— p. 361) Let A be a domain, and let M # 0 be an A-module.
If, for every prime p C A, the module M, is torsion-free, then M is torsion-free.

ToF. 14.39. (— p. 361) Let f: A — B be a ring homomorphism.
If M is a free A-module of rank k, then M ® 4 B is a free B-module of rank k.

ToF. 14.40. (— p. 361) Let A be a ring, let I C A be an ideal, and let
f e A\N(A).
Then, VI = \/TA; N AN/, f).

ToF. 14.41. (— p. 361) Every Artinian domain is a field.

ToF. 14.42. (— p. 362) The Jacobson radical of a PID is always zero.
ToF. 14.43. (— p. 362) The Z-modules Q ®z R and R are isomorphic.

ToF. 14.44. (— p. 362) Let N and N’ be submodules of an A-module M.
If N} C N,, for every maximal ideal m of A, then N’ C N.



14 True or False? 195

ToF. 14.45. (— p. 362) Let A be a ring such that A, is a domain for each
m € Max A.
Then, A is a domain.

ToF. 14.46. (— p. 362) Let A= C[t] and M = A[z]/(x? — t).
Then, M is a flat A-module.

ToF. 14.47. (— p. 362) Let A be a PID, and let M be a torsion-free A-module.
Then, M is free.

ToF. 14.48. (— p. 362) Let A = Z, let S = {3"5™: m,n € N}, and let
T ={15": n € N}.
Then, S™1Z = T~1Z.

ToF. 14.49. (— p. 363) Let M, N be finitely generated A-modules such that
M®s N =0.
Then, Ann M + Ann N = A.

ToF. 14.50. (— p. 363) Let (4, m, K) be a local ring, and let M # 0 be a
finitely generated A-module.
Then, V (Ann (M/mM)) = {m}.

ToF. 14.51. (— p. 363) Let M be a flat A-module.
Then, I ® 4 M ~ IM for any ideal I C A.

ToF. 14.52. (— p. 363) Let A be a Noetherian ring.
Then, every surjective endomorphism of A is an isomorphism.

ToF. 14.53. (— p. 363) Let A be a ring, and let S C A be a multiplicative
subset such that A ~ S~1A.
Then, S C A*.

ToF. 14.54. (— p. 363) Let A be a ring such that every submodule of a free
A-module is free.
Then, A is a PID.

ToF. 14.55. (— p. 363) Let A be a local ring.
Then, there exist a ring B and a prime ideal p of B such that A ~ B,.

ToF. 14.56. (— p. 363) The polynomial p(z) = 30z® + 60z3 + 90z + 7 is
invertible in Z/(540)[x].

ToF. 14.57. (— p. 363) In the ring Z)[z] every maximal ideal has at least
two generators.

ToF. 14.58. (— p. 364) The Z-module (Z/(15) ® Z/(18))3) is cyclic.
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ToF. 14.59. (— p. 364) Let a € Z, and let M be a Z-module generated by
elements m,,mo, mg which satisfy the relations

2m; —mg =0, mi+mg+ms=0, mi+ame=0.
Then, for every a > 0, there exists an integer n such that M ®z Z/(n) # 0.

ToF. 14.60. (— p. 364) Let I C p C A where [ is an ideal and p € Spec A.
If I,, is primary, then I is primary.

ToF. 14.61. (— p. 364) Let f(z,y) € K[z, y| be a polynomial of total degree
n. Let also C = V(f) be the plane curve of K2 defined by f, and let £ be a
line not contained in C.

Then, |[CN{| < n.

ToF. 14.62. (— p. 364) Let A be a domain, and let M be a flat A-module.
Then, M is torsion-free.

ToF. 14.63. (—> p. 364) Let A be a PID, let Q(A) be its fraction field, and
let M ~ A" & @ A/(a;) with a; # 0 for all 4.
Then, dimg ) Q(A) ®a M =n.

ToF. 14.64. (— p. 365) Let A be a ring, and let M be an A-module.
If J(A) is finitely generated, and J(A)M = M, then M = 0.

ToF. 14.65. (— p. 365) Let I C Z[z] be an ideal.

If VI = (f) with f irreducible modulo p for every p prime in Z, then I is
primary.

ToF. 14.66. (— p. 365) A direct summand of a finitely generated module is
finitely generated.

ToF. 14.67. (— p. 365) Let I = (y? — 22, 23y — y2) C Q[z, y, 2].
Then, f = z3y? + 23yz +y + 2z € VI

ToF. 14.68. (— p. 365) Let I be an ideal of a ring A such that A/I is a flat
A-module.
Then, I = I.

ToF. 14.69. (— p. 365) Let A be a domain, and let

0—M-IsN 5L 0

be an exact sequence of A-modules.
Then:

1. Aon N CAon M, Ann N C AnnL and Ann M - Ann L C Ann N.
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2. the sequence T'(M) Jran T(N) AT, T(L) is well-defined.

fir ()
s

3. the sequence T'(M) T(N) AT, T(L) — 0 is exact.

4. the sequence 0 — T'(M) Jman, T(N) 229 7(L) is exact.

ToF. 14.70. (— p. 366) Let I = {p(z) € Z[z]: p(5) is even}.
Then, Z[z]/I is a field.

ToF. 14.71. (— p. 366) There is a unique ring homomorphism ¢: C — R.

ToF. 14.72. (— p. 366) Let A be a ring, let p C A be a prime, and let M be
a finitely generated A-module.
If the A/p-module M/pM is trivial, then M, = 0.

ToF. 14.73. (— p. 366) Let I be an irreducible and radical ideal in a ring A.
Then, I is prime.

ToF. 14.74. (— p. 366) Let I; D I D I3 D ... be a chain of prime ideals in a
ring A.
Then, I =(); I; is a prime ideal.

ToF. 14.75. (— p. 366) The ring K[[z1,...,Z,]] is local.

ToF. 14.76. (— p. 367) Let A be a Noetherian ring of finite Krull dimension,
and let {p1,...,pr} be the set of minimal prime ideals of A.
Then, for any i = 1,...,k,

dim A = dim A,, + max{dim A/p;}.

ToF. 14.77. (— p. 367) Let A be a domain such that IJ = I'NJ for any pair
of ideals I, J of A.
Then, A is a field.

ToF. 14.78. (— p. 367) Let A be a PID.
Then, a finitely generated A-module is flat if and only if it is free.

ToF. 14.79. (— p. 367) Let A = K|[z,y]/(zy), p = (z), and q = (=, y).
Then, there exists an injective homomorphism from A, to A,.

ToF. 14.80. (— p. 367) Every localization of a projective module is projective.

ToF. 14.81. (— p. 368) Let f, g € Q|z,y] be irreducible polynomials of total
degree n > 1.

Then, dimg (Q[z, y]/(f) ®qje,y Qlz,¥]/(9)) = n.
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ToF. 14.82. (— p. 368) Let f: K[z] — K|z, y]/(zy — 1) be the homomor-
phism defined by the composition of the inclusion K[z] — K|[z,y] with the
canonical projection onto K|z, y]/(zy — 1).

Then, there exists a prime ideal p C K[z, y]/(xy — 1) whose contraction via f
is equal to (z).

ToF. 14.83. (— p. 368) Let I, J C A be ideals.
Then, I C J if and only if I, C J, for all m € Max A.

ToF. 14.84. (— p. 368) Let A be a local ring, and let M be a finitely generated
A-module.
Then, M is projective if and only if it is free.

ToF. 14.85. (— p. 368) Let n € Z \ {0}.
Then, Homz(Z/(n),Q/Z) ~ Z/(n).

ToF. 14.86. (— p. 368) Let A = Q[z], let ¢ : A> — A3 be the homomor-
phism defined by

<p(f,g,h) = ((w - l)fv (I?’ - 1)95 (332 - l)h)a

and let M = Coker ¢.
Then, M ~ Q% as an A-module.

ToF. 14.87. (— p. 368) Let S be a subset of K™, and let
I(S) = (f € K[z1,-..,2,]: f(s) =0 for all s€9).
Then, V(I(S)) =

ToF. 14.88. (— p. 368) Let A be a ring with dim A = n.
Then, for any multiplicative subset S C A, we have dim S~ A < n, and there
exists at least a multiplicative subset T C A such that dim 714 = n.

ToF. 14.89. (— p. 369) Let K be a field, and let ¢: Z[z] — K be a surjective
ring homomorphism.
Then, K is a finite field.

ToF. 14.90. (— p. 369) Let A be a ring, and let P be a finitely generated
projective A-module.
Then, Hom 4 (P, A) is projective.

ToF. 14.91. (— p. 369) Direct product and tensor product commute.

ToF. 14.92. (— p. 369) Let S =Z\ {0}.
Then,

—1(1‘[ Z/(n) II s'@/(n)).

neNL neNL
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Chapter 15 upcaes
Review Exercises

E. 15.1. (— p. 370) Let A = C|zy,...,zy], with n > 2, be equipped with a
monomial ordering >, and let m;, mo € A\ C be monomials such that

m¥ <my forall k€N.
Prove that there exist indices i # j such that z¥ < z; for all k € N.

E. 15.2. (— p. 370) Let A = K|[z,y, 2], and let B = K[t].
1. Prove that the map defined as

Tt y'—>t2, z =t

induces a surjective homomorphism ¢: A — B.

2. Compute Ker .

E. 15.3. (— p. 371) Let M, N, and L be A-modules.
Prove:
1. Hom(A™, M) ® N ~ Hom(A",M ® N) for all n € N;

2. if N is flat and L is finitely generated, then there exists an injective
homomorphism

Hom(L, M) ® N — Hom(L,M ® N).

E. 15.4. (— p. 372) Let A be a ring such that every prime ideal is finitely
generated.
Prove that every ideal of A is finitely generated.
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E. 15.5. (— p. 373) Let A = Q[z,y, 2], and let I = (22 — 222, 2 + zyz) C A.

1. Prove that dim A/I > 2.

2. Determine whether the escalier of I with respect to the lex order with
T >y > z is equal to the escalier of I with respect to the degrevlex order
with z > y > 2.

3. Compute I N Q[y, 2] and I N Q[z,y].
4. Find the irreducible components of V(I).

5. Is (A/I), # 0 for all p € Min I?
Is it true that (A/I), # 0 if and only if p € AssI?

6. Determine the primary components of I associated to its minimal primes.

E. 15.6. (— p. 374) Let I; and I» be ideals of a Noetherian ring A.
Prove that there exist ¢ € N and an ideal J such that

IICJ and LI, =JNI.

E. 15.7. (— p. 374) Let 0 — M, 5 M, N M3 — 0 be an exact sequence
of A-modules, where M3 is flat.
Prove that, for every A-module N, the sequence

00— N@M N2 No M, 2 N My — 0

is exact.

E. 15.8. (— p. 375) Let n be a positive integer, and let p be a prime ideal of
a ring A. Define p(*) = p™A, N A to be the n-th symbolic power of p.

1. Prove that, if p” is primary, then p(® = p».

2. If p™ is not primary, does the equality p(™ = p™ still hold?

E. 15.9. (— p. 375) Let A = CJz], and let M = (mq,...,m4)4 be an A-
module such that

(z% — V)my + (3z + 3)ma + (3z + 3)m3 + (3z + 3)my = 0,
(% + z)ma + (2 + 1)mz + (z + 1)my = 0,

(2® = D)my + (2 + )ma + (z + 1)mg + (¢ + 1)my = 0,
(z% — V)my + (22 + 2)ma + (22 + 2)m3 + (22 + 2)my = 0.

1. Compute the free part of M, T(M), and Ann4(M).
2. Compute M ®4 A/(x—1) and M @4 A/(x — i).
3. Find, if possible, a non-zero A-module N such that Hom 4 (M, N) ~ N.
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E. 15.10. (— p. 376) Let A be a PIR, let p1, p2 € Spec A, and let q be a
primary ideal.
Prove:

1. if ¢ C py and p C p1, then p2 Cg;

2. if p2 = \/C_| g P, then P2 =q;

3. if pa C p1, then po is the intersection of all primary ideals contained in p1;

4. if p; and po are not comaximal, then one of them is contained in the
other.

E. 15.11. (— p. 376) Let I = (2y — ¢, 2° — zy) C R[z,y].
1. Prove that {g; = z%y — 2, go = 2% — xy} is a Grobner basis of I with
respect to all possible lexicographic monomial orderings.

2. Decompose V/T as an intersection of prime ideals and verify whether I is
radical.

3. Let
J = (z2® + 2%, y2® + 2%, 1) C R[z,y, 2.

Is it true that for every a € Vg(I), there exists b € R such that («,b)
belongs to Vr(J)?

E. 15.12. (— p. 377) Let A = QJ[z,y], and let
I=(z"-y* 2" 2’y +y 2y +y°) CA

Decompose the radical of I as an intersection of prime ideals.
Decompose I as an intersection of primary ideals.
Compute D(A/I) and N(A/I).

Let p = (z,y) and q = (3).
Compute I, N A and I; N A.

5. Describe the rings (A/I), and (A/I),.

L s

E. 15.13. (— p. 378) Let pa: Q[z]®> — Q[z]3, with a,b € Q, be the homo-
morphism defined by the matrix

z—a 0 0
By = 0 1—-2 z—a
b a—z2 0

1. Find all values of a,b € Q such that Coker g is cyclic.
2. Compute Coker ¢, for all values of a and b such that it is not cyclic.

E. 15.14. (— p. 379) Let I = (zy, = — y2), q1 = (z, 2), and q2 = (v%, T —yz)
be ideals of K|[z,y, z].
Prove that I = q; N g2 is a minimal primary decomposition of I.
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E. 15.15. (— p. 380) Let A be a ring such that:

i) Ay is Noetherian for all m € Max A;
ii) the set M, = {m € Max A: x € m} is finite for all z € A\ {0}.

Prove that A is Noetherian.

E. 15.16. (— p. 380) Let I be an ideal of a ring A.
Define, for all n € N,
™ = (g": a .
1. Prove that if A = Q[z,y], then I? = I,
2. Find an example of a ring B and an ideal I such that I? # I2,
3. Prove that if A = Q[z,] and I = (z, y), then I"™ = I!" for all n € N.

E. 15.17. (— p. 381) Let I and J be ideals of a ring A.
Define
I:J°=JI:Jm.
neN

Prove:

1. I:J* is an ideal of A;
2. if A is Noetherian and a,b € A, then I : (b)®° = I : (a,b)* if and only if
every associated prime of I containing b also contains a.

E. 15.18. (— p. 381) Let I = (22 + zy + 32, v® — 1) C K]z,y], and let
Vi (I) C K2 be the affine variety associated to I.

. Find VQ(I) and V(c(I).

. Compute D(Q[z,y]/I) and N(Q[z,y]/I).

. Describe the set of prime ideals of Q[z,y]/I.

. Find, if any exists, a prime ideal p C Q[z,y]/I such that (Q[z,y]/I), is a
field.

N R

E. 15.19. (— p. 382) Let A be a domain, and let K be its fraction field.
For any ideal I of A, we define

IV ={z e K:zI C A},

and we say that I is invertible if I1~1 = A.
Prove that, if I is invertible, then:

1. I is finitely generated;
2. I is a projective A-module.
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E. 15.20. (— p. 382) Let I C Clzy,...,z,] be a 0-dimensional radical ideal
such that:

i) In (C[xn] = (pn =z, + am—lfl::zn_1 +...+ aO);
i) [V(I)] = m.

Prove that there exist py,...,pn—1 € C[z,], with degp; < m for all ¢, such
that the reduced Grobner basis of I with respect to the lex order with
1> ...>x, i

{xl — D1, T2 —P25,--+5 Tn—1 — Pn-1, pn}
E. 15.21. (— p. 383) [Schanuel’s Lemma] Let
0— N3P Y M0,

0—N 2P Y5 M—0
be two exact sequences of A-modules, with P projective.
Prove:
1. there exist homomorphisms f: P — P’ and g: N — N’ such that
Ker f ~ Kerg and Coker f ~ Coker g;
2. if P’ is also projective, then N ® P’ ~ N’ @ P.
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Chapter 16 e
Proofs of Theoretical Results

16.1 Chapter 1

Proof T. 1.1. We prove that if a &€ D(A), then a € A*.

Consider the map m,: A — A that represents the multiplication by a,
defined by mg(b) = ab. The equality m,(b) = m,(c) yields a(b— ¢) = 0. Since
a & D(A), it follows that b — ¢ = 0. Therefore, m, is injective.

Since A is finite, the map m, is also surjective, and there exists a’ € A such
that 1 =mg(a’) = ad/, that is, a € A*. O
Proof T.1.3. Clearly, 0 € I : J. Let a,b € I : J. Then, for any j € J
we have aj, bj € I. Since I is an ideal, (a — b)j = aj — bj € I, that is,
a—>be€I:J. Similarly, if aj € I for every j € J, then, for every c € A, we
have (ca)j = c(aj) € I. Therefore, ca € I : J.

Obviously, VA = A. Now assume I C A. Thus, o™ € I implies n > 0. It is
clear that 0 € v/I. If a € v/I, then there exists n € N such that a” € I.
Therefore, for any c € A, we have (ca)” € I, that is, ca € V1.

Let a, b € V/I. Then, there exist n, m € N, such that a™, b™ € I.

Consider
n+m—1 (n +m— 1

(@+b)"tmt= )" .

k=0

n—1 n+m—1

_m n+m— 1 kin—1—k n n+m— 1 k—nint+m—1—k

=b kE . ( & )a b +a kE L a®" "b ,
= =n

) akbn+m—1—k

and note that both the first and the second addend belong to I, therefore
(a4 b)"*t™=1 ¢ I, that is, a + b € V1. ]

Proof T. 1.4. We proceed by induction on the number n of ideals. The case
n = 2 has already been shown.

Let I = (72} I,. By the inductive hypothesis, I = [/} L.

Since I, + I; = (1) for every j < n, there exist elements a; € I, and b; € I;
such that a; +b; = 1.
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Thus,

n—1
= H(aj+bj)=a+b1---bn_1 el,+1.
j=1

Since I and I,, are comaximal, we have

n n—1 n
HIi=HIi-In=IIn:IﬂIn=ﬂIi. O
=1 =1 =1

Proof T. 1.5. Recall that, by definition, the sum of two ideals I + J is the
smallest ideal containing both I and J.

1. Consider i € I, j € J, and h € H. Then, we have
(i+j)h=ih+jheIH + JH.

As the ideal (I + J)H is generated by elements of the form (i + j)h, it follows
that (I +J)H C IH + JH.
To prove the opposite inclusion, note that

IHC (I+J)H and JH C (I + J)H.

Therefore, we also have ITH + JH C (I + J)H.
2. Using part 1 we obtain that

I+NINT)=IINJ)+JINJ)CIJ+JI=1J

3. Since J, H C J + H, we have that both I N J and I N H are contained in
INn(J+H).

Therefore, (INJ)+ (INH) CIN(J+ H).

4. Due to part 3, it is sufficient to prove that if I O J, then

IN(J+H)CJ+({INH).

Writete IN(J+H) asi=j+h,withiel, je J,and h € H.
Then, h=i—j€INH,and thus,i=j4+heJ+INH.

5. Since JH is contained in both J and H, the proof is immediate. a
Proof T. 1.6. Parts 1, 2, and 4 immediately follow from the definition.
3. We will prove that

VIICVINT CVInVJCVIJ.

The first inclusion can be deduced from part 1 since IJ C I NJ.
The second inclusion is obvious.
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To prove the third inclusion, let a € /T N v/J. Then, there exist m, n € N
such that a™ € I and a" € J. Therefore, a™™™ = a™a™ € I.J, and the proof
is complete.
5. It is evident that 1 = 1" € I if and only if 1 € V/T.
6. From part 1, we have I + J C /T + v/J. We obtain the inclusion C by
applying part 1 again.

To prove the opposite inclusion, note that if a € v/v/T + v/J, then there
exist i € /I and j € v/J such that a* = i + j for some positive integer .
Let n, m € N be such that i € I and j™ € J. Then,

X ndm—1 e e m—1
t(n+m—1) E - -k om+n—1—k E - -k .n+m—1—k
a = 7 + (3

belongs to J + I, and thus, a € v/I + J.
7. The inclusion C follows from T.1.5.5 and from part 3.
To prove the opposite inclusion, let a € vI+ JN+I1+ H.
Then, a® =41 +j and a™ =iy + h for some n, m € N, 41,42 € I, j € J,
and h € H. Hence,

a™™ =iyis +i1h +i2j + jh € I + JH,

and a € I+ JH. a
Proof T.1.7. 1. If ab € V1, then there exists k € N such that (ab)* € I.
Since I is primary, either a® € I or there exists n € N such that b*” € I, i.e.,
either a € VI or be V1.

2. We will prove that if ab€ I and b € m, then a € I.

Since m is a maximal ideal, (b) + m = (1) and there exist c€ A and mem
such that 1 = ¢b+ m. Let n > 1 be an integer such that m™ € I. Then,
1=1"=(cb+m)" € (b) + 1.

By multiplying by a we obtain a € (ab) + I C I, as required. O
Proof T. 1.8. We have to verify that if @ =¢ and b= d in A/I, then ab = cd,
that is,ifa—c,b—d € I, then ab—cd € I.

The element

ab—cd=ab—ad—cd+ad=a(b—d)+d(a—c)

is in I, because both its addends are elements of I. It is easy to verify that
this product defines a commutative ring structure on A/I. a

Proof T.1.9. 1. To prove the first theorem it is sufficient to restrict the
range of f to Im f. In this way the induced map f: A/Kerf — Imfisa
homomorphism that is injective and surjective by construction.

2. Let ji,jo € J/I={j:j € J} and @ € A/I. We have j1 + j2 = j1 + jo,
with j; + j2 € J, and @j; = aj1, with aj; € J. Thus, J/I is an ideal of A/I,
and we can define the quotient ring (A/I)/(J/I).
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Consider the map 7: A/ — A/J, where a — a. This map is well-defined

because if @ = b, then a — b € I C J, therefore @ = b

Clearly, 7 is a surjective homomorphism and J/I C Ker .

Let @ € Kerm, that is, 0 = 7(@) = a@. This means that a € J, thus J/I = Ker .
The claim follows from part 1.

3. Parts a, b and c are easy to verify and only needed in order to define the
last isomorphism.
Consider the map

fiB—B+I— (B+1)/I,

defined as the composition of the inclusion map of B in B + I and of the
projection onto the quotient. The homomorphism f is surjective because each
element b+ i is the image of b € B. Moreover, if b € B is such that b = 0,
thenbe I and be BN 1.

Thus, the kernel of f is BN I, and the claim follows again from part 1. 0O

Proof T. 1.10. Let J be an ideal of A containing I. Since the projection is
surjective, 7(J) is an ideal of A/I, see T.1.18.1.

Conversely, for any ideal H in A/I its preimage is an ideal of A containing
I, because 7(I) =0 € H.
From the definition of maximal ideals it immediately follows that the corre-
spondence is one-to-one on maximal ideals.
The preimage of a prime ideal is always a prime ideal, see T.1.17.7.

Conversely, suppose p is a prime ideal of A containing I and take ab € 7(p).
Then, there exists ¢ € p such that ¢ = ab. Hence, ¢ — ab € I C p, and thus,
ab € p and the claim follows from the primality of p. O
Proof T. 1.11. 1. The quotient ring A/I is non-trivial if and only if 1 # 0 in
A/I, i.e., if and only if 1 & I, which is exactly when I is a proper ideal.
2. The quotient ring A/I is a field if and only if its only ideals are (0) and (1).
By T.1.10, the only ideals containing I are A and I itself, i.e., I is maximal.
3. The quotient ring A/I is a domain if and only if for each pair of elements
@, b# 0 of A/I the product ab # 0. Thus, A/I is a domain if and only if for
every pair of elements a, b € A\ I we have ab ¢ I, that is, when I is a prime
ideal of A.
4. The quotient ring A/I is reduced if and only if N'(A4/I ) (0), that is, if
@ =0 implies @ = 0. Thus, A/I is reduced if and only if a* € I implies a € I,
that is, if and only if v/I C I, i.e., if and only if I is radical.
5. We assume D(A/I) C N(A/I) and prove that I is a primary ideal of A.
We show that if a, b € A are such that a ¢ I and ab € I, then b" € I for some
positive integer n. Indeed, @ # 0 and @b =0 imply b € D(A/I) C N(A/I),
that is, b =b =0 for some n. Therefore, b € V1.

Conversely, reversing the implications, we can prove that if I is primary, then
D(A/I) C N(A/I). Since N(A/I) C D(A/I)) always holds, the conclusion
follows.
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6. If A/I is a field, then A/I is a domain.
7. If A/I is a domain, then N'(A/I) = D(A/I) = {0}. In this case A/I is
reduced and the conclusion follows from part 4.
8. If I is prime, then N'(A/I) = D(A/I) = {0}. Therefore, the claim follows
from part 5. a
Proof T.1.13. Let I C A be a prime ideal, and let I = J N H be a
decomposition of I. Then, either I = J or I = H by T.1.12.2, i.e., the given
decomposition is trivial. O
Proof T. 1.15. Let a € A be such that a € J(A).
Then, there exists a maximal ideal m such that a ¢ m, and this implies that
(a,m) = (1). Therefore, there exists b € A such that the element 1 —ab e m
is not invertible.

Conversely, let a € J(A) and assume, by contradiction, that there exists
b € A such that 1—ab is not invertible. Then, by T.1.2.3, 1—ab € m, for some
m € Max A. Since ab € m, this implies 1 € m, which is a contradiction. O
Proof T. 1.16. 1. For each proper ideal I C A we have that I C A\ A*.
Therefore, I C m and m is the only maximal ideal of A.
2. If we show that every element a ¢ m is invertible, then the claim follows
from part 1. Assume a ¢ m. Then, since m is maximal, (a,m) = (1), i.e., there
exist b € A and m € m such that ba +m = 1.
Therefore, by hypothesis, ba =1 — m € A* and it follows that a € A*. O
Proof T. 1.17. Parts 1 and 2 immediately follow from the definitions.

3.If a €I, then f(a) € f(I) C I°. Thus, a € I°°.
If we consider the inclusion homomorphism Z — Q and the ideal I = (n)
with n # 0, £1, then I®* =Q and I*¢*=7Z D I.

4. Since by definition f(J¢) C J, it follows that J° = (f(J¢)) C J.
If we consider the inclusion homomorphism K — K|z] and the ideal J = (z),
then J¢ = (0) and J° = (0) C J.
5. By parts 3 and 1, I C I®¢ implies I¢ C I°¢°°.

To prove the opposite inclusion, we observe that 1¢¢ = f~1(I¢). Therefore,
we have f(I°¢) = f(f~1(I¢)) C I¢, and finally I°°® C I°.
6. By parts 4 and 2, J° C J implies J¢¢¢ C J°.

To prove the opposite inclusion, we have f(J¢) C J°, which immediately
implies J¢ C Jee.
7. If ab € J°, then f(a)f(b) = f(ab) € J. Since J is prime, either f(a) € J
or f(b) € J. Then, either a € J¢ or b e J°.
8. If ab € J°, then f(a)f(b) = f(ab) € J. Since J is primary, either f(a) € J
or f(b™) = f(b)™ € J for some n. Consequently, either a € J¢ or b™ € J°.
9.If a € V/J¢, then f(a)" = f(a") € J for some n. Therefore, f(a) € VJ = J
and a € J°. Since the other inclusion always holds, this shows that J¢ is
radical.
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Finally, the inclusion homomorphism Z — Q and a non-zero prime ideal (p)
of Z provide a counterexample to parts 7 and 8 for extension of ideals. The
inclusion homomorphism Z — Z[i] and the ideal (2) show that the extension
of a radical ideal is not necessarily radical, because (2)¢ = (1 +14)2. O

Proof T. 1.18. 1. Clearly, f(I) C I°.

To prove the opposite inclusion, let b € I¢ = (f(I)). Then, there exist
bj € B and i; € I such that b=}, b; f(i;). Since f is surjective, there exists
a; € A such that b; = f(a;) for every j.

Therefore,

b= bif(i;) =Y fa;)f(i;) =Y flaji;) = £ _aji;) € £(I),
J J J J
because f is a ring homomorphism.
Alternatively, one can directly prove that f(I) is an ideal of B.

2. We have I°¢ = f~1(I¢). By part 1, we also have I® = f(I). Therefore, if
a € I*¢, then f(a) = f(b) for some b € I. This implies that a —b € Ker f C I,
and then, a € I.

Since f is surjective, it follows that J¢ = f(J¢) = f(f~1(J)) = J.

3. We remark that the homomorphism
f ™ e
A— B — B/I
is surjective and that I is its kernel, since Ker f C I. By the homomorphism

theorem T.1.9.1, we have A/I ~ B/I°.
Similarly, it can be shown that A/J¢ ~ B/J.

All the statements easily follow from T.1.11.3, 4 and 5. O
Proof T. 1.21. 1. If the ideals are pairwise comaximal, then f is surjective
by T.1.20.

Conversely, if f is surjective, then for every i we can choose elements a; € A
such that f(a;) =(0,...,0,1,0,...,0), where the 1 is in the i-th position. In
this way, a; =1 mod I; and a; =0 mod I; for each j # i. For every j # i,
we have 1 = (1 — a;) + a; € I; + I}, as desired.

n
2. Obviously, Ker f = N L. |
i=1
Proof T. 1.22. 1. For every a € A, it holds that (a) C (1).
An element q is invertible if and only if there exists b € A such that ab=1,
i.e., if and only if (1) C (a).
2. The element a is a divisor of b if and only if there exists ¢ € A such that
ac=b, i.e., if and only if (b) C (a).
3. Two elements a and b are associate if and only if there exists ¢ € A* such
that ac=b and a = bc™1, i.e., if and only if (b) C (a) and (a) C (b).
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4. If a is a proper divisor of b # 0, then it is impossible for (a) = (b) to hold.
Indeed, if that were the case, then we would have b = ac = bdc for some
¢, d € A. However, since A is a domain, (1 — dc) = 0 would imply that c is
invertible, which contradicts the given hypothesis.

Since a is not invertible, we have (b) C (a) C (1).

5. Let a ¢ A*. Then, by part 2, the element a being prime, i.e., a | be if and
only if either a | b or a | ¢, is equivalent to the condition: (bc) C (a) if and
only if either (b) C (a) or (c¢) C (a). The latter condition is equivalent to the
ideal (a) being prime, i.e., bc € (a) if and only if either b € (a) or c€ (a). O
Proof T. 1.23. 1. Suppose a is not irreducible. Then, there exist b, c ¢ A*
such that a = be. Therefore, neither b nor c are elements of (a), because if,
for example, b = ab; for some b; € A, then a = bc = abyc. This implies that ¢
is invertible, which is a contradiction. Thus, we have found b, ¢ & (a) such
that bc € (a), that is, (a) is not prime.

This contradicts the hypothesis by T.1.22.5.

2. Suppose (a) is not prime. Thus, there exist b, ¢ € A\ (a) such that bc € (a).
Since A is a PID, we have (a) C (a,b) = (d) for some d. Hence, a = da; with
a1 € A*, otherwise b € (d) = (a).

To complete the proof, it suffices to show that d ¢ A*, because then we would
have a non-trivial factorization da; of a, which is a contradiction.

If d € A*, that is, (1) = (d) = (a,b), then there exist a, 8 € A such that
1 = aa + Bb, from which it follows that c =c-1 € (a) + (bc) C (a). This is
impossible. O
Proof T. 1.24. It can be easily verified that the union I of the ideals of C
is an ideal. Furthermore, since A is a PID, T is principal. Let I = (a). Then,
there exists hg such that I, C I = (a) C Ip,. a

Proof T. 1.26. Let A be a ring. By T.1.23.2, in a PID every irreducible
element is also prime. Therefore, by T.1.25, it is sufficient to prove that every
non-zero and non-invertible element of A can be expressed as the product of
a finite number of irreducible elements.

Assume, by contradiction, that ag € A\ {A*U{0}} is an element which cannot
be written as a finite product of irreducible elements. This means that ag is
not irreducible and generates a proper ideal. Thus, there exist aq, by € A\ A*
such that ag = a1b;. If both a; and b; could be written as a finite product
of irreducible elements, then ay would have a similar factorization. Hence,
we can assume that a; has no such factorization, and, in particular, it is not
irreducible. Iterating this process, we can construct an ascending chain of
ideals (ag) € (a1) S ... of A that is not stationary.

This contradicts T.1.24. a

Proof T. 1.27. Let I be an ideal of A. If I = (0), we are done.

Otherwise, I # 0, and let § be the degree function which makes A Euclidean.
Then, 6(I \ {0}) is a non-empty subset of N, and thus, it has a minimum.
Choose a € I\ {0} such that d(a) is minimal. We claim that I = (a), é.e., A
is a PID, hence a UFD, by T.1.26.
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Let b € I. By hypothesis, there exist g, r € A such that b = qa + r with either
r =0 or 0(r) < §(a). Since r = b — ga € I, the second case cannot occur
because 6(a) is minimal. Therefore, r = 0, as desired. O

Proof T. 1.28. Suppose a is irreducible, and let I, J C A be ideals such that
(@) =INJ. Then, (a) C I and (a) C J.

If, by contradiction, (a) # I and (a) # J, then there exist b € I \ (a) and
¢ € J\ (a). Since bc € INJ = (a), we have that a1 b and a t ¢, but a | be.
This is impossible because a is irreducible, hence prime by T.1.25. O



16.2 Chapter 2 215

16.2 Chapter 2

Proof T. 2.1. Since I is an ideal, if X® € I for every a such that c, # 0,
then f e 1.

Conversely, suppose f € I.
If we denote the generators of I by XP, then

F=Y ax*=Y m@)x>=3" (Zcb,dxd)xb =Y paXPtd
a b b d

b,d

for some b,d € N", cpq € K, and pp(X) =Y 4 cb,aX9 € A.

Since Mon(A) is a basis of the K-vector space A, it follows that each X with
ca # 0 can be written as XP+4,

Therefore, X2 belongs to the monomial ideal I. a

Proof T. 2.2. Let S be a set of monomial generators of I, and let
E={a+N": X® € S}.

Clearly, E # (0, and by construction, it is an -subset with the required
property.

By definition, for every boundary F of E, we have (X2: a€ F) C I.
Let b € E. There exist a € F' and ¢ € N" such that b = a+ c. Therefore,
Xb =X2X°¢c (X2: acF). O
Proof T. 2.4. Let F be a minimal boundary of E. By Dickson’s Lemma, there
exists a finite boundary F” of E, and each a € F' can be written asa = b +c,
with b € F’ and ¢ € N™. Moreover, there exist a; € F' and ¢; € N” such that
b=a;+c;.
By the minimality of ', a = b = aj, and therefore, F' C F". O
Proof T. 2.5. Let F ={aj,...,as} and F' = {by,...,b;} be two minimal
boundaries of an £-subset E.
Then,

s

E=J@+N") = J(b; +N").

i=1 j=1

Since a; € E, for every i there exists b; € F’ such that a; € b; +N".
Define

n:{1,...,s} — {1,...,t} by n(i) =min{j: a;, € b; +N"}.

This map is surjective, because otherwise

s s t

E=J@+N") < |Joyu +N") ¢ [ J(b; +N") = E,
i=1 i=1 j=1
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which is not possible. Therefore, s > t.

In the same way, exchanging the roles of F' and F”, we can define a surjective
map v: {1,...,t} — {1,..., s}, and obtain ¢t > s. Thus, s = t, and it follows
that n and v are permutations.

Finally, a; € by;) +N" C a,(,(;)) +N", and hence, the minimality of F' implies

a; = ay(5(i) = (- o
Proof T. 2.8. We have to prove that the Division Algorithm terminates, and
that the polynomials u;, ..., us, and r satisfy the required properties. Using

the notation from the algorithm, we will first prove that the following relation
holds at every step

f=wfi+...+usfs+p+r.

The equation is clearly true at the first step.
Assume it holds at the (n — 1)-th step. When executing the n-th step, the
algorithm proceeds in one of the following two ways:

a) if 1t(f;) | 1t(p), then

1t(p)
16(f:)

Therefore u; f; + p does not change;
b) if the remainder is updated, i.e., if 1t(f;) 1 1t(p) for every i, then

_ 1t(p)
6(f:)

uifi +p= (Ui+ )fi+p fi-

p+r=(p—1t(p)) + (r+1t(p)).

Therefore p 4+ r does not change.

In both cases the relation f = uif; + ...+ usfs + p + r continues to hold.
To prove that the algorithm terminates, we recall that > is a well-order,
and, at each step, in both cases, 1t(p) is replaced by the leading term of either
p—1lt(p) or p— % fi, which are polynomials of multidegree strictly smaller
than the multidegree of p. Therefore, this process terminates with p = 0, and

the relation f = uyf1 + ...+ usfs + p + r provides the equation i).

To verify ii), note that the algorithm adds to r only monomials not divisible
by any of the 1t(f;) for all i. Therefore, by construction, r is reduced with
respect to F'.

To verify iii), note that Deg(p) < Deg(f). Moreover, when u; is modified,
we add to it a term of the form %, where % fi cancels the current lt(p).
Hence, Deg(uif;) < Deg(p) < Deg(f). 0
Proof T. 2.9. By the Division Theorem, for any polynomial 0 # f € A,
dividing by G, we obtain f = Z§=1 u;g; + r, where the remainder r is reduced
with respect to G.

1=2.If f <., 0, then we have f = E:zl u;g;. Thus, f € (G) C I.
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Conversely, assume f € I. In this case, r = > 7, X2 € I, and if r # 0, then
lt(r) € Lt(G), which contradicts the fact that r is reduced with respect to G.
Therefore, r = 0.

2 = 3. It is evident that if f = Z§=1 u;g;, then f € I.

Conversely, let f € I. By hypothesis, f i),‘ 0, and therefore, by the
Division Algorithm, f is a combination of the g; with coefficients u; € A. The
equality lm(f) = m%{lm(ui)lm(gi)} follows from (2.1), together with the

Usg

fact that r = 0.
3 = 1. We have to prove that Lt(I) = Lt(G).
Since Lt(G) C Lt(I), it suffices to prove that, for every 0 # f € I, we have

Im(f) € (Im(g1),...,lm(g:)).
By hypothesis, there exist uq,...,u; such that

f= Zuigi with Im(f) = g%{lm(ui)lm(gi)} € (Im(g1),...,1m(g)),

=1

and the conclusion follows. a
Proof T. 2.10. It is an immediate consequence of T.2.9.

If f €I, then f i)* 0, that is, f = Z:zl u;g; for some u; € A. Therefore,
IC (g1,---,9t) |
Proof T. 2.11. Let f € A\ {0}. By the Division Algorithm, we can write

t
f= Zuigi +r with r= ZraXa.
i=1 a

If ro # 0, then r, X2 ¢ Lt(G) = Lt(I). If v’ is another remainder, then
r—r' € I. Since none of its monomials belong to Lt(I), we haver—¢' =0. 0O

Proof T. 2.12. Note that r = f — h and ' = f — K/ for some h,h’ € I.
Therefore, r — v’ € I, and if r — r’ # 0, then 1t(r — r’) € Lt(I).

Under this assumption, there would exist g; € G and g € G’ such that 1t(g;)
and 1t(g;) divide lt(r — r’), which is either a term of r or of r’. In either
case, we obtain a contradiction, because r is reduced modulo G, 7’ is reduced
modulo G’, and Lt(G) = Lt(G"). O
Proof T. 2.16. We write f = It(f) + f1 and g = lt(g) + g1.

From ged(lt(f),1t(g)) = 1 it follows that

S(f,9)=W(g)f —W(flg=(9—91)f —(f — fr)g= fig— a9 f.

If either, or both, f; =0 or g; = 0, then S(f, g) clearly reduces to zero, using
either f or g.

Otherwise, f1g1 # 0 and we have Deg(f1) < Deg(f) and Deg(g1) < Deg(g).
Note that for any non-zero polynomials p and g, such that Deg(p) < Deg(g)
and Deg(q) < Deg(f), we have lt(pf) # lt(qg).
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In fact, if 1t(pf) = 1t(gg), then 1t(f) | 1t(q) and 1t(g) | 1t(p), which violates the
degree constraints.

Thus, no cancellation occurs between the leading terms of ¢g; f and f1g, and
then, either 1t(S(f,9)) = lt(f1g) or 16(S(f,g)) = 1t(—g1f).

Assume for example 1t(S(f, g)) = 1t(g1f). Then, we can perform one step of
the reduction by subtracting 1t(g;) f. This produces a new polynomial of the
form fi1g — gof, where go = g1 — 1t(g1). In this expression f; and g» again
satisfy our degree constraints, hence we can repeat the argument reducing to
0 both gof and fig, using only f and g. a
Proof T. 2.17. Since the basis G is minimal, 1t(g;) 1 1t(g;) for all ¢ # j. Hence,
It(g;) =1t(g)) foralli =1,...,t.

Therefore, G’ is a minimal Grobner basis of I.

Moreover, since at each step the reduction modulo G} is performed using
6(g1), - - -, 16(g;_1), 16(git1), - - - , 16(g¢), and since lt(g;) = lt(g;) for each j, it

follows that G’ is reduced. O
Proof T. 2.18. Since both G and G’ are minimal, without loss of generality,
we can assume lm(g;) =1m(g]) for all i =1,...,¢, see T.2.5.

For any ¢ consider the polynomial g; — g; € I.

If g; — g, # 0, then there exists g; such that lm(g;) | Im(g; — g;). Since
Im(g; — g;) < lm(g;), we have that i # j. Thus, Im(g;) = Im(g) divides a
term of g; — g, i.e., a term of g; or of g,. This is not possible because G and
G’ are reduced. |

Proof T. 2.21. Let G = {g1,...,4:} be a Grobner basis of I with respect to

>. To show that every element j € J is in I, we prove that j ﬁn 0.
Let 7 be the remainder of j, then

t
r:j—ZuigiEJ—i-IgJ.

=1

If r # 0, then none of its terms is in Lt(G) = Lt(I) = Lt(J), because r is
reduced. Since r € J, we have that 1t(r) € Lt(J), and hence, r = 0. O

Proof T. 2.23. 1. Each element of A/I can be represented by the class T,

where r = ?G for some f € A. Since r is reduced with respect to G, the
element 7 is a K-linear combination of monomials which are not divisible by
lt(g;) for all ¢ = 1,...,¢. Thus, B is a set of generators.

To prove linear independence over K, assume, by contradiction, that there
exists my,...,my in B such that m; = 21;2 a;m; for some a; € K. Then,
there exists g € I such that

k

m; =g+ Z a;m;.
1=2
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. G G
Therefore, in A we have m; —, m1 and m; —>, ZLQ a;m;, because m; €
B. Since the m; are obviously linearly independent over K, this contradicts
the uniqueness of the remainder.

2. The proof of the second statement is immediate. a
Proof T. 2.24. There exists g € A such that fg =1 mod I if and only if
fg—1€1,ie.,if and only if 1 € (I, f). |
Proof T.2.26. 1.Let feINJ, then f=tf+ (1—1t)f € (tI,(1 —1t)J).

To prove the opposite inclusion, note that if hy, ..., h, are generators of an

ideal H, then the elements thq,...,th, and (1 —t)hq,...,(1 —t)h, generate
tH and (1 —t)H, respectively.

Therefore, if f(X) = g(¢t, X)+h(t, X) € (tI,(1—t)J)NA for some g(¢t, X) € ¢tI
and h(t,X) € (1 —t)J, then

F(X)=9(1,X)=h0,X)eINJ

by the previous observation.

2. By E.8.21.5, we have I : J =(;_; I : (fi). Moreover, for each f € A, we
have I': (f) = +(IN(f)), see E.8.22. o

Proof T. 2.27. The statement is obvious for f = 0, thus we assume f # 0.
If f € VI, then there exists m € N such that f™ € I.
Thus, from

m—1
L=t fm 4+ (L=t f™) =™ "+ (1 —tf) D t'f,
i=0
it follows that 1 € (I,1 —tf).
Conversely, if I = (f1,...,fr) and (I,1 —¢tf) = (1), then

k
1= hi(z1,...,Tn, ) fi + h(z1,..., 20, ) (1 — £f).

=1

Since the left-hand side of the equality does not depend on ¢, we can evaluate
att = % obtaining

k
1= hi(z1,...,2n,1/f)fi € K(x1,...,2T0).
=1

Thus, clearing denominators, there exist polynomials g; = g;(z1,...,2,) € A
and a positive integer m such that f™ = Zle gifi€1. a
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16.3 Chapter 3

Proof T.3.1. 1. If a € V(J), then f(a) = 0 for each f € J. Hence, by
hypothesis, f(a) = 0 for each f € I, that is, a € V(I).

2. The statement is a direct consequence of the definition of I(V([I)).

3. It is evident that V(I) C V(I(V(I))).
To prove the opposite inclusion, we observe that I C I(V(I)), by part 2.
Therefore V(I(V(I))) C V(I) by part 1.

4. We first show that if V' C W, then I(W) C I(V).
If f e (W), then f(a) =0 for all o € W. Therefore, f(a) =0forall a € V,
e, fel(V).

Conversely, assume I(W) C I(V). If o € V, then for every f € I(V), we have
f(a) = 0. Therefore, f(a)) = 0 for all f € (W), that is, a € V(I(W)) = W,
where the last equality follows from part 3.

5. Since I, J C I+ J, we have V(I +J) CV(I)NV(J).

To prove the opposite inclusion, consider o« € V(I) N V(J). For each
f=1i4+j €I+ J, we have f(a) = i(a) + j(a) = 0. In other words,
aeV(I+J).

6. Since IJ C I and IJ C J, we have V(I) UV(J) C V(1J).

To prove the opposite inclusion, consider a € V(IJ). Then, fg(a) =0 for
every f € I and every g € J. If o € V(I), then there exists f € I such that
f(a) # 0. Therefore, a € V(J) since f(a)g(a) = fg(a) = 0.
7.Since INJ CIand INJ C J, we have V(I) UV(J) CV(INJ).

To prove the opposite inclusion, we use the fact that IJ C I N J. From
part 1 and part 6, we obtain that V(INJ) C V(IJ) =V(I)UV(J).

8. Since I C /I, we have V(I) D V().

To prove the opposite inclusion, let f € v/I. Then, there exists m € N such
that f™ € I. Hence, for every a € V(I), we have f™(a) = 0. Therefore, we
have f(a) = 0, which implies that o € V(v/T). O
Proof T. 3.2. Let {V}}ren be a descending chain of affine varieties of K.
By T.3.1.4, we obtain an ascending chain of ideals {I(V})}ren of A.

Since A is Noetherian by Hilbert’s Basis Theorem, this chain is stationary.
Hence, the chain {V(I(V3))}ren is also stationary, and the conclusion follows
from T.3.1.3. o

Proof T. 3.4. 1. Consider the set
Y ={V: V affine variety which is not a finite union of irreducible varieties}

ordered by D. Assume, by contradiction, that X # ().

By T.3.2, every descending chain in X' has a maximal element with respect to
D. Therefore, there exists a minimal element W in X’ which is not irreducible.
Hence, we can write W = W1 UW, where W1, Wy C W are proper subvarieties.
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By the minimality of W, there exist integers r and s, as well as irreducible
subvarieties Wy ; C Wy, for j = 1,...,r, and Wy C Wy, for h =1,...,s5,
such that

W=WuWz=JWi,; Ul Wan.
j=1 h=1

Therefore, W can be expressed as a finite union of irreducible varieties, which
contradicts the assumption that W is an element of X.

2. Assume that V =J;_, Vi = U;=1 W; are two minimal decompositions of

V into irreducible varieties.
Then,

S
Vi=winVv=JWnw).
j=1

Since V; is irreducible, V; = V4 N W, for some jo € {1,...,s}. In the same
way, we obtain that there exists ig € {1,...,7} such that W;, = W;, N V;,.
Therefore, Vi C W;, C V;,. Since the first decomposition is minimal, we
conclude that V; = Wj,.

By iterating this process for all the V; and using the minimality of the second
decomposition, we obtain 7 = s. Hence, the two decompositions are equal, up
to a permutation of the indices. O

Proof T. 3.5. Consider f € A. By dividing f by the polynomials x; — a;, we
can express f as

f(xl,...,xn):Zhi(xi—ai)+r for some h; € A and r € K.

Since the polynomials x; — a; are a Grébner basis for the ideal they generate,
see T.2.16, we have that f € I({a}) if and only if f(a) =7 =0, i.e., if and

only if f € (1 —a1,...,Zn — an).
Clearly, A/I({a}) ~ K, and thus, I({a}) is maximal. ]
Proof T. 3.9. 1. Since o4,...,a, € K are the roots of f, we can write

f=am H(I — ;)
=1

and, by T.3.6.3, Res(f,g) = af, Res(f, g), where f = L

am "’

By applying m times T.3.8.3 to f and g, and evaluating the resulting expres-

sion at y1 = a1, ..., Ym = Qmy, We obtain
m m
Res(f,9) = ap, | [ 9(c:) Res(1, 9()) = a7, [ [ 9(es).
i=1 i=1

From this relation and from T.3.6.2, we obtain
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£
Res(f, g) = (—1)™ Res(g, f) = (=1)™b7" [ | £(8))-

2. It is a consequence of part 1. Since f = am [[;~,(z

4 4
[1/6) =0 H

||Es

ﬂj_al

3. It immediately follows from part 1.

Jj=1
— a;), we have

L

m

m[ai HH(al ﬂ]

j=1li=1

4.If o € K is a common root of f and g, then the minimal polynomial of o

in K|[z] divides both f and g.

Proof T. 3.10. Let h = h(zo,...,

Then,
em(B)

0

0
de(B)

0

h(B) = det

0

Cm(ﬂ) ...

Zn)

de(B)

= Resfl?l (fa g)

-~ co(B) 0

0 cn(B)

< do(B) O

0' de(B)

co(B)

O

N
- co(B)

SR
- do(B)

If do(B) # 0, i.e., if r = 0, then this determinant is equal to the determinant
of the Sylvester matrix of f(z1,3) and g(z1, ), and thus the result follows.

Otherwise, if d¢(8) = 0, by expanding the determinant with respect to the
first column, whose unique non-zero element is ¢, (3), we obtain

cn(B) - coB) -+ 0 }
S ST t-1
=c e 0 Cm(IB) ’ CO(’B)
WB) =cm(Bdet | o gB) - 0 |
0 de—1(B) doiﬂ)

If dp_1(B) # 0, i.e., if r = 1, then this determinant is equal to the determinant
of the Sylvester matrix of f(z1,) and g(z1, ), and thus the result follows.
If d;—1(B) = 0, we can repeat this process until we find a non-zero coefficient
de—r(B) # 0, which exists since g(z1, 8) # 0. O
Proof T. 3.12. We write f = fv + fn—1+ ...+ fo, with f; homogenous of
total degree 1.
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For a monomial X2 of degree N, its image under ¢ is

Y7 (Y2 + a2y1)® -+ (Yn + anyr) ™.
Hence,

o(f) = fly1,y2 + Q2y1, .., Yn + any1) = fn(L, 02, ..., a0)yt + f,
with deg,, f' < N.

Since
T2 xT
0# fn(zy,...,zn) =z fy (1,—,...,—”) ,
I I
and K is infinite, there exist elements as,...,a, € K such that
c=fn(l,a,...,a,) € K*. O
Proof T. 3.15. It is always true that an ideal of the form (z1 —a1,...,zn—ay,)

is maximal, as shown in T.3.5.

The converse is only true when K = K. Let m C A be a maximal ideal. By
the weak form of the Nullstellensatz, we know that V(m) # @), which implies
that there exists o € V(m).

Therefore,

mq = I({a}) 2 I(V(m)) = vim = m,

where the penultimate equality is given by the strong form of the Nullstellen-
satz. The claim follows from the maximality of m. O

Proof T. 3.16. According to T.3.1.8, we have V(I) = V(/T).
Let
V)=V U...UV,

be the minimal decomposition of V(I) into irreducible subvarieties, see T.3.4.
Taking the associated ideals and applying the strong form of the Nullstellensatz,
we obtain

VI=I(V(I)=I(hU...UV,) =I(VA)N...NLV,).

By T.3.3, this shows that /T is a finite intersection of prime ideals. Since the
decomposition of the variety is minimal, this intersection is also minimal, i.e.,
there are no inclusions between the primes being intersected, see T.1.12.2.
Finally, recalling that an ideal belongs to Min [ if and only if it is in
Min v/I, from T.1.14 and T.1.12.2 we deduce that these primes are exactly
the elements of Min I. a

Proof T. 3.18. If K = K, the variety V(I) = {a1,...,qa,} is a finite set, and
I is radical, then



224 16 Proofs of Theoretical Results

S

I=VI=1(V()) =1({a,...,05}) = [ |I{es}) = ﬂ Mg, .

i=1

Therefore, from T.3.15 it follows that I is 0-dimensional.
Since the ideals m,,, are distinct and comaximal, we have

A/l =A/ ﬁ My, = A/mg, - Mg, ﬁA/mai ~ K?,

i=1 =1

by the Chinese Remainder Theorem. a

Proof T. 3.19. The first equality is obvious, the second one was proved in
T.3.18, and the last inequality follows from T.3.17.

To prove that dimg (A4/vT) < dimg (A/I), first fix a monomial ordering >.
By T.2.23, we have

dimg (A/VT) = dimg (A/Lt(VT)) < dimg (A/Lt(I)) = dimg (A/1),

where the inequality follows from Lt(I) C Lt(v/I). Moreover, by T.2.21,
equality holds if and only if I is radical.

Regarding the Krull dimension, note that dim(A/I) = dim(A4/+/T) holds
in general by T.1.14. Therefore, I is 0-dimensional if and only if /T is
0-dimensional, and this follows from T.3.18. a

Proof T. 3.20. The whole space K™ = V((0)) and the empty set § = V((1))
are closed sets. Furthermore, it can be easily verified that the finite union and
the intersection of any family of closed sets are closed sets as well. a

Proof T. 3.21. The definition implies that the Zariski closure S is an affine
variety containing S.
If W D S is a variety containing S, then I(W) C I(S). Hence,

W =V(I(W)) D V(I(S)) = S.

Therefore, S is the intersection of all affine varieties containing S. ]

Proof T. 3.24. 1. It is clear from the definitions. Therefore, X and @ are
closed sets.

2. Obvious.

3. Since (E) is the smallest ideal containing F, every prime containing E also
contains (E).
Thus,

VE)= ] »

(E)Cpex

Therefore, V(E) = V((E)) = V(y/(E)) for every subset E of A.
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4. From IJ CINJ C1, J, it follows that
V(IJ)2v({INJ)2VI)UV(J).

To prove the opposite inclusions, recall that if I N J C p, then either I C p
or J C p, see T.1.12.2. Moreover, if IJ C p, then either I C p or J C p, by
the definition of prime ideal.

Hence,
V(I UV(J) 2 V(I NJ) and V(I)UV(J) D VIJ).

It immediately follows that the finite union of closed sets is itself a closed set.

5. Note that p O | I, if and only if p D I, for all a, i.e., if and only if
acA

pe ﬂ V(Ioc)- O

ac
Proof T. 3.25. We have to show that every open set X \ V(I) can be
expressed as a union of Xy for some f € A. From T.3.24.5, it follows that

v = N Vs
Thus,
o =x\(Nvam) =U@wam =Ux. o

fel fer ferl

Proof T. 3.26. A topological space X is compact if and only if every open
cover of X has a finite subcover.
Let

x=Jx, =@\ V{f}) =2\ | V{fa}) = 2\ V(| {faD).

a€A acA acA acA

Then, V(U {fa}) =0, i.e., {fa}aca generates A.
acA

Therefore, there exist a finite subset A’ C A and elements g, € A such that
1=23"yca 92fr- As aresult, we have V( |J {f»}) = 0, which implies that

AEA!
x=J x5,
AeA!
i.e., {Xf,: A € A'} is a finite subcover. O

Proof T. 3.27. Since ) is closed, we have ) = V(I), where I is an ideal of A.
We also have Y C V( () p), because if q € Y, then q 2 [ p, and therefore

pey pey
a€V(N p)
peY
Moreover, V(I) 2 V( () p). To prove this, it is enough to show that I C [ p,
pey pey

which is true because p € Y C V(I) implies p D I.
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Therefore,
YV Svia) =Y,
pey
and we conclude by taking the closure. a

Proof T. 3.28. By T.3.27, if p is a prime ideal, then {p} = V(p). Therefore,
{p} = {p} if and only if p is maximal. Since dim A > 0, there exist prime
ideals which are not maximal. Therefore, not all the points of X are closed.
Hence, X is not T3.

Consequently, X cannot be a T» space.

To prove that X is a Ty space, consider two distinct points p; and py of X.
Then, there exists f € p; \ p2, which implies that Xy = X \ V(f) is an open
set containing ps and not p;. a
Proof T. 3.29. The contraction of a prime ideal is a prime ideal, therefore
the map ¢* is well-defined. We will prove that the preimage of an open set of
the basis of X is open in ).

It is sufficient to show that for any f € A, we have (¢*)~1(X;) = Vy(s)-
Indeed, we have

@) (X) ={a€V:¢"(0) e Xs}={a€V: f ¢ ¢"(0)}
={geY:féo @} ={aeV:o(f) ¢a}=Vs5)- O
Proof T. 3.30. By the previous result, the map 7*: Spec(4/N(A)) — X,
induced by the projection 7: A — A/N(A), is continuous.
Moreover, 7* is bijective, because 7 establishes a one-to-one correspondence

between prime ideals of A/N(A) and primes of A containing N'(A), i.e., all
prime ideals of A. Since for any ideal I of A/N(A) we have

™ (V(I)) = 7" ({p € Spec(4/N(A4)): I Cp})
={n"'(p): p € Spec(4/N(A)) and I C p}
=fgex:I1Cn(q}={aeX: 7 '(I) Cq} =V(= (1)),

the map 7* is closed. Therefore, it is a homeomorphism. a
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Proof T. 4.1. We only need to verify that the product is well-defined, since
the linearity conditions are obviously verified. We prove that for every a, b € A
such that a = b € A/I, we have am = bm € M for any m € M.

This holds if and only if (a — b)m = 0, i.e., if and only if a — b € Ann M.
Since, by hypothesis, a — b € I C Ann M, the conclusion follows. a
Proof T. 4.2. It is straightforward to prove that Hom 4 (M, N), with the
defined operations, is an A-module (verify!).

Let o: M — Homy4 (A, M) be defined by

¢(m) = fm, where fn(a)=am.
This map is A-linear, since it is easy to verify that for any o, 8 € A

(P(Oéml + ,8m2) = fam1+Bm2 = afml + ,Bfmg-

It is injective because ¢(m) = 0 if and only if f,, = 0, i.e., if and only if
am = 0 for all a € A. In particular, for a = 1, it follows that m = 0.

It is surjective since every A-module homomorphism from A to M is com-
pletely determined by the image of 1 due to A-linearity. Consequently, if
f € Hom4(A, M) is such that f(1) = m, then f = f,, = o(m). O
Proof T. 4.3. The proof is similar to the one of the theorems for rings.

1. It is easy to prove that the map

f: M/Ker f — Im f given by f(m) = f(m)

is well-defined and is an isomorphism.

2. It is easy to see that N/P is a submodule of M/P.

The map f: M/P — M/N given by f(m) = m is well-defined. Indeed, if
m=n, then m —n € P C N and m = 7.

Moreover, it is easy to prove that f is a surjective homomorphism. Finally,
m € Ker f if and only if m = 0, i.e., if and only if m € N, and m € N/P.

3. Consider the homomorphism
moi: N - N+P s (N +P)/P,

where 1 is the inclusion homomorphism of N into N + P and 7 is the canonical
projection on the quotient. It is evident that 7 o 7 is surjective.

Since for any n € N, we have (mo¢)(n) =n =0 if and only if n € NN P, by
part 1, we can conclude that N/(N N P) ~ (N + P)/P. O

Proof T. 4.4. Assume that M is free. Since S is a generating set of M, every
element of M can be written as a linear combination of elements of S.
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Assume we have two expressions for the same element, ). a;s; = Y j bjs;.
Reordering the indices if necessary, we obtain ) _.(a; — b;)s; = 0. Since S is
free, this implies a; = b; for every %, that is, the expression is unique.
Conversely, a zero linear combination of elements of S is a way of writing
0 as a linear combination of elements of S. The uniqueness of the expression
implies that the coefficients must be zero. O

Proof T. 4.8. Let {mp}nhecn be a generating set of M. Consider the free
module A¥ and the homomorphism defined by f(e) = mp, where {en}her
is the canonical basis of AX.

Such f is clearly surjective, hence M ~ A /Ker f. O
Proof T. 4.9. In the proof of T.4.7 it has been shown that if M is a free
module with basis S, then M ~ AS. a

Proof T. 4.12. Let N = (ny,...,n;) C M, and consider the homomorphism
N - M = M/mM,

where i is the inclusion of N into M. By hypothesis, 7 o i is surjective. We
claim that M = N + mM. Clearly, N + mM C M.

To prove the opposite inclusion, note that for any m € M there exists
n € N such that m = n. Hence, m—n € mM and m = n+(m—n) € N+mM.
Since the ring is local, we have m = J(A). Thus, M = N by Nakayama’s
Lemma 3. O
Proof T. 4.15. Let S = {m1,...,m,} and {n1,...,n,} be a basis and a set
of generators of M, respectively.
The map f: S — M defined by m; — n; for any ¢ = 1,...,r induces a
surjective endomorphism f of M by T.4.7. Therefore, by T.4.14, f is an
isomorphism.
Hence, {n1,...,n.} is a free set. |
Proof T. 4.17. 1. Since the Hom sequence is exact for any A-module N,
we can choose appropriate modules N to prove the exactness of the initial
sequence.

We choose N = Coker g = Ms/Im g and prove that N = 0.
Consider the diagram

M—2 o M,

o

Coker g.

To prove that N = 0, we show that the projection homomorphism 7 is the
zero homomorphism. By construction, g*(7) = 0, and the conclusion follows
from the assumption that g* is injective, which holds for any A-module N.

Since (go f)* = f*og* =0, it immediately follows that Im f C Kerg.
Indeed, by setting N = M,, we obtain
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0=(go f)*(idm,) =idm, 0go f=go f.

To prove the opposite inclusion, we choose N = Coker f = M/Im f, and
consider the diagram

By construction, Im f = Kerw and f*(w) = 0. Therefore, 7 € Ker f* = Im g*,
and there exists ¢ € Hom(Ma, N) such that ¢ o g = g*(¢) = 7.

This implies Im f = Ker7 D Kerg.

2. As in the previous part, we prove that the initial sequence is exact by
choosing appropriate modules M for the Hom sequence.

We choose M = Ker f.

Consider the inclusion i: Ker f — N; and the diagram

Ker f

[N

Nl—f>N,

where, by construction, f, (i) = 0.
Since, by hypothesis, f, is injective for any M, we obtain i = 0, that is, f is
injective.
We show both inclusions Im f C Kerg and Im f O Kerg.
The first follows from (g o f). = g« o fr = 0. Indeed, taking M = N; and
idy, € Hom4(M, N1), we have go f =0, that is, Im f C Kerg.

To prove the opposite inclusion, we choose M = Ker g and consider the
diagram

Kerg
[N
N No.

g9

By construction, g.(¢) = 0, that is, ¢ € Ker g, = Im f,.
Hence, there exists ¢ € Hom 4 (Ker g, N1) such that f o ¢ = f.(¢) =1.
Since i is the inclusion homomorphism of Ker g into N, the last equality yields
Im f D Imi = Ker g, as desired.

Alternatively, we can choose M = A and observe that, by T.4.2, in the
diagram
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0 — Homu(A, Ny) —~ Homu(A, N) —~~ Hom (A, N»)

A

0 N1 N g N2

the vertical arrows, which are all defined by ¢ — ¢(14), are isomorphisms
and all the squares are commutative. a

Proof T. 4.20. If o and § are isomorphisms, then
Ker a = Ker 8 = Coker a = Coker 5 = 0.
The Snake Lemma provides the exact sequence
0—0—0—Kery —0— 0 — Cokery — 0.

Therefore, Ker v = Cokery = 0, i.e., <y is also an isomorphism.
The proof of the remaining two cases is essentially identical. a

Proof T. 4.21. Let P be a free A-module, and let B be a basis of P.
Consider the diagram
P

,

M—g>N—>0

with g surjective.

For any b € B C P there exists my, € M such that g(my) = f(b). We define
f on the elements of B by f(b) = my for any b € B. According to T.4.7, the
map f lifts to a unique homomorphism f such that g o f = f, making P
projective. 0O

Proof T. 4.24. If M is projective, then, according to T.4.22, it is a direct
summand of a free module. Thus, M is isomorphic to a submodule of a free
module, which is free by T.4.23.1. Hence, M is free.

The converse always holds in general, see T.4.21. a

Proof T. 4.25. It is sufficient to prove that, for any invertible matrix R, the
equality A;(RX) = A;(X) holds. Since this implies that for any invertible
matrix S

Ai(X8) = A;((XS)Y) = Ai(S*X®) = Ai(X®) = Ai(X),

the conclusion will follow.

We begin by observing that the rows of RX are linear combination of the
rows of X. Since the determinant is multilinear, the determinants of the 7 x ¢
submatrices of RX are linear combination of the determinants of the ¢ x i
submatrices of X. Consequently, A;(RX) C A;(X).
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To prove the opposite inclusion, observe that R is invertible, and thus

Ai(RX) D Ay(R'RX) = Ai(X). o
Proof T. 4.28. By T.4.25, since D is diagonal and dy; | doz | ... | di, we
have
Ay(X) = Ay(D) = (dy1 -+ - dis)-
Both statements immediately follow from this observation. a

Proof T. 4.30. 1. Clearly, {v1,...,0,} is a generating set of L/N.

Thus, L/N = }_,(v;), and we have to show that this sum is a direct sum.
Suppose av; € 3_;_,;(v;), for some a € Aand i € {1,...,7}.

Then, there exist a;, by € A such that

av; — Zajvj = i brdivr € N.

i#] k=1

This implies that a = 0 if ¢ > s and a = b;d;, otherwise.

In both cases, av; = 0, which shows that the sum is direct.

2. Note that 1 — v; induces a surjective homomorphism A — (v;) with
kernel Annv; =0: (;).

Now, let a € A be such that av; = 0. If 7 < s, this relation holds if and only
if av; = 335_, bjdjv;, i.e., if and only if a € (d;).

On the other hand, if ¢ > s, this relation holds if and only if a = 0. Therefore,
(v3) =~ A/ Annwv;, which in turn is isomorphic to A/(d;) if i < s, and to A
otherwise.

The claim follows from part 1. a
Proof T. 4.31. Let f: A" — M be the A-module homomorphism defined by
f(e;) =m;. Since Ker f is free, say of rank s, there exist a basis {vy,...,v,.}

of A" and scalars dy, ..., ds such that {dyv1,...,dsvs} is a basis of Ker f, see
also T.4.29.
By letting I; = 0 : (7;) for all i, we have I; = (d;) for all i < s and

Ist1=...=1.=0.Since dy | da | ... | ds, the ideals I; verify the required
containment relations.
The conclusion follows from T.4.30, since M ~ A"/ Ker f. a

Proof T. 4.33. 1. This is a particular instance of T.4.23.2.
2. By the structure theorem T.4.31, there exist principal ideals

L=(d)2L=(dz)2...21=(ds)

such that M ~ @._, A/L.

If I, = 0 for all ¢, then M ~ A" and T(M) = 0. Otherwise, let s be such that
Iy #0for h<sand I; =0 for i > s.

Then, it is enough to note that
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T(M)=EPA/I; and M ~T(M)® A,
i=1
where k = r — s.
3. As shown in part 2, we have T(M) = @;_, A/L.
As a result,
0:T(M) =1I; = (ds),
and the conclusion follows. O
Proof T. 4.34. By the structure theorem T.4.31, there exist principal ideals

I1:(d1)212:(d2)22Ir:(dr)

such that M ~ @@._, A/L.
Since M = M, every I; contains a power of p. If p" € I;, then p" = bd;.
This implies that I; = (d;) = (p**), as desired.

The inequalities among the exponents k; are a consequence of the inclusions
of the ideals I;. O

Proof T. 4.35. Recall that primary ideals in a PID are generated by powers
of prime elements, see E.8.64.

By the structure theorem T.4.31, there exist principal ideals I; = (d;) 2
I, =(d2) 2...2I. = (d,) such that M ~@_, A/I;.

Let dy,...,ds #0,dsy1 =...=d, =0, and let
h;
w =11y
j=1
be the decomposition of d; as a product of distinct primes, for i = 1,...,s.

Thus, we have
S
M~@A/Le A"
i=1

Moreover, by the Chinese Remainder Theorem, A/I; ~ @;“:1 A/ (pfj” ).
Therefore,

S h,
M~ DDA/ e A,
i=1 j=1
where the ideals (pfj” ) are primary, as desired. |

Proof T. 4.37. 1. By T.4.36.5, {v;,...,9%1(v;)} is a basis of (v;) as a
K-vector space. Since V is the direct sum over K|[z], and thus, also over K,
of the subspaces (v1), ..., {vs), the conclusion follows.

2. It is a straightforward application of part 1. a
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Proof T.5.3. 1. Note that 0@ n=(0+0)®n=0@n+0Q®n.
2. It immediately follows from the definitions.

3. Saying that L generates M ® N is equivalent to saying that M ® N/{(L) = 0.
Set L = G1 ® G, and consider the diagram

M x N—2+ M ® N/(L)
T

M@®N.

Obviously, ¢ = 0 makes the diagram commutative.

Moreover, let (m,n) € M x N, where m = 2?21 a;m;, with m; € G; and
a; € Aforalli=1,...,h,and n = Z;lejnj with n; € G, and b; € A for
allj=1,...,k.

Then, letting 7 be the projection M ® N — M ® N/(L), we have

R k
m(t(m,n)) =n(mn) =7 (Z aim; ® Z bjnj)
= Z aibjﬂ'(mi ® nj) =0,

i,

where we used the fact that 7 is a homomorphism, that ® is bilinear, and
that m; € G1, n; € Go. Hence, ¢ = m makes the diagram commute as well.
The uniqueness in the universal property yields 7 = 0, that is, M ® N = (L).

4. It follows immediately from part 3. O

Proof T.5.4. 1. The map f: A x M — M defined by f(a,m) = am is
A-bilinear. By the universal property, there exists a unique homomorphism
f: A® M — M such that f(a ® m) = am, which is clearly surjective.
Now, let g: M — A ® M be the homomorphism defined by g(m) =1® m.
Then, for any simple tensor a ® m, we have

gof(a®@m)=glam) =1Q am =aQm.

Therefore, f is injective as well.

2. The map f: N x M — M ® N given by f(n,m) = m ® n is bilinear,
and therefore, induces a homomorphism f: N® M — M ® N defined as
f(n®@m)=mQ®n.

In an similar way, we can find a homomorphism §: M @ N — N ® M such
that g(m ®n) =n @ m.

These homomorphisms are mutually inverse, showing that the two modules
are isomorphic.
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3. If m € M is fixed, then the map
fm:NxP—)(M®N)®P

fm(n,p) = (m®n)®p

is bilinear, and thus induces a homomorphism f, : N ® P —» (MQN)Q®P.
We define the bilinear map

g:Mx(N®P)— (M@N)® P

9(m,n®p) = fru(n®p) = (MO n) @p.
Since g is bilinear, it induces a homomorphism
G MQ(NQP)— (M®N)®P

gm® (n®p))=(men)®p.

Similarly, we can construct a homomorphism

h: M@N)QP — M® (N ®P)

h((m®n)®p) =m® (n@p),
which is the inverse of §.

4. The A-module homomorphism
fi(M&N)XP— (M®P)®(N®P)

f((m,n),p) = (m @ p,n ®p)

is bilinear, hence it induces a homomorphism

fi(M&N) QP — (M®P)® (N®P)

f((m,n) ®p) = (M@ p,n®p).

Using the bilinear maps
g MxP— (M®&N)®P, g(m,p)— (m,0)®p

and
h: NxP— (M®N)®P, h(n,p) +— (0,n)®p,

we obtain homomorphisms
GGM®P— (M®N)®P and h: N P — (M@ N)® P.

By the universal property of direct sum T.4.6.1, we have a homomorphism
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(M®P)®(N®P) — (M®&N)® P

(m®p,n®q)+— §im®p)+h(n®q),
which is the inverse of f.

5. The map f: A/I x M — M/IM defined by (a,m) — am is well-defined
and bilinear. Therefore, it induces a homomorphism f: A/I ® M —s M/IM
such that f(a ® m) = am.

We define a homomorphism M/IM — A/I ® M by m +— 1® m.

This homomorphism is well-defined because if m = n, then m —n € IM,
which implies that m —n =), a;m; for some a; € I and m; € M.

We obtain

T®m—T®n:T®(m—n)=T®Zaimi:Za_i®mi:O.
i i

It is easy to verify that the two homomorphisms are inverses of each other.

6. By induction on m, we can prove that A™ ® A™ ~ A™" for any n € N.
The case m = 1 follows from part 1.

For the general case we use part 4. We can assume that M ~ A™ and N ~ A"™.
Then, we have

M@N=A"QA"=(A""1@ A) A"
~ (A" A @ (AR AM)
ﬁA(m_l)nQBAn ~ AT O
Proof T. 5.5. We already proved the second isomorphism in T.5.1.
To prove the first isomorphism, note that for any f € Bil(M, N; P) there
exists a unique homomorphism f such that f(m ® n) = f(m,n).

Define ¢: Bil(M, N; P) — Homs(M ®a N, P) by &(f) = f.
Assume f = &(f) = D(g) = g, then

f(m,n) = f(m®n) = g(m @ n) = g(m,n)

for any m € M and n € N, i.e., @ is injective.
The homomorphism @ is also surjective. Indeed, take f € Hom4(M ®4 N, P)
and define f: M x N — P by f(m,n) = f(m ®n).

Then, f is bilinear, hence there exists z such that

z(m®n) = f(m,n) = f(m®n)

for any m € M and n € N.
Therefore, f = f = &(f). O

Proof T. 5.7. It immediately follows from T.5.4.1 by setting N = A. O
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Proof T. 6.1. It is evident that this relation is reflexive and symmetric.

To show transitivity, we assume (a, s) ~ (b,t) and (b,t) ~ (c,7). Then, there
exist u,v € S such that u(at — bs) = 0 and v(br — ct) = 0.

Consequently,

vru(at — bs) =0 and wvus(br — ct) = 0.

By adding these equalities, we obtain vruat —vusct = 0, i.e., vut(ar —cs) = 0.
Hence, (a,s) ~ (c,r) because vut € S. O
Proof T. 6.2. It is sufficient to prove that the operations are well-defined,
since the existence of the neutral elements for sum and product, associativity,
distributivity, and commutativity immediately follow from the corresponding
properties of the operations in A.

Assume that ¢ = ‘S‘—: and % = ’t’—:

We have to prove that

at+bs a't' +b's a V¥
st st st

a b_
st

By hypothesis, there exist u, v € S such that
u(as’ —a’s) =0 and v(bt' —b't) =0.

These yield uvtt’'(as’ — a’s) = 0 and wwvss’(bt' — b't) = 0, respectively.
Adding these equations, we obtain the desired equality.
A similar computation shows that the product is also well-defined. a

Proof T. 6.3. 1. By definition, an element a # 0 is such that o(a) = § = 0 if
and only if there exists u € S such that ua = 0.
This condition is equivalent to u € S ND(A).

2. We have that S™'A = 0 if and only if % = %, i.e., by definition, if and
only if 0 € S. Since S is a multiplicative subset, this occurs if and only if S
contains a nilpotent element. a
Proof T. 6.5. Since §(2) = g(a)g(s)™*, condition ii) immediately implies
that § is surjective.

To prove that § is injective, let ¢ € S™1A. If §(2) = 0, then g(a) = 0. By
condition i), there exists ¢ € S such that ta = 0. Hence, 2 =0in S~'A. O

Proof T. 6.6. Let m = pA,. Since for any ¢, % € m, and any % € A, we

have
b at—bs

€m and aaem
nd —
t st Bs ’

a
S

m is an ideal of A,.
Furthermore, m is a proper ideal, since if ¢ = % for some a € p, then there
exists u € A\ p such that ua = us € A\ p, which is a contradiction.
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Finally, if ¢ ¢ m, then a € S and 7 € A, which implies that ¢ is invertible.
By T.1.16.1, A, is local with maximal ideal m. a

Proof T. 6.7. 1a. It is clear that S~'T is a subset of I°.
To prove the opposite inclusion, let ¢ € I¢.
Then,

k .

. ap 1h ai ag _ . .

z:E — 2 for some —,...,— € S'A and iy,...,i € I.
h—lsh 1 S1 Sk

We can also write

k .
i— 2 h=1bnin
81 DY sk

, for some by,...,b; € A.

Then, i € S711, since its numerator is in I and its denominator is in S.

Ib.IfseINS,thenl= 2 ¢ S~1I. Therefore, S~1I = S~1A.

Conversely, if 1¢ = S~'I = S~'A, then % € I¢, and there exist a € I and
s € S such that ¢ = 1.
Therefore, there exists t € S such that ta=ts€INS.
le.Ifa € | I:(s), then there exists s € S such that as € I.

ses

Since ¢ = 22, we have ¢ € S7'I = I°, and thus, a € I*°.

To prove the opposite inclusion, let b € I°°.
Then, there exist a € I and s € S such that % =2¢€ S~ = I°. Thus, there
exists ¢t € S such that tsb = ta € I, which implies b € I : (¢s), with ts € S.

2. It suffices to prove that J C J¢, since the inclusion J O J° always holds.
Let ¢ € J. Then, 7 € J, which implies a € J¢, and thus, ¢ = %% eJee. O
Proof T. 6.8. The inclusion p C pc° always holds.

To prove the opposite inclusion, let a € p°. By T.6.7.1c, there exists s € S
such that a € p : (s). Since p NS = @, we have a € p, hence p© C p.

Now, we prove that p is a prime ideal of S~1A. Clearly, p¢ C S~ A, by
the hypothesis and T.6.7.1b.
Let ¢, % € S~ 1A be such that %%’ € p¢. Then, by T.6.7.1a, there exist
p € p and u € S such that ‘;—i’ = %. Also, there exists v € S such that
vuab = vstp € p. Since vu € S and p N S = @ by hypothesis, we have ab € p.
Thus, either £ € p® or % € pe. ]
Proof T.6.9. Parts 1 and 2 immediately follow from the properties of
extension of ideals, see E.8.46.1 and 2.

3. It is clear that S™*(INJ) C S~'INS~1J, see E.8.46.3.

To prove the opposite inclusion, let a = % =ic¢ STIINS~1J with i €I,
j € J,and s, t € S. Then, there exists u € S such that u(ti — sj) = 0.
Thus, uti = usj € INJ, and we have o = 2% € S~1(I N J).

uts

4. Let a € S~'V/I. Then, there exist i € v/T and s € S such that a = é
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If i® € I, then " = ;—: € S~1I. Therefore, o € vV S—11.

To show the opposite inclusion, let 8 = ¢ € V.S~1I. Then, there exists
n such that 8" = ‘;—: € S~'I, and hence " = i, for some i € I and s € S.
Thus, there exists v € S such that usa™ = uti € I. It follows that usa € VI,
and finally, 8 = ¢ ¢ S—1\/T. ]
Proof T. 6.10. Note that us o u; = ust, hence the homomorphisms ps and
put commute for any s, t € S. Moreover, it is clear that, if they are invertible,
their inverses also commute.

Assume that N has an S~!A-module structure compatible with the A-
module structure. Let s € S.
Then, s = ps, and hence

Ms O p1 = p1 O fig = py = idn.

Thus, us is bijective for any s € S.
Conversely, let N be an A-module. In order to define an outer product by
elements of S~ A on N, compatible with the A-module structure, we must

have
s

a d 1 ( )—1

-n=an and -n= (=) n.

1 s 1

Thus, we define in as the unique element n’ € N such that p,(n') = sn’ =n.
In this way we obtain

Yn=an' = ap;t(n).
s

To verify that this product is well-defined we show that it is independent from
the representative of 2. Let ¢ = &, and let u € S be such that u(at — bs) = 0.
Then, u(at —bs)n = 0 for any n € N. Since p,, is injective, we have atn = bsn,
that is, aus(n) = bus(n) for any n € N.

It follows that

a _ 1 1 1 b
S = apg (0) = apepr g (n) = bppopry i3 (n) = b i (m) = S

It is straightforward to verify that this product defines a unique S—!A-module
structure on N, which is compatible with the A-module structure of N. 0O

Proof T. 6.11. Note that if f exists, then it is unique.
Indeed, for any m € M and s € S we have

- (1 1z 1
F(%) =7 (Gotm)) = Flotm) = flm) = (7)),
where the last equality is guaranteed by T.6.10.

To verify that f is a well-defined S~!A-module homomorphism, it is
sufficient to follow the same approach as in the proof of T.6.4. a
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Proof T. 6.12. Since S~'goS~1f = S~1(go f) = 0, we immediately have
ImS—!f C Ker S~ !g.

To prove the opposite inclusion, let % € Ker S71g.
Then, Ls") = 9, and there exists ¢ € S such that g(tn) = tg(n) = 0. Therefore,
tn € Ker g =Im f, and there exists m € M such that f(m) = tn.
Hence, in S~!N, we have
n __tn _ f(m)

s_g ts

Proof T. 6.14. 1. Let f: S~1Ax M —s S~ M be defined by f (&,m) = 2.

This map is well-defined and A-bilinear. Therefore, using the universal property

of tensor product, there exists a unique A-module homomorphism

= 571f (g) €ImS~f. O

F: S LA®A M —s S~M, defined by f (% ®.4 m) - %

Since f is surjective, f is also surjective.

Note that if « € A ®4 M, then o = YF_, &
s; € S,and m; € M. We set s = Hle Si, t; = s%-’ and n = Ele tia;m;.
Then, we can write

® m; for some a; € A,

Now, we prove that f is injective. Let o € Ker f.
Then,

o=f<a>:f(§®n)=g,

and there exists u € S such that un = 0.

It follows that 1
a=—®n=l®n=—®un=0.
s Uus Uus

2. By part 1 and the properties of tensor product T.5.4 and T.5.8, we obtain

STIM®g-14 8 ' NS M ®g-14(STTA®4 N)
~ (ST'M ®5-14 ST'A) @A N = ST'M @4 N
~(8TTAQAM)@AN~S'A®4s (M ®4 N)
~ S™' (M ®a N). i
Proof T. 6.15. The implications 1 = 2 = 3 are straightforward, thus it is
sufficient to prove that 3 = 1.

Assume, by contradiction, that M # 0. Then, there exists 0 # m € M such
that Annm C A. This implies that there exists a maximal ideal m containing
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Annm. By hypothesis, My, = 0. Thus, 2 = 2, and there exists u € A\ m
such that um = 0.
This is not possible, because Annm C m. a

Proof T.6.17. 1. The conclusion immediately follows from the equality
STIN(A) = N(S71A), see T.6.9.4, and from T.6.15.

2. Since S~! is an exact functor, we have that S~'A is flat by T.6.14.1. Since
tensor product of flat modules is flat, see E.11.9.5, the flatness of M yields
the flatness of M, for any prime p, again by T.6.14.1.

Conversely, let f: N — N’ be an injective A-module homomorphism. We
need to show that idy @ f: M @ N — M ® N’ is also injective. Using the
fact that (M ®4 N), ~ M, ®4, N,, see T.6.14.2, we obtain

(idy ® f)p = idnm, ® f-
From the flatness of M, it follows that
0 = Ker(idy, ® fp) = (Ker(idy ® f)),

for any prime p.
Hence, by T.6.15, Ker(idys ® f) =0, and M is flat. a
Proof T. 6.18. If S is any subset of A and P = {p € SpecA: pN S = 0},
then it is clear that S C A\ U,cp b-
Now, we suppose that S is a saturated multiplicative subset, and prove the
opposite inclusion.
If S = A we have nothing to prove. Otherwise, take a & S.
We will prove that there exists at least one prime p € P such that a € p. Since
a ¢ S and S is saturated, the element ¢ is not invertible in S~1A, hence it
is contained in a maximal ideal m C S~'A. By T.6.8, there exists a prime
p C A such that pNS = 0 and m = S~'p. Thus, i= %’ where b € pand t € S,
and there exists u € S such that uta = ub € p. It follows that a € p.
Conversely, as previously noted, the complement of a union of prime ideals
is a multiplicative subset. Furthermore, if st € S, then st ¢ p for all p € P.
Hence, s, t € S, and thus, S is saturated. a

Proof T. 6.20. If S—'A = T—! A, then they have the same invertible elements.
Moreover, og = o7, and by T.6.19.5, we have

S=0s5"Y(STrA)") =07 H(T71A)*) =T.
Conversely, if S = T, then, by T.6.19.6, we have

SA=8"A=T 'A=T""4A. O
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Proof T.7.1. 1 = 2. Let S be a non-empty subset of X, and let s; € S.
Assume that there are no maximal elements in S. Then, there exists sy € S
such that s; < so. By repeating this argument, we can construct an infinite
strictly ascending chain of X', leading to a contradiction.

2 = 1. Let {Sa}aca be an ascending chain of elements of X. Since {s4}aca
is a non-empty subset of X, it has a maximal element s,,, which satisfies
So = Sq, for all a > ay. O
Proof T. 7.3. The proof is essentially the same as the one of T.7.2.2. a
Proof T. 7.5. According to T.7.2.1, the ideal v/T is finitely generated, say
by fi,..., fr. Therefore, there exist kq,...,k,. € N such that fiki € I for all
i=1,...,7. Any integer k > >_._, k; proves our claim. O
Proof T. 7.7. 1. This is evident since 1 € q : (a).

2. Recall that q: (a) D q. We first prove 1/q: (a) = p, and then, that q : (a)
is primary.

Let b € q : (a). Then, ab € q. Since a ¢ q and q is primary, it follows that
b€ \/q=yp. Thus, we have q C q: (a) C p.

Taking radicals, we obtain

p=va<Vq:(a) Cp.

Now, let bc € q: (a), with b & p.

Since q is primary, bca € q implies ca € q. Thus, ¢ € q : (a).
3. Let b € q: (a). Then, ab € q, and, by assumption, a & p. Thus, b € g, since
q is primary. Therefore, q : (a) C g. |
Proof T. 7.9. Since q; is p;-primary, by T.7.5, there exists a positive integer
h such that p? C q;-
Hence, we have

(aer € (aiNas=1.

J#i J#i

Let k be the smallest positive integer such that ([ q;)p¥ C I, and take
J#i

ae((ant\ 1.
i

We have ap; C I, which implies that p; C I : (a).
To prove the opposite inclusion, we can simply observe that a € () q; \ s,

J#i
and then proceed as in the proof of T.7.8 to deduce that

I:(a) C+/I:(a)=p;. O
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Proof T.7.10. 1. Let I = ﬂ§=1 q; be a minimal primary decomposition of I.
To simplify notation, let MinAss I denote the set of minimal primes of I. We

want to prove that
MinAssI = Min I.

Let peMinl. Then, p2vVI= () pi= [ b
pi€Ass I p;EMinAss I
By applying T.1.12.2, we obtain p D p;, for some p;, in MinAssI. Since

p € Min I, we have p = p;,.

We have shown that Min I C MinAss I, and, in particular, Min I is finite.
To prove the opposite inclusion, let p € MinAss I.

Since p D I, there exists p’ € Min I such that

P2y 2VI= ()

p;EMinAss I

Again by T.1.12.2, we have p D p’ D p;, for some p;, € MinAss I. Hence,
p=yp;, =p" and p € MinI.
2. It is a corollary of part 1.

3. The first equality follows directly from part 1, since N'(A) = 4/(0).
To prove the second equality, we recall that, by E.8.33,

D(A) = U 1/0: (a).

0#a€cA

Let p; € Ass(0). Then, from the Uniqueness Theorem T.7.8, we obtain
pi = 4/0: (a;) for some a; € A, which shows D.

To prove the opposite inclusion, we observe that if 0 # a € D(A), then
a¢ ﬂ:zl q;. Hence, by T.7.7, we have

Vi@ =Va:@= (] »

i adq;

Thus, /0 : (a) is contained in some p; € Ass(0). O

Proof T. 7.11. 1. We only need to prove that S~!q is primary in S~*A when
S Np = (. The other statements follow directly from T.6.7.1b and the fact

that S~1,/q = /S~ 1q, see T.6.9.4.

_ b _ - . _
Suppose SNp =0, and let 22 = £ € S~1q with ¢ ¢ S~'q. Then, wa & q

for all w € S. Therefore, there exists w € S such that wuab = wstq € q, and
since wua ¢ q, we have b € /7 and 2 € S~1,/q=+/5"1q.
2. It is a straightforward application of T.6.9.3 and part 1.
3. It is a special case of part 2. a

Proof T.7.12. Let S; = A \ p;, with p; € Min I. Then, S; N P 7& ( for all
Jj # i. Otherwise, we would have p; C p;, against the minimality of p;.
From T.7.11.1, it follows that IA4,, = S;'I = S; 'q;, and (I4,,)°=q;. O
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Proof T. 7.14. In a local ring (A, m), every element of A \ m is invertible.
Therefore, we only need to show that every element of m is nilpotent.

Since A is Artinian, every prime ideal is maximal by T.7.13.1.
Consequently, N'(A) = m, and the conclusion follows from T.7.13.3. O

Proof T. 7.16. By T.7.13, if A is an Artinian ring, then every prime ideal is
maximal, hence dim A = 0.

Moreover, there exist only finitely many maximal ideals my,..., my in A, and
there exists a positive integer k such that

8

0=N(A) = (ﬁmz)k o) l_Imic

i1

By T.7.15, we conclude that A is Noetherian.

Conversely, assume that A is Noetherian and 0-dimensional.
We can write 1/(0) = ();_, m; as a finite intersection of maximal ideals, see
T.7.10.3. Therefore, there exists positive integer k£ such that

[ < V" <)

by T.7.5. Thus, again by T.7.15, A is Artinian. a
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Solutions to the Exercises

17.1 Chapter 8

Solution E. 8.1. Let I be an ideal containing S. Then, as; + bss € I for any
s1, s2 € S and any a, b € A. Thus, I D (S) and the intersection of all these
ideals is an ideal containing S.
To prove the opposite inclusion, we can simply observe that (.S) is an ideal
of A, and by construction, it contains S.
Solution E. 8.2. 1 = 2. Obviously, if b = ¢, then ab = ac for any a € A.
Conversely, assume ab = ac with a # 0.
Then, since a # 0 and A is a domain, a(b — ¢) = 0 implies b — ¢ = 0.
2 = 3. Let b, c € A\ {0}, and assume, by contradiction, that bc ¢ A \ {0},
that is, bc = 0. Then, either b = 0 or the hypothesis yields ¢ = 0, because
bc = 0 = b0 with b # 0.
In both cases we obtain a contradiction.
3 = 1. For any b, ¢ € A, the statement: if b, ¢ # 0, then bc # 0 is equivalent
to the statement: if bc = 0, then either b = 0 or ¢ = 0, which is the definition
of domain.

Solution E. 8.3. 1. The ring A is finite, hence, by T.1.1, we have
A=D(A)U A"

An element h € A is invertible if and only if there exists k € Z such that
hk =1 mod 24, that is, (h,24) = 1.
Therefore,

A*={h: heZ, (h,24) =1} and D(A) = {h: h€ Z, (h,24) # 1}.

The ideals of Z/(24) correspond to ideals (a) of Z such that (a) 2 (24), i.e.,
such that a | 24.
The prime ideals are (2) and (3) and they are also maximal.
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2. Reasoning as in part 1, we find
A*={h: heZ, (h,17) =1} = A\ {0} and D(A) = {0}.

Therefore, (0) is the unique prime ideal and it is also maximal.

3. The ring A = Z/(n) is a domain if and only if D(A) = {0}, i.e., if and only
if A* = A\ {0}, which happens if and only if A is a field.

This holds if and only if n is prime in Z, because in that case (m,n) =1 for
allm € N; withm <n —1.

Solution E. 8.4. 1. Since a is nilpotent, there exists n € Ny such that a™ = 0.
Thus,

n—1
1=1—a”=(1—a)2ai,
i=0

which proves the first statement.

2. Let b € A*. We have to prove that b+ a € A*.
Write
b+a=>b1+ab"t).

Since —ab~! is nilpotent, the claim follows from part 1, because the product
of invertible elements is invertible.

Solution E. 8.5. 1. Assume f = )., a;z" is invertible, and denote its inverse

by g(z) = 3, biz’. Then, fg =S 1" ciz? = 1.

We immediately obtain ¢y = agbg = 1, thus ag and by are invertible.
Moreover, we have ¢p4m = anbm = 0 and cpym—1 = @pbm—1+an—1bm =0.

Multiplying by a, we obtain

aibm_l = —0n0n_1b,m = 0.
By repeating this process, from ¢, +m—r = 0 we obtain the relation
a:flbm_T =0.

When r = m, this becomes a™+1by = 0.

Since by is invertible, we conclude that a,, is nilpotent.

Now, consider the polynomial f — a,x™, which has degree < n and is still

invertible by E.8.4.

By repeating the same argument we complete the first part of the proof.
The opposite implication immediately follows from E.8.4, since we can

write f = ag + (@12 + ... + a,x™), where ag is invertible, and the sum of the

nilpotents a;x?, for i = 1,...,n, is also nilpotent.

2. We have observed above that if ag, ..., a, are nilpotent, then f is nilpotent.
Conversely, if f is nilpotent, then x f is nilpotent, and 1+ x f is invertible.

The conclusion follows from part 1.

3. One implication is simply the definition of zero-divisor.
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Suppose that f ="  a;z’ is a zero-divisor, and let 0 # g = >~ b;z*
be a polynomial of minimal degree m such that fg = 0.
Since anb, = 0 and (a,g)f = 0, the minimality of degg implies a,g = 0.
Therefore, we have
anb; =0 for all 3.

Next, consider the coefficient of the term of degree n+m — 1 of fg.
We find that
anbm—1+ an_1by =0,

which implies that a,_1b,, = 0. By iterating this process on the coefficients
of the terms of fg of degree less than n +m — 1, we get a;b,,, = 0 for all 4.
The conclusion follows taking a = b,,.

Solution E. 8.6. The Jacobson radical always contains the nilradical.

To prove the opposite inclusion, let f € J(A[z]). Then, 1+ zf is invertible
by the characterization of the elements of the Jacobson radical T.1.15.
By E.8.5.1, the coefficients of f are nilpotent, hence, by E.8.5.2, the polynomial
f is nilpotent.
Solution E. 8.7. Take a € I, and assume that b(1 + a) = 0 for some b € A.
Then, b = —ba and b is an element of 1. Multiplying by —a on both sides, we
get

b= —ba = ba’® € I*.

Iterating, we obtain b € I™ for any n, hence b = 0.

Solution E. 8.8. 1. Clearly, 0 € Ker f. If a, b € Ker f, then f(a) = f(b) =0.
Therefore, f(a—b) = f(a)— f(b) =0 and f(ca) = f(c)f(a) =0 for any c € A,
that is, a — b, ca € Ker f.
2. Assume Ker f = (0) and let a, b € A be such that f(a) = f(b). Then,
f(a—0b) =0, that is, a — b € (0), and hence, a = b.

Conversely, if Ker f # (0), then there exists 0 # a such that f(a) = f(0),
and f is not injective.
3. We have to verify that the sum of two elements in the image of f is still in
Im f, and this holds because of the linearity of f.
Since f(a)f(b) = f(ab) for every a, b € A, the image of f is closed under
multiplication.
Finally, 15 = f(14) € Im f.
Solution E. 8.9. By definition, we have f(0) =0 and f(1) = 1.
If n is a positive integer, then

fn) = f) + ...+ f1) =nf(1) = n.
n times

If n is a negative integer, then f(n) = f(—(-n)) = —f(—n) = —(—n) =n.
Therefore, we have f(n) = n for any n € Z, i.e., the only ring homomorphism
is the identity.
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Solution E. 8.10. 1. Consider the evaluation homomorphism
@a: Alz] — A defined by ¢, (f) = f(a).

Then, J = ¢ 1(I) is an ideal of A[z].
2. Composing ¢, with the canonical projection onto A/I we find a surjective
homomorphism 7 o ¢,: A[lz] — A/I, whose kernel is J.

Hence,

Alz]/J ~ A/I,
and it follows that J is prime if and only if I is prime.
3. We have po(z —1) =pa(y—2) =y—2€ 1, and thus (z -1,y —2) C J.
Since J is a proper ideal, e.g., because = ¢ J, and since (x — 1,y — 2) is a
maximal ideal, we have J = (z — 1, y — 2).
Solution E. 8.11. 1 = 2. Assume A is a field and let I be an ideal of A. If
I # 0, then there exists 0 # a € I and such element is invertible.
Thus, I = (a) = (1).
2 = 1. Assume A has no non-trivial ideals. Then, for any 0 # a € A, the ideal
generated by a is equal to (1), i.e., every non-zero element of A is invertible.

2 = 3. Let f: A — B be a ring homomorphism. Then, by hypothesis, Ker f
can only be (0) or (1).

If Ker f = (1), then f is the zero homomorphism. Hence, the condition
f(14) = 1p implies B = 0, which is not possible.

Therefore, Ker f = (0).

3 = 2. Since A is non-zero, it has a maximal ideal m.

Consider the canonical projection m: A — A/m # 0. By hypothesis, 7 is
injective, hence m = Ker 7 = (0).

This shows that (0) and (1) are the only ideals of A.

Solution E. 8.12. Since [ is an ideal of A, it is easy to prove that I[z] is an
ideal of A[z].

Consider the map

p: Alz] — (A/I)[z], defined by w(z a;ix’) = Za_iaci.

It is easy to verify that ¢ is a surjective homomorphism.

Moreover, f(z) € Ker ¢ if and only if Y, a;z* = 0, i.e., if and only if a; =0

for all 4. This is equivalent to a; € I for all 4, that is, to f(x) € I[x].

The final claim follows from the homomorphism theorem T.1.9.1.

Solution E. 8.13. For any polynomial f = Y, f;z* € A[z], we denote by

I(f) = (fo,.--, fn) the ideal of A generated by the coefficients of f.

If fg is primitive, then (1) = I(fg) C I(f)I(g). Thus, I(f) = I(g) = (1).
Conversely, let f=>"" | fiz" and g = Z;LO g;2’ be primitive polynomi-

als, and let h = fg = Ef:o hyt.
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If I(h) is a proper ideal of A, then there exists a maximal ideal m D I(h). By
hypothesis, there exist coefficients f; and g; which do not belong to m.
Let 7 and s be the smallest indices such that f,., gs ¢ m. Then,

T+S r—1 r+s
hr—l—s = Z figT-i-s—i = Z figr—i—s—i + frgs + Z figr-l-s—i
=0 =0 1=r+1

yields frgs € m, a contradiction.
Alternatively, if m D I(h), then

hemz] and fg=h=0 in Afz]/m[z],

which is a domain because it is isomorphic to (A/m) [z], see E.8.12.

Thus, either f =0 or g =0, i.e., either m D I(f) or m D I(g), which is a
contradiction.

Solution E. 8.14. By the characterization of local rings T.1.16, it suffices to
prove that every element a & J(A) is invertible.

By ii), there exists 0 # b € A such that J(A4) = (b).

Moreover, if a ¢ J(A), then (J(A),a) = (c) for some ¢ ¢ J(A). Hence,
b = cd for some d € A. Since J(A) is a prime ideal and ¢ ¢ J(A), we have
d € J(A). Thus, d = rb for some r € A. Therefore, b = cd = crb, which yields
b(1 —cr) =0.

By iii), we obtain 1 —cr € J(A), and, by T.1.15, cr = 1— (1 —cr) is invertible.
Accordingly, c is also invertible. Therefore, (J(A),a) = (1) and there exists
s € A such that 1 — sa € J(A).

Repeating the previous argument, we find that a is invertible, as desired.

Solution E. 8.15. 1. If (a) = (b), then there exist elements r, s € A such that
a = bs = ars. Assume that s is not invertible. Then, s € m = J(A), and
hence, 1 — rs is invertible.
From the equation a(1 — rs) = 0, we obtain @ = 0, which contradicts the
hypothesis.

The converse is obvious.

2. Let m = cd, and assume c is not invertible. If (m) = (d), then, by part 1,
there exists u € A* such that d = wm, and this leads to m(1 — uc) = 0.
Since A is local, ¢ € m. Thus, 1 — uc € A*, and finally m = 0, which
contradicts the hypothesis. Therefore, (m) C (d), and the maximality of (m)
yields (d) = A. Thus, d is invertible and m is irreducible.

Solution E. 8.16. Let a € I and b € J be such that a +b = 1.

Since I C J(A), the element 1 —a = b € J is invertible, and the conclusion
follows.

Solution E. 8.17. Let a be idempotent, i.e., a(l —a) = 0.

If a is not invertible, then it has to be contained in the maximal ideal of A.
Thus, 1 — a is invertible and this implies a = 0.

Otherwise, a is invertible, and we obtain a = 1.
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Solution E. 8.18. 1. Since 2a = (2a)? = 4a? = 4a, we obtain 2a = 0.

2. By hypothesis, A/p is a domain. Take @ # 0 in A/p. Since @ = a2 = @, we
have @ = 1. Thus, A/p is a field with two elements.
In particular, p is also a maximal ideal.

3. Note that, for any two elements a, b € A, we can write a = a(a + b — ab)
and b= b(a + b — ab).
Hence,

(a,b) = (a+b— ab)

which proves the result.

Solution E. 8.19. The ring A is a domain, because (0) is prime.
Let b € A be not invertible. Since (b?) is prime, we have b € (b?) and b = ab?
for some a € A. Since b is not invertible, we have ab # 1. The equation
b(1 — ab) = 0 then yields b= 0.
This shows that A is a field.
Solution E. 8.20. 1. For each m, n € Z there exist a, § € Z such that
am + fn = ged(m, n). This shows that I + J = (m,n) 2 (ged(m,n)).

To prove the opposite inclusion, note that ged(m,n) divides m and n.
Thus, (ged(m,n)) 2 I+ J.
2. If a € I N J, then there exist o, 8 € Z such that a = am = Bn. Then, by
definition, lem(m,n) | a.

To prove the opposite inclusion, note that both m and n divide lem(m, n).
Thus, lem(m,n) € INJ.
3. Since IJ = (ij: i € I, j € J) is the ideal generated by products of elements
of I and J, it is clear that mn € IJ.

To prove the opposite inclusion, let a € I.J, and write

a =" ay(axm)(Ben)
k=1

for some integers ag, o and Bg.
Therefore, we have a = (3, _; axarBk)mn € (mn).
4. Note that I : J = (m) : (n) is the set of elements a € Z such that an € (m).
It is clear that -n is a multiple of m, and therefore the inclusion 2
holds.

Now, write m = m/ ged(m,n) and n = n’ ged(m,n). Then, a € (m) : (n)
implies that an’ is a multiple of m’. This proves the opposite inclusion.

—m
ged(m,n)

5. By the Fundamental Theorem of Arithmetic, we can write any d € Z as a

product
d== H pde,

p€EN, p prime

where d,, = 0 for almost all p.
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Using parts 1 and 2, we see that the statement is equivalent to proving the
equality
lem(m, ged(n, b)) = ged(lem(m, n), lem(m, h)),

that holds if and only if for any positive prime p, we have
max{mp, min{ny,, hp}} = min{max{my,, n,}, max{mp, hp}}.

This final equality is immediate.
6. Using parts 1, 2 and 3, we have

I+ )TN J) = (ged(m,n)lem(m,n)) = (mn) = 1J.

Solution E. 8.21. Parts 1 and 2 immediately follow from the definition of
quotient ideal.

3. By definition, a € (I : J) : H if and only if aH C I : J. Hence, if and only
ifaHJ C I, i.e., if and only if aJH C 1.

This proves both equalities.

4. Note that aJ C I,, for every « if and only if a € I, : J for every a.
5.Ifad I, CI, thenal, Ca) I, CI for all a. This proves C.

To prove the opposite inclusion, we observe that if al, C I for every a.
Then, for any finite sum ), jo, where j, € I, for all @, we immediately have
aYy , Jjoa=2,0ja €1
Solution E. 8.22. If g € %(Iﬂ (), then gf € I, that is, g € I : (f).

Conversely, if g € I : (f), then gf € I and, in particular, gf € I N (f).
Hence, g € %(Iﬂ (-

Solution E. 8.23. By hypothesis, (f,g) = (1) in A/I. Hence, by T.1.4,
(HNn@ =@ = (f9)-

This is equivalent to (I, f) N (I,g) = (I, fg).

Solution E. 8.24. 1. By hypothesis, there exist a € I, b € J, and hy, ho € H
such that a + hy = b+ hy = 1. We can write 1 = (a+ h1)(b+ ha) = ab+gq
where q = aho + bhy + h1hs € H.

Thus, for each n € N,

l1=(ab+q)"=abp+q"€INJ+H"

where p = Y"1 ; (7)(ab)""1¢" " € A.

2. It is sufficient to prove that H C I.

Take h € H. By hypothesis, there exist j;, jo € HNJ =1NJ and ¢ € I such
that h + j1 =i+ ja.

Thus, h =i — j1 + j2 € I, as desired.
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Solution E. 8.25. 1. We prove the statement by induction on k. For k£ = 1,
there is nothing to prove.
Let k=2. For i =1,2, let a; € I and b; € H; be such that 1 = a; + b;. Then,

1= (a1 + bl)(az + bz) = aia9 + a1bas + asby + b1by € I + H1H>.

Now, let k£ > 3. Since the inductive assumption I + H; --- Hx_; = A holds,
and, by hypothesis, I + Hy = A the conclusion immediately follows from the
case k = 2.

2. Simply let H; = J for all 4, then exchange the roles of I and J.

Solution E. 8.26. 1. By T.1.6.5, we have v/I = (1) if and only if I = (1),
therefore, vIJ = A if and only if IJ = A.
Since IJ C I and IJ C J, the conclusion is immediate.
2. Clearly, p C I and p C J.
If p contains neither I nor J, then there exist ¢ € I'\ p and j € J \ p such that
ij € IJ = p, but this contradicts the primality of p.
Thus, either I =p or J =p.
Solution E. 8.27. 1. Since every ideal is contained in its radical, if I+ J = (1),
then VI ++/J = (1) as well.

Conversely, if a € VT and b € /J are such that a +b = 1, with a™ € I
and b" € J, then we have

1= (a+b)™™"
X mtn—i " m+n—i
. m - n—igs n - m4n—igri—mn
=a ;)( ) )a bi+b ;( . )a b el+J
2. Since
I+VJIDI+J,

taking radicals we obtain the inclusion D.

To prove the opposite inclusion, let a € v/ I+ v/J. Then, there exists
m € N such that ™ =i+ j, with i € I and j € V/J.
If n € N is such that j™ € J, then

"™ = (i+ )" =c+j",

with ¢ € I and j™ € J, and the conclusion follows.

Solution E. 8.28. Consider the ideals I = (z% +y) and J = (2% —y) in Q[z, y].
Since 22 + y and 22 — y are both irreducible polynomials in Q[z,y], we have
that /I =1 and VJ = J.

Therefore, I+ v/J = (22, y), while VI + J = (z, v).

Solution E. 8.29. We claim that v/T = (z), which is a prime ideal of A.
Since z2 € I, the inclusion (x) C v/T holds.
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To prove the opposite inclusion, take a € A such that a* € I. Then,

a* = ax? + Bry € (z)

for some «, B € A.

Hence, the primality of (z) implies that a € (z).

To prove that I is not primary, note that zy € I, but = € I and y™ ¢ (z) for
alln e N.

Solution E. 8.30. The inclusion N'(A) C J(A) holds in any ring.

To prove the opposite inclusion, suppose that J(A) € N (A).
Then, by hypothesis, there exists an idempotent 0 # a € J(A), i.e., such that
a(a —1) = 0. Since a € J(A), the element a — 1 is invertible, see T.1.15, and
hence a = 0.
This is a contradiction.
Solution E. 8.31. 1 = 2. By hypothesis, A is a local ring and N'(A) is its
maximal ideal. Thus, every element not in A'(A) is invertible.
2 = 3. If a is nilpotent, then @ = 0 in A/N(A).
Otherwise, a is invertible in A, and therefore, a is invertible in A/N(A).
3= 1. If p C Ais a prime ideal, then N'(A) C p.
Since N'(A) is maximal, we have N'(A) = p, i.e., A has only one prime ideal.
Solution E. 8.32. An element a belongs to \/|J, E. if and only if there
exist n € N and an index ag € A such that a™ € E,,, i.e., if and only if

a € +/Es €U, VEa.

The opposite inclusion immediately follows from E, C |, Eq for all a.

Solution E. 8.33. The definitions of zero-divisor and of annihilator of an
element immediately imply that

D(A) = U Anna.
0#a€A

By E.8.32, the operations of taking radicals and unions commute.
Therefore, it is sufficient to prove that D(A) = 1/D(A).

Take 0 # a € /D(A), and let n be the smallest positive integer such that
a™ € D(A). Let b # 0 be such that a™b = 0.
Since a”~'b # 0, we conclude that a is a zero-divisor.

Solution E. 8.34. 1. Let m be the canonical projection A — A/J(A).
If a € A is invertible with inverse b, then

ab = 7(a)w(b) = w(1) = 1.
Conversely, if a € A and there exists b € A such that ab = 1, then
1—abe J(A).

Thus, ab =1 — (1 — ab) is invertible in A, and a is also invertible.
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2. Let a € J(A) be such that a? = a. Then, 1 —a is invertible and the equality
a(l — a) = 0 implies that a = 0.

Solution E. 8.35. By hypothesis, a* = @ in A/I, that is, a(1 —a) € I.

Since a € J(A), the element 1 — a is invertible, therefore a € I.

Solution E. 8.36. Note that, by hypothesis, A is not a field.

Assume, by contradiction, that A has only finitely many maximal ideals,
namely my, ..., mg.

For each i =1,...,k, let a; be a non-zero element of m; and let a = []; a;.
Then,

aemi=J(4),

and therefore, 1 — ab is invertible for all b € A.

Since A has infinitely many elements, but only finitely many of them are
invertible, there exist b; # b such that 1 —ab =1 — ab;.

Since A is a domain, this last equality leads to b = b1, a contradiction.

Solution E. 8.37. We recall that operations on the ring A x B are defined
componentwise.

Let I and J be ideals of A and B, respectively. Then, (04, 0p) € I x J.

For any (a,b) € A x B and (i,7), (h,k) € I x J, we have

(i,7) — (h,k) = (i —h,j —k) € I x J and (a,b)(i,5) = (ai,bj) € I x J.

This shows that I x J is an ideal of A x B.

Conversely, let H C A x B be an ideal.
We claim that there exist ideals I of A and J of B such that H = I x J.
Consider the projections m1: A X B — A and m3: A X B — B, defined
by (a,b) — a and (a,b) — b, respectively. It is easy to verify that these are
surjective ring homomorphisms. Thus, 71 (H) and 7o (H) are ideals of A and
B, respectively.
Moreover, if (a,b) € H, then a = m1(a,b) € m1(H) and b = m2(a,b) € ma(H),
which implies H C 71 (H) x mo(H).

To prove the opposite inclusion, take (a,b) € w1 (H) x wo(H). Then, there
exist a; € A and b, € B such that (aq1,b), (a,b1) € H.
Therefore, (a,0) = (1,0)(a, b;) and (0,b) = (0,1)(a1,b) belong to H.
It follows that (a,b) = (a,0) + (0,b) € H.
Note that if A, B # 0, then A x B is not a domain, because (1,0)(0,1) = (0, 0).

Finally, let H = I x J be an ideal of A x B and consider the homomorphism
f: Ax B— A/I x B/J given by (a,b) — (a,b).
Since both projections are surjective, f is also surjective. Moreover, its kernel
isIxJ=H.
Using homomorphism theorem T.1.9.1, we obtain that

(AxB)/H=(AxB)/(IxJ)~A/I x B/J.
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From the previous observations, it follows that for H to be prime, respectively
maximal, it must be of the form I x (1) or (1) x J, with I prime, respectively
maximal, in A, and J prime, respectively maximal, in B.

Solution E. 8.38. The first statement is a simple generalization of the case
n = 2, see E.8.37.

Moreover, an ideal H = I; X --- X I, is prime or maximal, if and only if

H=(1)x---x(1)xI;x(1)x---x(1)

with j € {1,...,n} and I; prime or maximal in A,;.
Solution E. 8.39. 1. Assume A ~ [[}", K; for some n € Ny and for some
fields Kz

By E.8.38, the ideals of A are all of the form I; x --- x I, with I; = (0) or
I; = Kj, hence there are only finitely many ideals.
Moreover, the maximal ideals are exactly those with a unique I; = (0), and

therefore
JA)= [\ m=(0).

meMax A

Conversely, assume that A has only finitely many maximal ideals, which
are then pairwise comaximal, and that J(A) = (0).
Then, by the Chinese Remainder Theorem, we have

A~A/T(A) ~ ﬁA/mi,

i.e., A is isomorphic to a finite direct product of fields.

2. Assume A ~ [, K; for some n € N and for some fields K;.
Then, a nilpotent element in A is of the form (ay,...,a,), where a; € K; is
nilpotent for all 7. Since K is a field, this yields a; = 0 for all 4.

Conversely, in a finite ring there are only finitely many ideals.
Moreover, for any prime ideal p, the quotient A/p is a finite domain, i.e., a
field. Thus, all primes are maximal and J(A4) = N (A) = (0).
The conclusion follows from part 1.

Solution E. 8.40. We recall that sum and product in a direct sum of rings are
defined componentwise and that the ideals in a direct sum are direct sums of
ideals of the components, see E.8.38.

1. Since 0 is the only nilpotent of Z and Q, the nilradical of A contains only
elements of the form (0,@,0), where @ is nilpotent in Z/(36).
Thus, B

N(A) = (0) x (6) x (0).

2. An element is idempotent if and only if (a2,52,c2) = (a,b,c), which is
equivalent to a,c € {0,1} and b> = b mod 36.
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Since Z/(36) ~ Z/(4) x Z/(9) and the only idempotents in Z/(4) and Z/(9)
are 0 and 1, we obtain

b=0,1,9,28 mod 36,

and we are done.

3. As remarked above, the ideals of A are of the form I x J x H where I, J,
and H are principal ideals of Z, Z/(36), and Q, respectively.

Thus, all ideals of A are principal, i.e., A is a PIR, but it is not a PID, because
it is not a domain.

4. An ideal is prime if and only if A/p is a domain, hence one of the following
must hold:

i) p=((p,1,1)), with p prime of Z or p = 0;

ii) p=1((1,9,1)), with q = (g) prime ideal of Z/(36), i.e., ¢ = 2, 3;
iii) p = ((1,1,0)).
It is easy to veljfy that these ideals are all maximal except for the one
generated by (0,1,1).
Solution E. 8.41. We assume that all rational numbers ¢ are reduced, i.e.,
ged(a,b) = 1.
1. Let a

I={5€A(p): a=0 modp}.

Then, 0 € I, and

c ad—be aa aa
—-=———¢€1 a I, f I
b d bd € ﬁb ﬁbe oranybde and

Thus, I is an ideal of A(;).

If % ¢ I, then @ 0 mod p, and hence g € A(p), i-e., every element not
in I is invertible.
Therefore, A(;) is local with maximal ideal I, see T.1.16.1.

a

ﬂeAw

Finally, consider the map f: A,y — Z/(p) defined by f (%) = ab

It is a well-defined homomorphism, because

P+ 0) =g (M) = Gavm ™ = v = 1 (2) 41 (5)

(5= () e a7 =1 ()1().

for any ¢, § € Awy).

For each @ € Z/(p), we have that f ( ) = a, and hence, f is surjective.
Obviously, f (—) =0 if and only if @ = 0 mod p, therefore Ker f = I.
It follows that f induces an isomorphism A, /I ~ Z/(p).
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2. Arguing as above, we can prove that the sets
a
I; = {5 €Awp,,..pn): =0 mod pj}
are ideals of Ay, . ,,.), and that the homomorphisms

> ab

SalS]

fit A,epn) — Z/(p),
induce isomorphisms

Fit Au,o o)/ Tj — 2/ (p;),

as j varies in {1,...,n}.
Thus, all ideals I; are maximal in A, .. p.)-
Let 0 # J be an ideal of Ay, .. ,.)-
If J Z I; for every j, then, by the Prime Avoidance Lemma T.1.12.1, we have
JZ U?zl I;. Hence, there exists 7 € J such that a # 0 mod p; for every j,

that is, # € A,,...p,) and J = A, p,)-
Therefore,
Ma’XA(plym’Pn) = {I17 ey In}

Solution E. 8.42. 1. Assume A = [[;" ; A; for some local rings A;, and let
I =TI, I be an ideal of A. Since A/I ~T]"_; A;/I;, the maximal ideals of
A are all of the form Ay X -+ X A;—1 Xm; X Aj11 X -+ X Ay, where m; is the
maximal ideal of A;.

Thus, there are only finitely many maximal ideals.

2. The proof is essentially the same as the one of part 1.

3. For n > 2, the ring A(;,, .. ) defined in E.8.41 is semilocal and non-local.
Since it is a domain, A, ... ,.) cannot be a direct product of local rings.

Solution E. 8.43. We prove the statement by showing that if I is a prime
ideal, then every non-zero element of A/I is invertible.

Take @ € A/I \ {0}. Then, by hypothesis, there exists n > 1 such that
a@*-1)=0.

The conclusion follows from the fact that A/I is a domain.

Solution E. 8.44. 1. Since (0) € X, the set X' is non-empty.

For any chain C of elements of X, the union of the ideals of C is an ideal
contained in D(A), i.e., an element of X, and hence it is an upper bound for
C in X. By Zorn’s Lemma, Y’ has maximal elements.

Now, let P be a maximal element of X'. We show that P is a prime ideal.
Let a, b ¢ P and consider the ideals (P,a) and (P,b), which, by hypothesis,
properly contain P.

Therefore, there exist « = p + ka € (P,a) and 8 = g+ hb € (P,b) which are
not zero-divisors. Thus, the element a8 € (P, ab) is not a zero-divisor, and
then P C (P, ab), which means that ab & P.
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2. Note that if a # 0, then Anna € X.

Since D(A) = Upqca Anna, we can write D(A) C U, pa, where each pq is
a maximal element of Y. By part 1, every p, is a prime ideal.

Moreover, by definition of X, all such p,, are contained in D(A).

Thus,
D(A) = U p.

pESpec A
maximal in ¥

Solution E. 8.45. Let
X ={J C A: J is not principal }

and assume, by contradiction, that X' # ().

Consider X partially ordered by set inclusion, and note that for any chain C
of elements of X', the union of the elements of C is still an ideal which is not
principal (verify it!). By Zorn’s Lemma, we get that X' has at least a maximal
element I.

Since I is not principal, by hypothesis, I is not prime and there exist
elements a, b € I such that ab € I. Moreover, by the maximality of I in X,
the ideal (I, a) is principal, and we set (I,a) = (c).

Note that b € I : (c), because bl C I and ab € I. Hence I C I: (c), and, again
by the maximality of I, we get that I : (¢) = (d) is also principal.

We prove that I = (cd), thus providing the required contradiction.
Obviously, (cd) C I.

To prove the opposite inclusion, take j € I C (I,a) = (¢). Then, j = ck for
some k € I : (¢) = (d), that is, k = hd for some h € A and j = hed € (cd), as
desired.

Solution E. 8.46. 1. Since the sum of ideals contains its addends, the inclusion
D follows from T.1.17.1.
To prove the opposite inclusion, take

a= Zbif(ai) € (L +I)°
=1

with b; € B and a; € I; + I for any 4. Then, for any 4, there exist ¢; € I; and
d; € Iy such that a; = ¢; + d;.
Thus,

=Z cz+d)—zb (i) + f(di))

Il
M: i

flei +be )eIf +1I5.

Il
—

3

2. Let G and H be sets of generators of I; and I, respectively. Then,
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(f(gh): g€ G, he H)

(f(9)f(h): g€ G, he H)

= (f(9): g€ G)(f(h): h € H) =I{I3.

(I112)*

3. It follows immediately from I; N Is C I, for h =1,2 and T.1.17.1.
4. Take a1 € J{ and ag € J§. Then, f(a;) € J; for i =1,2.
Thus, f(a1 + (L2) = f(a,l) + f(a2) € J1 + Jo, that is, a1 + as € (Jl + Jg)c.
5. Take a; € J{ and ag € J§. Then, f(a;) € J; for i = 1,2.
Thus, f(a1a2) = f(a1)f(az) € J1J2, that is, ajaz € (J1J2)°. Since J{JS is
generated by such elements, the conclusion follows.
6. The inclusion C follows from J; N Jy C Jj, for h =1,2 and T.1.17.2.
To prove the opposite inclusion, take a € J{ N JS. Then, f(a) € J1 and
f(a) € Ja, that is, f(a) € J1 N Jo.
Thus, a € (J; N J3)°.
Now let us show some examples.
Consider the ring homomorphism f: Z[z,y] — Z defined by f(z) = 10 and
fly) =15.If I = (z) and Iy = (y), then we have

(I N Ip)° = (zy)° = (150) C (30) = (10) N (15) = I¢ N L.

Next, consider the inclusion homomorphism Z — Zz]. If J; = (z) and
Ja = (z + 1), then we have

Ji+J5=00)+0)=(0)SZ=>1)=(J1+J2)"

Finally, consider the inclusion homomorphism Z —» Z[i], and take J = (1+1).
Then, 2i = (1 + )% and i € Z[i]*, hence 2 € J¢ and J? = (2).
Since (2) is maximal in Z and J C Z[i], we have J¢ = (2).
Thus,
FIE=(2)2) = (4 C @) = (2)F = (JI)"

Solution E. 8.47. 1. Since I[z] C I A[z] = i(I)A[z], we have I[z] C I°.

To prove the opposite inclusion, we simply observe that I[z] is an ideal
containing I. Then, I¢, the smallest ideal of A[z] containing I, is contained
in I[z].

2. By E.8.12, A[z]/I[zx] ~ (A/I)[x], therefore, A[z]/I[z] is a domain if and
only if A/I is a domain.

3. It is not true in general. For example, consider a prime p of Z.
Then, (p) is maximal in Z, but its extension is not maximal in Z[z], because

(p)* = (P)lz] < (p, 2) & Z[z].

Solution E. 8.48. 1. Take b € f(v/T). Then, b = f(c) with ¢™ € I for some
m. Hence, b™ = f(c)™ = f(c™) € f(I), that is, b € 1/ f(I).
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Thus,
(f(VI)) € V(D € V(FD)),

as desired.

2. The surjectivity of f yields f(I) = (f(I)) = I¢ for every ideal I.

Since we proved one inclusion in part 1, we will now show the reverse.
Take b € 1/f(I) and let m € N be such that ™ = f(c) for some ¢ € I. The
surjectivity of f yields b = f(a) for some a € A.

Then,
f(@™ —c) = f(a™) — f(c) = f(a)™ — f(c) =0,

that is, a™ —c € Ker f C I.
Therefore, a™ € I, which yields a € v/I, and finally, b € f(v/T).

3. It holds that a € /f~1(J) if and only if a™ € f~1(J) for some m € N,
i.e., if and only if f(a)™ = f(a™) € J for some m.
The last statement is equivalent to f(a) € V/J, that is, a € f~1(v/J).

Solution E. 8.49. We recall that the ring of Gaussian integers Z[i] is an
Euclidean ring, hence a PID and a UFD.

For p = 2, simply note that 2 = (1 + ¢)(1 — %) and that the ideals (1 + )
and (1 — ©) are equal, because 1+ ¢ = (1 — ©)i, that is, their generators are
associate.

Thus,
(2)° = (1+1i)%

Now, assume p is odd. We will show that p is reducible in Z[¢] if and only
if p=1 mod 4.
If p is reducible, then there exist non-invertible elements a + ib, ¢ + id € Z[i]
such that p = (a + %b)(c + id). Since p € Z, we also have p = (a — ib)(c — id),
and therefore, p? = (a? + b?)(c? + d?).
Note that if a® 4 32 = 1, then either a = 1 or 8 = %1, that is, a+i83 € Z[i]*.
Hence, a? + b = p. Since the only squares modulo 4 are 0 and 1, we have
p=1 mod 4.

Conversely, if p=1 mod 4, then |(Z/(p))*| = p — 1 is divisible by 4, and
thus, there exists an element a € {1,...,p — 1} such that a> = —1 mod p.
Therefore,

(a+i)(a—1)=a?+1=kp for some integer 0 < k < p.

Since p? 1 a® + 1, we also have that p does not divide a & i in Z[i]. Therefore,
the element p is not prime, and thus, not irreducible in Z[3].
In conclusion,

(p)® is prime if and only if p=3 mod 4.

Solution E. 8.50. Obviously, ;=& = 1+, +... + (5" € Z[¢,).
We look for its inverse. Let b be such that ab=1 mod p. Then,
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1-6 _ 1- cg ’
-G 1-¢
We recall that the elements Cp with a = 1,...,p—1 are precisely all the roots

of the polynomial 1 + 2 + ... 4+ 2P~ L,
Therefore, 1 +x + ... + 2P~ 1o =[I°2i (= — (%), and, evaluating at =1, we

obtain p = [[7_ 1(1 — (7). By what we proved above, (1 — () = (1 () for
ala=1,...,p—1.
Hence,

(p)* = PZIGy) = (H(l - €p)> [o-=T0-6)=0-6r

a=1 a=1

=14+ + GV ezg)

a=1

Solution E. 8.51. 1. Let a € N(A). Then, there exists n € N such that
a™ = 0. Thus, f(a)™ = f(a™) = 0, which yields f(a) € N(B), and hence,
fIN(A4)) S N(B).

2. Take a € J(A). Then, 1 — ba is invertible for each b € A. Therefore,
f(1—ba) =1— f(b)f(a) is invertible in B.

The surjectivity of f yields f(a) € J(B).

3. We already saw that Ap) = {%¢ € Q: b# 0 mod 2} is a local subring of
Q and its maximal ideal is (2) = {4 € A3): a=0 mod 2}, see E.8.41.1.
Consider the inclusion homomorphism of A2y in Q, which is clearly injective
and not surjective.

We have J(Q) = 0, while J(A(2)) = (2).

4. Consider the canonical projection f: Z — Z/(4).

Then,
f(T(Z) =(0) € T(Z/(4)) = (2).

5. Assume A is semilocal and let my,...,my be its maximal ideals.

By T.1.18.3, the ideal f(m;) is maximal in B whenever m; D Ker f, otherwise
f(m;) = B (prove it!).

Since J(A) = N, m; = [T*_, my, it follows that

k k k
= 7(ITms) = [T 7(m) = ) £(mi) 2 7(B).

The conclusion follows from part 2.

Solution E. 8.52. The one-to-one correspondence between ideals of A/I and
ideals of A containing I immediately shows that, when A is local, also A/I is
local for any ideal I.

Conversely, assume that A/I is local with maximal ideal m, and let m be
its preimage in A. Take a ¢ m. To prove that A is local with maximal ideal
m, we show that a is invertible.
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Since @ ¢ m, the element @ is invertible because A/I is local. Then, there
exist b € A and ¢ € I such that ab =1+ . Since I C N (A), from E.8.4 we
obtain that 1 + ¢ is invertible, and hence a is invertible as well.

Solution E. 8.53. We can assume a, b # 0. If (a) = (b), then there exist
¢, d € A such that @ = bd = acd. This yields a(l — ¢d) = 0, and therefore,
1—cd € D(A) C J(A). It follows that cd is invertible, and hence, d is also
invertible.

Solution E. 8.54. 1. Let (a,b) = (4). Then, § | a and § | b, and there exist
elements u, v € A such that § = ua + vb. Moreover, any ¢ € A dividing both
a and b, divides also ua + vb = §. Thus, by definition of greatest common
divisor, § = d.

2. Consider the ring A = Z[z], which is a UFD but not a PID.

We have ged(3,z) = 1, however, 3f + zg # 1, for all f, g € A, because its
constant term belongs to (3) C (1).

Solution E. 8.55. The inclusion I? + J2? C (I + J)? always holds.

To prove the opposite inclusion, let I = (a), J = (b), and I+ J = (d). Then,
by E.8.54.1, we have ged(a,b) = d, and we can write a = da; and b = db, for
some a1, by € A such that ged(a1,b1) = 1 = ged(a?,b?). Hence, there exist «,
B € A such that 1 = aa? + 8b2.

Thus,
P =d 1=ad®+pb*cI’+J%

Solution E. 8.56. We begin by proving that the ideal J(A) is prime.
If ab € J(A), then there exists ¢ # 0 such that cab = 0.
Therefore, at least one of a and b is an element of D(A4) = J(A).

Now, let J(A) = (j) for some j # 0. In order to prove that J(A) is
maximal, it suffices to show that if a & J(A), then (a) + J(A) = A.
Let (a) + J(A) = (a,j) = (b), where b € J(A). Then, j = bc for some
c € J(A), because J(A) is prime. We can write ¢ = jd for some d € A and
obtain j(1 — bd) = bc — bc = 0. Thus, 1 — bd € D(A4) = J(A).
Therefore, bd is invertible, which shows that b is also invertible, as desired.
Solution E. 8.57. Since an ideal m is maximal if and only if A/m is a field,
parts 1 and 2 are equivalent. Thus, it is enough to prove 2.
2. If a is irreducible, then its only divisors are invertible or associate to a.
Therefore, the only ideals containing (a) are (1) and (a) itself.
Since all ideals of A are principal, this proves that irreducible elements generate
maximal ideals.

Conversely, let b € A be reducible and write b = ac with a, ¢ € A*. Then,
(b) € (a) < (1), and the ideal (b) is not maximal.

3. By T.1.27, the ring K|z] is a PID.

Since a non-trivial element in a PID is prime if and only if it is irreducible,
the conclusion follows from part 2, see also T.1.22 and T.1.23.

Solution E. 8.58. Assume f =[], f; for some distinct and irreducible f;, and,
for each i, let F; be the field K|[z]/(f;), see E.8.57.
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By the Chinese Remainder Theorem,
A=K/ T[(f) =] 7

and therefore, N'([,(F;)) = [, N(Fi) = (0) yields N'(A) = (0), see E.8.48.2.
Conversely, assume f =[], f;* with s; > 1 for some .

The coset of the element [], f; is a non-zero element of A'(A), therefore the

ring A is not reduced.

Solution E. 8.59. 1. If f is not squarefree, then there exists an irreducible f;
such that f = f¢h with e > 1 and h € K[z]. Since f' = f& ! (efih + fih'),
we have ged(f, f') # 1.

Conversely, let g be an irreducible factor of ged(f, f'). Then, degg > 0,
f=gh,and f' = g'h+ gh’ = gq for some h, q € K[z]. Thus, g | g’h. If ¢’ #0,
then deg ¢’ < degg, and therefore g | h.

Hence, g2 | f and f is not squarefree.

To conclude we note that, since g is irreducible, its derivative ¢’ can never
be 0. This is obvious in characteristic 0.

Now, let char K = p, and assume, by contradiction, ¢’ = 0. It is easy to verify
that there exists r € K|[z] such that g(z) = r(2P). Since K = K, there
exists s € K|[z] such that

g(z) = r(?) = (s(2))",

that is not possible.
2. We have ged(f, f') =1 in K|[z] if and only if there exist h, g € K[z] C L[z]
such that hf 4+ gf’ = 1. Thus, ged(f, f') =1 in L[z] as well.

The opposite implication is trivial.

Solution E. 8.60. Reordering the variables, we can always assume that i; = j

for any j.
Let » = 1. By E.8.58, the ideal (h,) is radical in K[z;]. From E.8.12 and the
Chinese Remainder Theorem, we obtain

Klzy,...,z5]/(h1) =~ (K[z1]/ (k1)) [22, - - -y Zn] = (]:[z Fi)[xg, ey T,

where K C F; are field extensions, and the direct product is finite, see also
the proof of E.8.58.
Since [, F; has no non-trivial nilpotents, by repeatedly using E.8.5.2, we
obtain N'(K|z1,...,z,]/(h1)) = 0.

Now, fix r = 2 and consider K[x1,...,2y]/(h1,h2).
We have

Klz1,...,25]/(h1, he) ~ (K[z1]/(h1)) [x2,- . ., Zn]/(h2)
~ (Hz (Fz[l'Q]/(hQ))) [5173; e ’wn]a
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since ([, F)le] ~ [1;(Fi[]).

By E.8.59.2, the polynomial hy is still squarefree in F;[zs] for all 4, and
hence, Fi[z2]/(h2) ~ []; F;; is a product of field extensions of F;.
Thus,

K[z1,...,2n]/(h1,he) ~ (H F”)[SL‘3, <y Tn)

is reduced.
We complete the proof by repeating this process.
Solution E. 8.61. For any i =1,...,n, let I, = (v — o).
Constructing a polynomial f(z) such that f(a;) = 8; for all 4, is equivalent
to finding an element f(x) € K|z] such that f(z) = 8; mod I; for all s.
In the Euclidean ring K{z] the ideals I; and I, are maximal, hence comax-
imal whenever i # j.
Clearly,

r — Q4 r—Q;
LR =1,

ozj—ai ai—aj
r— o5
Li=]l =5
g# Y

we have L; =0 mod I;, for any j #4, and L; =1 mod I;.
Therefore, the polynomial

f= ZmL—ZﬂZ :

i=1 ]#z

If we define

has the required properties.

Solution E. 8.62. Write f = H fi for some irreducible and distinct f; € A.
=1
By the Chinese Remainder Theorem there exists an isomorphism

b B—>ﬁA/(fi),

i=1

where the A/(f;) are finite fields containing Z/(p) for all 3.

Note that B and the fields A/(f;) are finite dimensional Z/(p)-vector spaces.
Moreover, both ¢, and v are Z/(p)-linear maps. Thus, ¢, — idp is also a
linear map between finite dimensional vector spaces, which is not injective.

1. Take g € Ker(pp, —idp) and write

Y(@) = (91,---,9,), With g; =g mod (f;) for all 4.
Then, g¥ =g, in A/(f;) for all i.
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The unique roots of y? —y in A/(f;) are the elements of Z/(p). Therefore,
g € Ker(yp, — idp) if and only if g; € Z/(p) for all ¢, that is, if and only if
¥(9) € (Z/(p))™

Since v is also a Z/(p)-linear isomorphism, we have that
Ker(pp —idp) =~ (Z/(p))"

2. Take g € Ker(y, —idg), and let g be a representative of g in A.
Let ¥(g) = (a1,...,an) € (Z/(p))"™. Then, for any a € Z/(p), we have f; | g—a
if and only if the i-th coordinate of

1!’(9—_6):1/1(5)—¢(a)=(a1—aw-,an—a)

is trivial, 4.e., if and only if a; = a.
Thus,
ged(fig—a)= ] £

i=1,...,n
a;=a

and the last identity immediately follows.
Solution E. 8.63. Let ab € q C 1, with a & 1. Since q; and gy are primary,
b€ /q1 = 1/q2. Thus, b" € q; and b™ € g3 for some n, m € N,.
Therefore b"*™ € q1q2 C q. (What happens if a € q1 \ q7)
Furthermore, we have

Va=+va1Ndz2 = /a1 N /42 = /a1

Solution E. 8.64. Let I = (a) be a primary ideal with v/I = p = (p). Then,
there exists k € N such that p* € I. Thus, a | p* and, since A is a UFD, p is
the only irreducible element dividing a.

Therefore, a = up® for some u € A* and t € N, that is, (a) = (p?).

Solution E. 8.65. 1. By T.1.23.1, the element p is irreducible.
If ab € (p*) and a & (p*), then p | b by the uniqueness of the factorization.

Hence, b € (p) = /(p).
2. Let A= K|z,y] and q = (z, ¥*). Then, /q = (z,y) is maximal, thus q is
primary. Clearly,
(z, 9> Ca < (z,y),
and therefore, q is not a power of (z, y) or of any other prime.
3. Since B/p ~ A/(z, z) ~ K|[y], the ideal p is prime.
To prove that p? is not primary note that

Ty =2° € (T2, %, 2°) = p?,

but Z & p? and 7* & p? for all integers k.
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Solution E. 8.66. If A is a field, then A[z] is an Euclidean ring, hence a PID
by T.1.27.

Conversely, consider the evaluation homomorphism ¢g: A[z] — A defined
by po(f) = £(0).
It is easy to verify that g is surjective and that Kerypy = (z), hence
Alz]/(z) ~ A. By hypothesis, A[z] is a domain, hence A is also a domain.
Therefore, the ideal (z) is prime, and z is a prime element by T.1.22.5. More-
over, by T.1.23.1, we have that z is irreducible. Then, since A[z] is a PID,
(z) is maximal by E.8.57.
Hence, A is a field.

Solution E. 8.67. We recall that the norm of & = a + by/—b is given by
N(a) = a? +5b?, and that N(aB) = N(a)N(B), for any «, 8 € Z[/-5).

It is not hard to prove that « is invertible if and only if N(a) =1 and that
no element of Z[v/—5| has norm 3.

Let a+by/—=5, c+dv/—5 € Z[/—5| be such that (a+bv/—5)(c+dv/—5) = 3.
Taking norms, we obtain (a? + 5b%)(c? + 5d%) = 9. This is possible if and only
if one of the two factors is 1, i.e., if and only if either a + by/—5 or c+dv/—5
is invertible.

It follows that 3 is an irreducible element.
The ideals (3,1 + +/=5) and (3,1 — v/—5) are comaximal, hence

3,14+ v=5)N (3,1 —v=5) = (3,14 v=5)(3,1 — vV=5) = (3).

Since the norm of 3 does not divide N(1 ++/=5), we have (3) C (3,1 + 1/=5)
and (3) € (3,1 —v/-5).

Therefore, (3) is not irreducible.

Solution E. 8.68. Assume, by contradiction, that there exists a non-trivial
element a; € A which is not invertible and does not have a factorization as a
finite product of irreducible elements.

Then, a; is not irreducible and can be written as a product asb,, where
both a; and b; are not invertible and at least one of them does not have
a factorization as a finite product of irreducible elements. Without loss of
generality, assume it is as.

We can repeat the previous argument on as and, iterating this process, we
find an infinite ascending chain of ideals (a1) C (a2) € ... which contradicts
the hypothesis.

Solution E. 8.69. We look for a UFD ring A and an ideal I of A such that
A/I is a domain but without unique factorization.
Let

A =Qlz,y, 2 t]/(zy — 2t).

Then, A is a domain (prove it!) and it is not a UFD.

Clearly, A inherits (UFD1) from Qlz, y, 2, t] and, intuitively, we have “spoiled”
the uniqueness of the factorization of the element Ty, i.e., we have built a
ring in which (UFD2) does not hold.



17.1 Chapter 8 267

With direct computations it can be verified that Z, 7, Z, t are irreducible
elements that are not associate. This shows that the factorizations Ty = zt
are distinct.

Alternatively, we can observe that T is irreducible, but (Z) is not a prime
ideal, see T.1.25, and the same holds for ¥, z and %.

Solution E. 8.70. 1. Let ¢; = ab; — by, ca = aby — by € I, and d € A. Then,
0 €I, c1+ca =a(by +b2) — (b1 +b2), and de; = a(dby) — (dby) are elements
of I,, and then, I, is an ideal.

Alternatively, it suffices to note that I, is the ideal of A generated by a — 1.
In particular, a is quasi-regular if and only if @ — 1 is invertible.

2. If a is quasi-regular, then a € I,. Hence, there exists ¢ € A such that
a=ac—c.

Conversely, assume a = ac — ¢ € I,.
We have to prove that any d € A belongs to I,. We have ad € I, and, by
definition of I,, also ad — d € I,,. Thus, d = ad — (ad — d) € I,.
3. If a is nilpotent, then 1 — a is invertible. Therefore, a is quasi-regular.
4. Let a € A\ {0,1}. By hypothesis, a is quasi-regular, i.e., 1 — a is invertible.
Hence, there exists b € A\ {0} such that b — ab = b(1 — a) = 1, which yields
ab = b — 1. Since b # 1 is quasi-regular, b — 1 is invertible.
It follows that a is invertible, as desired.
Solution E. 8.71. 1. Since A is not a field, every maximal ideal m is non-zero.
Let a € m\ {0}.
By hypothesis,

for some distinct maximal ideals m; and some positive integers s;, where
the equality follows from the fact that powers of distinct maximal ideals are
comaximal, see E.8.25.2.

Therefore, ﬂle m;* C m, and there exists i such that m;* C m by T.1.12.2.
By the maximality of m and of m;, we have m; = m.

To conclude, simply take

k
— mSi—1, Sj
I=m H m..
J=1, j#i

2. By part 1, let Im = (a) with a # 0.

Multiplying this equality by J, we obtain J(a) = JmI = HmI = H(a). Thus,
for any j € J, there exists h € H such that ja = ha, that is, a(j — h) = 0.
Since a # 0 and A is a domain, we have j = h, which implies J C H.

By reversing the roles of J and H, we can conclude the proof.

Solution E. 8.72. 1. Since VI C v/T : J™, it is sufficient to prove the opposite
inclusion.
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By hypothesis, J € v/T, hence there exists j € J such that j* ¢ I for all
k € N. Let a € VI : J™. Then, a™j™ € I for some n > 1. Since [ is primary
and j™ ¢ I, we have a € V/I.
2. Tt is sufficient to show that /I : (h) C I : (h).
Let a € y/I: (h). Then, a™h € I for some positive integer n, and this yields
(ah)™ € I.
Therefore, ah € v/I = I, and then a € I : (h).
Solution E. 8.73. 1. If p is invertible, then there exists ¢ such that pg = 1,
and, in particular, ag is invertible.

Conversely, assuming ag is invertible, we explicitly construct the inverse
q =Y enbiz® € Allz]] of p.
From pg = 1 we get

k
aobp =1, agb; +a1bp =0, ..., Zaibk_i =0,...,
i=0
which imply
k
bo=ao ', b1 = —ao ‘aibo, ..., by = —ap " Zaibk—i-
=1

Therefore, we have a recursive formula to compute b; in terms of the coeflicients
aj, which only requires ag to be invertible.

2. If p is nilpotent, then p™ = 0 for some integer n. This immediately implies
that ag is nilpotent. Moreover, p — ag = xZiem a;z*~! is also nilpotent,
because it is a sum of nilpotents. Therefore, a; is nilpotent.
By iterating this process, we prove that all a; are nilpotent.

Consider the ring

A= T z/@v,

neENL

with operations defined componentwise.
We recall that (2) is the unique maximal ideal of Z/(2").
Let
p=(0,0,...)+(0,2,0,...)z +(0,0,2,...)z* + ... € A[[z]].
Then, all the coefficients of p are nilpotent, but it is not hard to verify that p
is not nilpotent.

3. An element p belongs to J(A[[z]]) if and only if 1 — pq is invertible for all
q € A[[z]]. By part 1, this is equivalent to saying that 1 — agbg is invertible
for all by € A. This holds if and only if ag € J(A).

4. Let m C A[[z]] be a maximal ideal.
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We begin by proving that x € m. Indeed, if z € m, then, by the maximality

of m, we have (m,z) = (1). Thus, there exist f € m and h € A[[z]] such that

1= f+ zh = fy, where fy denotes the constant term of f.

Hence, fj is invertible and, by part 1, f is invertible in A[[z]], a contradiction.
Now, set

n={a € A: a constant term of an element of m}.

It is easy to verify that n is an ideal of A, and that (n,z) C m. The opposite
inclusion follows immediately from the definition of n.
Therefore, m = (n, z) and this yields m¢ = n.

Finally, we note that n = m® is maximal, because the evaluation homo-
morphism ¢q: A[[z]] — A defined by z — 0, composed with the canonical
projection m: A — A/n, is surjective and induces an isomorphism

Al[z]]/m ~ A/n.

Thus, A/n is a field.

Solution E. 8.74. 1. By hypothesis the equality holds for s = 1.
To apply induction, we assume it holds for s > 1 and prove it for s + 1.
One inclusion is always true, thus we focus on the non-trivial one.
Let b € I : (gm*+*+1). Then bg € I : (g™*°) =1 : (g™), and therefore,
bg™*! € I. This leads to b € I : (¢™T!) =1 : (g™), as desired.

2. It is sufficient to prove that if a € (I : (¢™)) N (I,g™), then a € I.

Write a = i + hg™ for some i € I and h € A. Since ig™ + hg®>™ = ag™ € I,
we have h € I : (g°™).

By the previous part, h € I : (g™), and this yields a € 1.

Solution E. 8.75. Let X' be the set of prime ideals of A partially ordered by
set inclusion D. The set X' is not empty because A # 0 has at least a maximal
ideal.

Let {px}xrca be a descending chain of prime ideals. If we prove that p =, px
is a prime ideal, then the first statement immediately follows from Zorn’s
Lemma.

The intersection of any family of ideals is an ideal. Let a, b € A be such
that ab € p. Then, ab € p) for all A\, and we assume, by contradiction, that
a, b & p. Then, there exist o, § € A such that a & p, and b &€ pg. Without
loss of generality, we can assume o < (. Thus, po 2 pg and ab & pg, a
contradiction.

To prove the statement regarding primes containing I, we can simply repeat
the proof with the set Y consisting of prime ideals of A that contain I,
partially ordered by set inclusion D.

Additionally, we observe that the previous proof implies that the intersection
of all minimal prime ideals of A is equal to N'(4), by T.1.14.1.
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Solution E. 8.76. Let b € A\ {0} be such that ab = 0.
Since N'(A) = (0), there exists a minimal prime p which does not contain b.
Therefore, ab = 0 € p yields a € p, as required.

Solution E. 8.77. Since 63 = 327, by T.1.6.7, we can write
VI=+/(1,9n+/(I,7).
The ideal
(I1,9) = (92" —y, W’ + 2z +y, 9) = (y, 27, 9) = (z, 9, 9),

is primary by T.1.7.2, because /(I, 9) = (z, y, 3) is maximal.
Since

(I, =22 —y,2c+y,7) = (222 + 22,22 +y,7) = (22 +z, 224+ 9, 7),

by T.1.6.3 and 7, we also have that

VLD =v/(2, 224y, N (z+1,2c+y, 7)

=\/(9:,y, 7)ﬂ\/(l‘+1,y—2, 7)
=($, Y, 7)ﬂ(x+1,y—2, 7)5

where the last equality holds because both ideals under the radical are
maximal.

1. The previous remarks, T.1.14.2, E.8.75, and T.1.12.2 immediately show
that the minimal primes of I are also maximal.

The conclusion follows from the one-to-one correspondence between ideals of
A/I and ideals of A containing I.

2. Since (9) and (7) are comaximal, (I,9) and (I, 7) are also comaximal, and
T.1.4 yields
IC(I,9N(I,7) = 9(7)CcI.

Then, by the Chinese Remainder Theorem,
AJI~A/I,9) x A/(I,T) = A/(z,y,9) x A/(z® + =, 2z +y, 7).
Note that (z + 1) and (z) are also comaximal. Thus,

LN=(@+1,224+y, )z, 2e+y, ) =(x+1,y-2,7)(z,y,7)
=(z+Ly—-27N(z,y 1),

and we can conclude that

AT ~A/(z,y,9) x Af(z+1,y—2,7) x A/(z, y, T) ~ Z/(9) x (Z/(7))*.
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3. By part 2, we have
I=(L9YN(L,7)=(z,9,9)N(z+1,y-2,7N(z,y,7),

which is the desired decomposition.

4. Since A/I is finite, if such an f exists, then B is a finite domain, hence a
field.

Solution E. 8.78. Obviously, (0) is a prime ideal of Z[z].

Let p # (0) be a prime ideal of Z[z].

Consider the inclusion homomorphism 7 — Z[z]. The ideal p°=pNZis a
prime ideal, hence either p¢ = (0) or p° = (p) for some prime p of Z.

If p¢ = (0), then let f € p \ {0} be an element with the smallest degree.
Note that, since p is a prime ideal, f must be irreducible. If there exists a
polynomial g € p\ (f), then, viewing f and g as polynomials in Q[z], we have
ged(f, g) = 1. Thus, there exist r, s € Q[z] such that rf + sg = 1.

Let m be the least common multiple of the denominators of the coefficients
of r and s.
Then, multiplying the equation rf + sg = 1 by m, we obtain

7f + 89 =m for some 7, § € Zx].

This implies m € p NZ = (0), which is a contradiction.
Thus, p = (f) with f irreducible in Z[z].

Now, assume p¢ = (p). Then, either p = (p), or there exists a polynomial
g €p\ (p) of smallest degree.
Suppose, by contradiction, that g is reducible in (Z/(p))[z]. Then, there exist
f, h € Z[z] such that g = f h.
Without loss of generality, we can assume that deg f = deg f, degh = degh,
and that both degrees are smaller than degg = degg. Hence, there exists
r € Z[z] such that fh = g+pr € p. This yields either f € p\ (p) or h € p\ (p),
which contradicts the minimality of deg g.
Therefore, g is irreducible in Z[z]/(p), and

zlx)/(p,9) ~ (Z/(p))[=]/(9)

is a field.
Hence, (p, g) is a maximal ideal contained in p, thus it is equal to p.
Note that the latter is the only case where we obtain a maximal ideal.
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17.2 Chapter 9

Solution E. 9.1. Clearly, a non-stationary descending chain in N" is a non-
empty subset of N without minimum.

Conversely, if > is not a well-order, then there exists a non-empty subset
V C N” that does not have a minimum. Thus, for any given element a; € V,
there exists as € V such that a; > as.
Continuing this reasoning, we can construct a descending chain of elements
of N™ that is non-stationary.

Solution E. 9.2. All three relations are total on N™.
Let a # b. Then, either |a| # |b|, and the smallest between a and b is the
one with smaller degree for the deglex and degrevlex orders, or |a| = |b|, and
in this case, a; # b; for some .
In all cases there exists a first non-zero component in a — b, from the left
side for the lex order and from the right side for the degrevlex order, which
determines whether a > b or a < b.

Now, we show that they are well-orders. Let S be a non-empty subset of
N™. We will prove that it has a minimum.
Consider first the lex order. Since the Well-order Principle holds for N, there
exists @; = min{a;: a € S} which is the minimum of all the first coordinates
of elements of S.
Define

S1 ={a€S: a1 =a1},

and consider @z = min{ay: a € S1}.
Continuing this process, we find a = (a1, ...,a,) € S that is the minimum
of S with respect to lex.

For the deglex order, we can follow a similar approach, but first we need
to reduce the set S to the subset

So={a € S: |a] =min{|b|: b € S}}.

For the degrevlex order, we proceed with the reduction from S to Sy as we
did above. Then, we define £, = max{c,: ¢ € Sp} to be the maximum of all
the last coordinates of the elements of Sy, and observe that this maximum
exists because Sy is finite.

Next, we consider S] = {a € So: a, = B,} and continue this process.
Eventually, we find 8 = (84, ..., Bn), which is the minimum of S with respect
to degrevlex.

Finally, let a, b, ¢ € N” be such that a > b with respect to any of the
given orders lex, deglex, degrevlex.

Since |]a+c|=la|+|c|, |b+c|=|b|+|c/and (a+c)—(b+c)=a—b,
addition preserves the ordering of a and b.

Solution E. 9.3. By definition of monomial ordering, we only need to prove
that > is a well-order if and only if a > 0 for all a € N™.
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If > is a well-order, then there exists a minimum a € N”. If 0 > a, then we
have a descending chain 0 > a > 2a > 3a > ... which is non-stationary.
This contradicts the well-order property of >, see E.9.1.

Conversely, suppose that a > 0 for all a € N™.
Let X' C N™ be a non-empty subset, and let

E=Y+N'={a+b:ac X beN"}

be the £-subset generated by the elements of X.
By Dickson’s Lemma T.2.3, the £-subset E has a minimal finite border
F = {ay,...,an}. Clearly, F C Y. By reordering the elements of F, if
necessary, we can assume aj; > ... > a,,.
Now, we will prove that a,, is the minimum of Y. For any b € E there exist
i€ {1,...,m} and c € N" such that b =a; +c.
Since, by hypothesis, ¢ > 0, we have b = a; +¢ > a; > a,,.

Note that this result can be used to simplify the proof of E.9.2.

Solution E. 9.4. Consider a fixed monomial ordering on the set of monomials
in the variables z1,...,%,, and let G = {g1,...,9s} be a Grobner basis of
I C K[zy,...,z,] with respect to this order. Observe that {g1,...,9s} is a
generating set of I by T.2.10, and therefore, it is also a generating set of I¢.
We will show that Lt(I)¢ = Lt(I¢).
We already know that Lt(I)¢ = Lt(G)®. Since all monomials of Lt(G) are
clearly elements of Lt(I¢), we immediately have Lt(I)¢ C Lt(I¢).
To prove the opposite inclusion, consider a basis {ex}res of K’ over K.

For any f € K'[z1,...,%,], we can write
f= Z caX?,
acN»

where X2 =z --- 2% and ca # 0 for finitely many a.
Since ca € K', we can write ca = ), Ca,n€x, With cax € K and cax #0

for finitely many A.

Thus,
D ST TN 5P IV SN SPREINS SIS
aeNn aeN™ xeA A€A  aeNn xeA
for some fy € K[z1,...,Zy].

Therefore, every element of I¢ can be expressed as
S
F=S he =Y (z f) 5= oS fos
i=1 i A b i

with f; € K'[z1,...,2,] and f; x € K[z1,...,Zp].
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We note that there exists A9 such that 1t(f) = ah, with @ € K’ and
h =1m(}; fixo9:) € Lt(I). In fact, Im(f) is given by the greatest leading
monomial of the polynomials ) . f; xgi, because, if some of these polynomials
share the maximal leading monomial, then no cancellation can occur due to
the linear independence of the ey over K.

Therefore, we have shown the opposite inclusion.

Alternatively, by Buchberger’s Criterion, all of the S-polynomials con-
structed using g1, ..., gs reduce to 0. Thus, they also reduce to 0 as elements
of K'[z1,...,z,]. Again by Buchberger’s Criterion, we can conclude that
{g1,.-.,9s} is a Grobner basis of I°.

The final assertion follows immediately from the previous statement and the
definition of staircase of an ideal.

Solution E. 9.5. We divide f by F = {f1, f2}. If we divide f by f1 we
obtain f = z1x2f1 + 0. If we start dividing by f2, then the division yields
f=(al+z2)f2 + 3.

Thus, the remainder of the division of f by F' is not unique.

Solution E. 9.6. We provide a proof that does not use Buchberger’s Criterion.
First, let us show that G is a Grobner basis of I with respect to >;.

By contradiction, assume there exists f € I such that

1t>1(f) ¢ Lt>1(G) = (1t>1(gl)a1t>1(g2)) = (z’ y)

Then, z,y 1 lt>,(f). Since >; is a lex order, z and y do not appear as
divisors of the remaining terms of f, that is, f = f(z). We can also write
f=u1(z + z) + ua(y — z) for some u1,us € Qz,y, 2].

By substituting y = x, we obtain

f=f(z) =u(z,z, 2)(z + ).

Thus, z + x divides f, which is not possible since f does not have terms
containing z.

As for the second order, let us rewrite g1 = z + z and g, = —z + y. Then,
y+z=(x+2)+(—z+y)=g1+g2 €I and y € Lt~ (I).
On the other hand, Im-,(¢1) = lms,(g2) = z, and accordingly,

Lt>2(I) 2 (=, y) 2 (SC) = (lt>2(gl)’lt>2 (92)) = Lts, (G)

Solution E. 9.7. Assume that I is monomial.
Then, f =), caX? €I if and only if X € I for all a such that c, # 0, see
T.2.1. Thus, given any monomial ordering >, we have Lt (I) = I.
The minimal generating set G(I) of Lt~ (I) is a minimal Grébner basis of I,
and since G(I) consists of monomials, it is obviously reduced.

Conversely, if there exists a Grobner basis of I consisting of monomials,
then I surely has a monomial generating set.
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Solution E. 9.8. We will show that the reduced Grébner basis with respect
to the given order is

_ 2 2 2 4 2 3 4 7 3 7 .9 8
G={2" -y, zz -y’ yz* = 2% oy’ —o°, y* — 2", P2 — 27, 27 = 2P}

Let fl = 5152 -2y, f2 =Tz — y27 f3 = y22 - 24, and let GO = {f17f27f3}'

In the following, let S;; denote the S-polynomial of f; and f;.

Si2 = 2f1 — xfo = oy? — ayz <2 ay? — P = fu,

which is reduced with respect to Go. Set G1 = Go U {f4}.

Siu=v2fi —zfs==zy® —zy® =0.

Sau =y’ f2 — 2fa = —y* + 92,

which is reduced with respect to G1. Set f5 = y* —y32 and G2 = G1 U {fs}.
S35 =1 fs — 22 f5 = Y323 — 32" LI 22,

which is reduced with respect to Ga. Set fg = 210 — 2° and G3 = Go U {fs}.
Sos = yzfo —afs = w2t — Pz LIy 45 By Ty 4847,

which is reduced with respect to G3. Set f; = y3z — 27 and G4 = G3 U {f7}.

Now, we observe that we can reduce f5 with respect to G4 by using f7. We
obtain fs = y* — 27 and set

Gs = (GaU{fs'}) \ {fs}

We continue constructing the basis using the criterion of S-polynomials and
observe that all S-polynomials computed so far reduce to 0 with respect to
G5. We also have

Sog = 2°fo — xfs = 2% — y22° RELISEIT LN

Sor = 13 fo — zfs f2,f8,f5/,f3,f6 . 0.

S34 = Ty fz — 22 fy = —zyz* + 322 ks 9 8= fers

which is reduced with respect to G5 and divides fg. Set

Ge = (Gs U{fe'}) \ {f6}-

We need to continue computing S-polynomials.

We know that Sz, Sia, Sas, Sza, Sa7, Sz4 —2. 0.
Also,

Sae f2,f3,fer
S35/ M)* 0,
S 205, 0,
Sar L. 0,

545/ f27f5/7f37f6’

*07

*0,
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S47 f2yf5/,f3yf6’ *0,

55,7 f37f6' *0’

Ser 224 0.
Moreover, since the S-polynomial of two polynomials with coprime leading
monomials reduces to 0, see T.2.16, we have

Gs
S13, S5/, S’y Si7, Sosr, Saer, Ssier —« 0.

Thus, Gg = G is the desired basis, which is already reduced by construction.
Solution E. 9.9. The reduced Grobner basis of I with respect to the lex order
withz >y >z is

G={zz+22,y—2z 2> -2}
Since f i)* —9z # 0, the polynomial f does not belong to I.

Alternatively, we can observe that g(—2,1,1) = 0 for all g € G. Therefore,
(—2,1,1) € V(I). On the other hand, since f(—2,1,1) = —9 # 0, we have
f € I(V(I), which implies f ¢ I by T.3.1.2.

Solution E. 9.10. The reduced Grobner basis of I with respect to the lex
order with x > y is

G={z+v*+vy, 5+ +1}.

The reduction of f1 — fo = 23 — 2%y + zy® — 2y + 3° — y* modulo G is 0, and
therefore, f1 = fs.
Solution E. 9.11. The generating set

G={fi=y2’ —y+z, o=y>—yz—2°, fs=2°+y — 22}

of I is already a Grobner basis with respect to the deglex order with y > «,
and f is reduced modulo G.

To verify whether f is invertible in Q[z,y]/I it is sufficient to apply T.2.24.
Let then H = GU{f}.
Since

S(f1, f) S5 2 + 2= —(fi — 22 + f3) = g1,

S(for f) S22 o0 1= fo—yf+ 20f — g1+ f

=fo—-(y—2r-1)f — g1 = go,
Gu{g1,
S(91,92) Golovead —1 =291 — g2 — 392
=2g1 — (z+ 3)g2,

we can conclude that 1 € (I, f) and f is invertible in Q[z,y]/I.
Now, we compute its inverse working backwards:
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-2)- (-3) = 2201 - (¢ +3) 92)
—22(2*f—fr—fa) = (2+3)(Qz—y+D)f + fa—g1)] =
=-2[f(22% - (z+ 1) 2z —y+1) + (z+3) (@F — fr — f3) + b
= f(—223 — 22y —x® —y+ 4z +1) + hy
f(—2zy — 2® + y + 1) + hs,
where h1, ho, hg € I and, in the last equality, we have reduced the polynomial

that multiplies f modulo I by adding 2f5.

Thus,
f_l =2zy—z2+y+1.

Solution E. 9.12. 1. The desired Grobner basis is

G={fi=2"y+2 fo=azty, fr=ay’ - 2% fa=y’ +2°}.
2. Given that
S(flaf2) = Zfl _mny = _f3)
S(fas f3) =92 fo—2fs = fa= Y fo + 22 f1 —zyzfo = 22 fr + (—zyz + ¥*) fo,
the matrix M such that M(f1, f2)* = (f1, fe, f3, f4)" is

1 0
M= 0 1
—z Ty
22 —xyz+y>?

3. It is well-known that the quotients of the division of f by G are not unique.
Clearly, f = y*fa = 0f1 + y°fa + 0fs + 0fs = 0f1 + ¥ fo.

On the other hand, f = 0f; + 0f2 + 2f3 + f4, and in order to compute
the coefficients of f with respect to fi, fo, we can use the transition matrix
obtained earlier

Mt

—a oo
Il
= o
)
N———

A third possible way to express f is f = yfi1 — zfo — (z — 2) f3 + f1 (are
there infinite ways of writing f as such a combination? Why?).
From this representation we can recover the coefficients of f with respect to
the original generators using M



278 17 Solutions to the Exercises

Solution E. 9.13. The reduced Grobner basis of I with respect to the lex
order with x > y is

{22 +2y% -3, zy — 9%, v° —y}.

From the Elimination Theorem T.2.25 it follows that I N Cly] = (y3 — y).

Solution E. 9.14. We outlined a strategy to perform such a computation right
after T.2.26.

Let g1 = $($+y)2, g2 =Y, fl = .’172, and f2 = $+y

By E.8.21.5, we have

I:J=(:(f1))NI:(f2))-

The ideal I = (23, y) is monomial, then by T.2.6.3, I : (z2) = (z, y).

By E.8.22, we can obtain I : (f2) by computing f—12(I N (f2)). We do this
using T.2.26.1. A Grobner basis of (¢, (1 —t) f2) with respect to the lex order
witht >z >y is

{tx —z —y, ty, 2% + 93, zy + ¥}

Therefore,

L In(f)= -+ 4% sy +4%) = (& —ay + 4% v) = (&2, ).

r+vy T+yY

Thus,
I:J=(z,y)N(z? y) = (a° ).

Solution E. 9.15. By applying T.1.6.7 twice, we have
VI=(@®+3, ¥ ) NV (@ + 42, 2% +y)
= (2, y) N /(25 + a2, 2 +y)
=(z,y) N/ (z*+1, 23 + y).

The ideal (z* + 1, 2% + y) is radical.
In fact, K[z,y]/(z*+1, 23 +y) ~ K[z]/(z* + 1) has no non-trivial nilpotents,
since z* + 1 is squarefree by the hypothesis on the characteristic.
Thus,
VI=(z,y)N(z*+1, 2° + )

and f ¢ v/T because it does not belong to (z* 4 1, 3 + y).

Indeed, the polynomials z* + 1, 23+ y form a Grébner basis for the ideal they
generate with respect to the lex order with y > x, and we conclude because
f # 0 is reduced with respect to such a basis.

Solution E. 9.16. 1. Before proceeding with the computation of a Grébner
basis of I, observe that we may reduce z2y2z* by using zy — 2 and obtain
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z* € I. In this way we have found a simpler set of generators of I, namely
I=(f1, f2, f3), with fi =2* fo=a?+9?+22 -1, and f3 =2y —2.

It is sufficient to compute the following S-polynomials, with respect to the
lex order with > y > z:

S(fo, f3)=yfo—zfs=2z+y> +y2> —y= fy
S(fa, fa) = 2fa — o fs L 0;
S(fsy fo) =2yfa—2fs=y* + 9222 —y> +4=fs.

Since the leading monomials of fi, f4, f5 are pairwise coprime,

G= {fl? %f47 f5}

is a Grobner basis of I, see T.2.16.
Moreover, it can be easily verified that G is reduced.

We have dim¢ Clz,y, z]/I = 16, and a basis of this vector space is given
by the images of the elements

2 2 ,3 .2 2 3 .3, .22 ,.3 32 2.3 33
1’y7z)y’yz)z’y)yz)yz)Z’yz)yz’yz’yz’yz’yz‘

2. Since C is algebraically closed, to prove I + J = (1), we can show that
V(I 4+ J) = 0 by the Weak Nullstellensatz T.3.13. Thus, we can solve the
system of polynomial equations found in part 1, i.e., fi = fs = fs =0, and
verify that no solution satisfies the equations of J.

Alternatively, we can observe that since z € +/I + J, the polynomial
g1 =3x3—2isin I+ J.

‘We also have
i =323 — 2P e VI+ J.

Using the polynomial zy — 2, we obtain 2y® — 24 € VI + J.
Since z € /I + J, we obtain

1= ng(y3 - 127 f5 - y22’2) € (y3 - 127 f5 - y22’2) Cv I+ Ja

and the conclusion follows from T.1.6.5.
Solution E. 9.17. Consider the lex order with > y > a and write

I=(fi=z+y—a, fo=22+y*—d? f3=w3+y3—a5).

Reducing f; by fi, we obtain f; LN 2y% — 2ya.
Setting f1 = y? — ya, we also have fo = (z —y +a)(z +y — a) + 2f; and
I= (fla f4a f3)

f1,f4

Now, reduce f3 —=*+, —a® 4+ a® and let f5 = a® — a>. Then,

I=(f1, fa, f5)-
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Observe that these generators form a Grébner basis since their leading mono-
mials z, y? and a® are pairwise coprime, see T.2.16.

Note that, by the Weak Nullstellensatz, the system certainly has solutions
since I # (1), and there are a finite number of them since Lt([) contains pure
powers of each variable, see T.3.17.

Now, it is easy to find the solutions of the equivalent upper-triangular system
of polynomial equations f; = f4 = f5 = 0. In conclusion:
i) if a = 0, the only solution is (0, 0);
ii) if @ = —1 there are two solutions, namely (—1,0) and (0, —1);
iii) if @ = 1 there are two solutions, namely (1,0) and (0, 1).

Solution E. 9.18. 1. The reduced Grobner basis of I is
G = {z?y + zz + yz, xy2?, x2° + y23, y22}.

2. The nilpotents of A are the images in A of the elements in

VI =(a%y, 2) N V(e?y + 22+ yz, ayz?, 223 +y23, 1?)
= (zy, 2) N (22, y) = (2, 2) N (y, 2) N (2, y) = (Y, 2, y2).

3. Since 223, y32 <, 0, we have J = (2233, y32) C I.

2
Also, for all g € G, we have g AL, 0, and thus, I C (22, 2).
Since

Lt(J) = (z%°, y°2) C Lt(I) = Lt(G)
= (z%y, zy2?, 22°, y?2) C (27, 2)
= Lt(z?, 2),

the above inclusions are strict, i.e., J C I C (22, 2).

Solution E. 9.19. 1. Let a,...,a, € K be the roots of f.
From T.3.9.1 we easily obtain

Res(f, g1 92) = a9 989 T | g1(cw)ga(cv)

i=1

= (affggl Hgl(%‘)) <a§fggz ng(az‘)>

= Res(f, g1) Res(f, g2)-
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2. By applying T.3.9.1 once again, we compute

Res(f,g1f + g2) = a) H(glf + 92) ()

i=1

m
= ap, Hg2(ai) = a%_deg(@) Res(f, g2).

Solution E. 9.20. All the statements are consequences of T.3.9.

Let f = apmf and g = b,§, where f = [, (z — o;) and § = [T (=

1. Resy(f(z—y), 9(y) = (~=1)""b;" [] f(z— 5))

5. e, (177 (%), g<y>) = o Ters (5)

a1 (5 )

= 1] 1
)" amb HH(x_O‘zBJ
i=1j=1
4. Resy(f(zy), 9(v)) = (-1)™"b}7 H (xB;)
mn nbmHH(xBJ _az
= 1] 1

= (-p™ "bmHHﬁJ(w

i=1j=1
since g(0) # 0 implies §; # 0 for all j.

Solution E. 9.21. By E.9.19.1, we have

Res(f,z"g) = Res(f,z*) Res(f, 9) = (Res(f,z))* Res(f, 9)-
On the other hand, Res(f,z) = (—1)9°¢ £(0) by T.3.9.1.

281

- B;)-
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Therefore, we can conclude that

Res(f,z%g) = (—1)"9°87 £(0)* Res(f, g) = Res(f, g),

since k is even.

Solution E. 9.22. 1. From T.3.7, we obtain (p) C (£, g) N Z. Then, since (p)
is maximal, it is enough to prove that (f,g) # (1).

Assume, by contradiction, that there exist a, b € A such that af + bg = 1.
Then, af +bg =1 in (Z/(p))|z]. Since f and g are monic, the Sylvester matrix
of f and g is exactly the reduction modulo p of Syl(f, g).

Therefore, Res(f,g) = Res(f, g) = 0, and this contradicts ged(f,g) =1 by
T.3.9.4.

2.If f =22 -4z +1 and g = 2 — z, then

1-410
01 —41
Res(f,g) = det 1-10 0 = -2,

01 -10

then, from the previous part, I NZ = (2).

Moreover, I =1+ (2) = (x —1, 2), and A/I ~Z/(2).

Solution E. 9.23. Let » = Res(f, f’) € Z. Since ged(f, f') =1, from T.3.9.4
we obtain r # 0. Furthermore, there exist polynomials a, b € Z[z] such that
af +bf’ =r, see T.3.7. By considering the last equality modulo p, where p is
a prime of Z that does not divide r, we have

af +bf =7 in (Z/(p))lal,

that is, ged(f, ?') =1
Thus, (Z/(p))[z]/(f) is reduced by E.8.58 and E.8.59.1.

Solution E. 9.24. The reduced Grébner basis with respect to the lex order
with z >y > z is
{z—yz, y2* —y}.

Therefore, VI = (z, y) N (z +y, z+1)N(z —y, 2 — 1) and
V(I)=V(WVI)=V(z,y)UV(z+y, z+ 1) UV(z —y, z—1).
Now, assume that K is infinite, and let f € I(V(z,y)). Then, we can write
f==g(2,y,2) + yh(y, 2) + r(2)

and f(0,0,a) = r(a) = 0 for all @ € K implies r(z) = 0, that is, f € (=, y).
Since the opposite containment is obvious, I(V(z, y)) = (, y) is prime and
V(z, y) is irreducible by T.3.3.

As for the other two components,
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V(zr+y,z+1) ={(a,Fa,F1): a € K} C K3,

the proof is similar.
For all f e [(V(z £ y,2+1)) we write

f=(z£1)g(z,y,2) + (z £ y)h(z,y) + ().

Since 0 = f(a,Fa, F1) = r(Fa) for infinitely many a, we have r = 0.

Now, let K be finite.
Obviously, V(z, y) = {(0,0,a): a € K} C K3 decomposes as the finite union
of |K| points, which coincide with its irreducible components.
The same is true for V(z +y,z £ 1).
Solution E. 9.25. The reduced Grobner basis of I with respect to the lex
order withx >y >2>tis

G = {z? — 2t, y — 2t, 2t> — t}.

1. We have

VI =/(a®—zt, y — 2t, t) N /(a2 — 2t, y — 2t, 2t — 1)
=(z,y,t)N(z+L,y—1L2a—1)N(z—-1,y—1, 2t —1).

The ideals in this decomposition are prime and thus determine the irreducible
components of V(I), since I(V(I)) = v/T by the Strong Nullstellensatz T.3.14.

2. With respect to the given monomial ordering
It(f) = ot ¢ Lt(I) = (22, y, 2t2).

Thus, f & I.

Solution E. 9.26. The reduced Grobner basis of I with respect to the lex
order with x >y > z is

{z+y+2z-1,y +yz—y+2"—2}.

1. Since the initial ideal of I does not contain any pure power of z, by T.3.17
dim¢ Clz, y, 2]/I is infinite.

2. We know that V(I) N V(z —1) =V(I,z —1).
Since

(z+y+z-1L Y 4+yz—y+22—2,2-1)=(z+y, 9% 2 1),

the desired variety is {(0,0,1)}.
Solution E. 9.27. The reduced Grobner basis of I with respect to the lex
order with z > y > z is

{.’L‘y + 227 :EZQ + yz2a y2 - 22,2’4}.
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1. From the Elimination Theorem T.2.25, we immediately have
I = (y? =22, 2%) and I, = (2*%).
2. Since V(I) = {(a,0,0): a € C} and V(I;) = {(0,0)}, we have
m(V(I)) = V(L).

Solution E. 9.28. The reduced Grobner basis of I with respect to the lex
order with z >t >z >y is

G={z—2°t* -z, te—y, ty — 22, 23 —¢?}.

1. By T.2.25, we have J = (23 — 4?).

2. Since G contains monic polynomials in ¢ and z, the Extension Theorem
T.3.11 shows that every element of V(J) can be extended to an element of
the variety V().

Solution E. 9.29. Since I C J, it is sufficient to verify whether y322 — 32 —y%2
belongs to I.

A direct computation of a Grobner basis of I with respect to the lex order
with £ > y > z shows

I=(2%—y®—yz,zy — 92z, y°22 —y® —y?2) = J.

By the Strong Nullstellensatz, I(V(I)) = v/I. Hence, it is sufficient to deter-
mine whether I is radical.

Consider the polynomial y?(yz? —y — z) € I.

Since y%22 ¢ Lt(I), we have

yyz? —y—2) e VI\ I

Hence, I C I(V(I)).
Solution E. 9.30. The reduced Grobner basis of I with respect to the lex
order with x >y > z is

G={z+y+zv*+yz+2% 22 -1}
1. Note that « is a primitive third root of unity. Therefore,
a-a=a-0?=c>=1and 1+a+a?=0.

Thus, it can be easily verified that the set consisting of the six elements
obtained by permuting the coordinates of (1, a,a?) is contained in V(I).
Moreover, since Lt(I) = (z, y?, 2%), the ideal I is 0-dimensional and

| V(I)| <€ dim¢ Clz, y, 2]/I = 6,
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by T.3.17 and T.3.19.
Hence, | V(I)] = 6 and V() is indeed the set described above.

2. By part 1 and T.3.19, we have
dim g (Clz, y, 2]/VI) = dimg (C[z, y, 2] /T) = 6.

Thus, Lt(v/I) = Lt(I), and I is radical by T.2.21.

Solution E. 9.31. The reduced Grobner basis of I with respect to the lex
order with x >y > z is

{z+y+2+1, +1)(y+2)(y+ 1}

1. By T.3.17, V(I) is not finite.
2. We have

VIi=(@+y, z+1)N@+1,y+2)N(z+zy+1),

and these ideals are prime.
Since the field is algebraically closed,

VI)=V(z+y, 2+ 1)UV(z+1,y+2)UV(z+2 y+1)

is a decomposition as a finite union of irreducible varieties.

Solution E. 9.32. 1. We choose the lex order with z > y > z.
The reduced Grébner basis of I with respect to this monomial ordering is

G={a®+y" —yz, zyz — z, y(y — 2)(yz — 1)}.
2. Since I¢ is the first elimination ideal of I,
I = (y(y — 2)(yz - 1)).
3. We have
VI=VILy)nVILy-2nVTyz-1)

=(z,y) NV (22, 322 =z, y —2) N/ (22 +y2 — 1, yz — 1).

Therefore, Vo(I) = Vo(vI) D Vo((x, ), and V() is infinite.

4. The ideals (z, y) and /(22, 22 — 2, y — 2) = (z, y — 2) are clearly prime.
Moreover, /(22 +y2 — 1, yz — 1) = (2 + y? — 1, yz — 1) because the ring

Qlz,y,2)/(z* +y*> — 1, yz — 1) ~ Qly,y '][z]/(z* + v* — 1)

is a domain, and therefore, (2% + y? — 1, yz — 1) is prime.
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Since there are no containment relations among the ideals we found above,
MinI = {(.’17, y)7 (SL', Y- Z), ('772 + y2 - 17 Yz — 1)}

Solution E. 9.33. 1. The reduced Grobner basis of I with respect to the lex
order withx >y >2z>1t is

G = {z%?, yt?, 2%}.

Therefore, I is monomial.
2. We have

I= (2 yt?, 2°)N (¢ 2°) = (2%, y, 2°) N (2%, 2, 2°) N (&, 2°),

and thus, the desired decomposition is I = (22, y, 2%) N (22, t?).

3. Since N'(A) = V/I/I, from the previous discussion it immediately follows
N(A)=(Z,9,2)NE1).
4. Using G, it is easy to compute
V() = {(a,b,0,0): a,b € K} U{(0,0,0,c): ce K}.

Therefore, | V(I)] is finite if and only if K is finite.

Solution E. 9.34. The reduced Grobner basis of I with respect to the lex
order with z >y > z is

{2 — yz, z2 — yz, y* — yz}.

1. We have V(I) = V(v/T) and

VI=/(@® —yz, vz —yz, y) N V(e® —yz, 22 —yz, y — 2)
=(z,y)N(x—2y—2).
Finally, V(I) = V(z,y) UV(z — 2,y — 2) is a decomposition into irreducible

components, see also the solution of E.9.24, and none of these components is
finite.

2. If f € VI, then V(f) 2 V(I).
However, we have (1,1,1) € V(I) \ V(f), which implies that f ¢ v/T.

Solution E. 9.35. Since (a,0,0) € V(I) for all a € C, clearly V(I) is not finite.
If I C (2% y+1, z—1), then

P=(0,-1,1) € V((2?, y + 1, z — 1)) C V(I).

Since P is not a solution of y?22 — yz, this is not possible.
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Solution E. 9.36. Before computing a Grobner basis G of I with respect to
the lex order with x > y > z, observe that I contains a monic polynomial in
x, which we can use to reduce the other generators of I.

Thus, we can write

I=(fi=x—y%2 f2 =9y°2% -2, f3 = 3y*2* —y).

If char K = 3, then y € I. Therefore, we have 2 € I and I = (1).
Otherwise char K # 3, and we have S(f2, f3) = —6yz2 + y.

If char K =2, then y € I and I = (z,y).

Finally, if char K # 2,3, we obtain

G ={z—y?2z, 9> - 12,62 — 1}.

1. Since C is algebraically closed, the conclusion follows directly from T.3.17.

2. When p = 3, we have V(I) = 0, while V(I) is clearly infinite for p = 2.
In the remaining cases, V(I) is finite, again by T.3.17.

Solution E. 9.37. The reduced Grobner basis G of I with respect to the lex
order with x >y > z is

Gz{x—|—2z3—3z,y2—z2+1, z4—%z2+%}.

1. We have Lt(I) = Lt(G) = (z, y2, 2*).
The images of the elements of

B= {13 Y, Yz, yz27 yz3, Z, ZQ, 23}

form a Q-basis of A, see T.2.23.1.

2. Reducing f modulo G, we obtain 2y + 2% — 222 — z + 4.
Thus, its coordinate vector is

(4,2,0,0,0,—1,—2,1).
3. The equality does not hold. In fact, we can factorize
F-32+1i=(-1(E"-1).

When z = +1, there are only 2 points in V(I), namely (1,0,1) and (—1,0,—1).

On the other hand, when z = :I:\/LE, we find the points

(V2 £, &) and (—v2, 45, -L).

Thus,
|V(c(I)| =6< dimQA =8.
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4. We have

VI= /(I + 1)z -1) (2 - 1))
=V(Lz+1)Ny/I,z—1)N4/(I,22- 1)

=\/(x—l,y,z—l)ﬂ\/(x—i-l,y,z+1)ﬂ\/(x—2z,y2+%,z2—%),

where the ideals under the radical symbol are maximal in Q[z, y, 2].
This is clear for the first two ideals. To see that the third ideal is maximal, it
is enough to observe that

Qlz,y,2)/ (& — 22, 9 + 3, 22 = ) ~ Qly, 2]/ (¥* + 3, 22 = 3)

is isomorphic to the field Q(v/2,1).

Solution E. 9.38. 1. Let I = (f1, f2, f3). With respect to the deglex order
with y > x we have 23, y? € Lt(I).
Therefore, X' has a finite number of solutions.

2. We use the lex order with > y, and obtain
S(f1, fa) +3fa=azy’ —z=fe€l,

and I = (I, f).
Thus,

V(I)=V(I,z) UV(I,y* - 1)
=V(z, y)UV(2® -3z +1,y—1)UV(@®+3z+1,y+1).

Hence, the only rational solution is (0, 0).

3. By further refining the decomposition of V(I) found earlier, we obtain

V(I) :V(w,y)UV(x— 3-Y5 y—1) UV(:):— S4V5 g 1)

UV(m—#g,y+1)UV(x—#,y+l).

Since each of these 5 varieties consists of exactly one point of R?, we have
obtained the desired decomposition.

Solution E. 9.39. The reduced Grobner basis of I with respect to the lex
order with x > z > y is

{z—y, z—y% y* -1}

1. We obtain I N Qy] = (y* — 1).
Hence, p(y) = y* — 1 has the required properties.
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2. By the Weak Nullstellensatz, V¢((g,I)) = 0 if and only if (¢,I) = 1.
Therefore, in order for ¢ to be an element of S, it is necessary that

ged(q(y), y* — 1) # 1.

Clearly, y + 1 and y — 1 belong to S, while 42 +1 & S.
Finally, S = (y — 1) U (y + 1) is not an ideal.

Solution E. 9.40. 1. By T.3.15, we have that
(V) = () ma,.
i=1

Since o; # a; when ¢ # j, these ideals are pairwise comaximal.
By the Chinese Remainder Theorem, we obtain that

A~ ﬁA/mai ~ C™.

i=1

It is straightforward to verify that the counterimages a; € A of the elements e;
of the canonical basis of C™ are idempotents satisfying the desired properties,
see T.1.19.

2. The idempotents of C™ are precisely the 2™ vectors whose coordinates are

either 0 or 1. By the above isomorphism, these idempotents correspond to the
m

idempotents of A, which can be expressed as a = ) b;a;, where b; € {0,1}
i=1

for all 4.
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17.3 Chapter 10

Solution E. 10.1. We only need to prove that the product is well-defined.
Once this is shown, the properties of the A/I-module structure on M/IM
immediately follow from the analogous ones of the A-module structure on M.
Ifa=bin A/I, then a —b € I and

am—bn=am—-bm=@—-bm=(a—bm=0 in M/IM.

Solution E. 10.2. It immediately follows from the definition of the B-module
structure and from the fact that f is a ring homomorphism, which, in partic-
ular, requires f(14) = 1p.

Solution E. 10.3. Consider an ideal I C B. For the sum operation there is
nothing to prove.

For the scalar product, for any a € A, we have

a-I=f(a)ICI.

Hence, I is an A-submodule of B.
Now, let M be an A-submodule of B.
Since, for any b € B, there exists an a € A such that f(a) = b, we obtain

bM = f(a)M =a-M C M.

Hence, M is an ideal of B.

Solution E. 10.4. For parts 1, 2 and 3, consider the Z-module M = Z.
The sets
S ={1}, S1 ={2,3}, and S, ={6,10,15}

are three minimal sets of generators with different cardinalities.

In particular, only S is a basis of M, because S; and S; are not free.
Moreover, the set S3 = {2} is maximal and free, but it is not a basis of M.
4. Let A = K[z;: i € N4] be the ring of polynomials in infinitely many
variables with coefficients in a field K.

The A-module A is finitely generated, e.g., by 1, but the ideal I = (z;: 7 € Ny)
is an A-submodule of A, which is not finitely generated.

5. Consider the Z-module N = Z/(n) with n # 0, £1.
Since n - m = 0 for each m € N, there are no linearly independent elements,
hence there is no basis of N over Z.
6. Note that Z/(6) is free as a module over itself. However, the submodule
P = (2)Z/(6) = (2) is not a free Z/(6)-module, because 3P = 0.
Solution E. 10.5. Obviously, 0 € N : P.

For any a, b€ N : P, c€ A, and p € P, the definition of N : P and the
fact that N is a submodule of M immediately imply that (a—b)p = ap—bp € N
and (ca)p = c(ap) € N.
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Solution E. 10.6. Since every n € (m) can be written as bm for some b € A,
both inclusions follow immediately.

Solution E. 10.7. The statement is a consequence of the Homomorphism
Theorems. Note that

Moreover, the projection homomorphism
M —)A/(J1 +I)€BA/(J2+I)

is surjective, and it can be easily verified that its kernel is M.

Solution E. 10.8. Consider the A-module homomorphism f: A — aM
defined by 1 ~ al, which is obviously surjective.

An element b € A is in the kernel of f if and only if 0 = f(b) = bf(1) = bal,
i.e., if and only if ab € J, which is equivalent to b € J : (a).

The conclusion follows from the homomorphism theorem T.4.3.1.

Solution E. 10.9. If n > m, then we can write A" = A™ @ A" ™.
Consider the surjective homomorphism

fom A"=A" @A™ — A" — A",

where 7 is the natural projection.

By T.4.14, f o 7 is an isomorphism.

Since 0 = Ker(f o) 2 A" ™, we obtain A"~™ =0, i.e., A =0.

Solution E. 10.10. Let {m;,...,m,} be a basis, and let {ny,...,ns} be a set
of generators of M. We assume, by contradiction, that s < r.

Consider the map that sends m; to n; for i = 1,...,s, and m; to 0 for
t=s+1,...,r.

This map induces a surjective endomorphism f on M, by T.4.7. According
to T.4.14, f is an isomorphism. This is a contradiction since msy1 € Ker f.

Solution E. 10.11. The hypothesis implies that
N =¢(M)+IN.

Indeed, for any n € N, there exists m € M such that ¥(m) = 7, hence
n = ¢(m) + h for some h € IN. Thus, N C o(M) + IN.
The opposite inclusion is trivial.

Since Ip(M) C (M), we have

N = p(M) + I(¢(M) + IN) = (M) + I*N.

By iterating k times, where k is such that I* = 0, we can conclude that
N = (M) +I*N = p(M), i.e., ¢ is surjective.
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Solution E. 10.12. Let B = {ey, ..., e} be the canonical basis of A™.
1. See E.10.9.

Alternatively, note that the surjectivity of f implies that f(B) is a set of
generators of A”. By E.10.10, we obtain m > rank A™ = n.

2. Assume, by contradiction, that m > n and consider the inclusion homo-
morphism

i: A" — A™ defined by (ay,...,an) — (a1,...,a,,0,...,0).

Then, ¢ =io f € End4(A™) and, by the Cayley-Hamilton Theorem T.4.10,
there exist elements «; € A such that

O +ap_10" + . o+ ag =0.

We can assume that k is minimal with this property. In this case, we claim
that ag # 0. Indeed, if ag = 0, then (o 1 +ap_19*2+...+ ;) =0, and
the injectivity of ¢ implies @* ! +ag_19*"2+...4+ a1 = 0, which contradicts
the minimality of k.

Evaluating at e, we find

(0" + ar—19" 7+ .+ 1) (em) = —agem,

but, by the definition of ¢, the element on the left hand side has last coordinate
0, leading to a contradiction.

3. It immediately follows from parts 1 and 2.
Solution E. 10.13. 1. If, by contradiction, ¢: M/N — M is an isomor-
phism, then, composing with the canonical projection, we obtain a surjective

homomorphism
pom: M — M/N — M.

By T.4.14, por is also injective, hence N C Ker(pom) = 0, which contradicts
the hypothesis.
2. Consider the K-module M = K[z;: i € N] and let 0 # N = (zo)x C M.
Then, the map

¢o: M — M/N ~ K[z;: i € N;] defined by ¢(z;) = z;41

is a K-module isomorphism.

Solution E. 10.14. 1. If M ~ A/m for a maximal ideal m, then M is a field
and it is obviously simple.

Conversely, consider 0 # m € M and let f: A — M be the homomorphism
defined by 1 — m. Then, 0 # f(A) C M is a non-zero submodule of M.
Since M is simple, it follows that f(A) = M, i.e., f is a surjective homomor-
phism. The homomorphism theorem T.4.3.1 yields M ~ A/ Ker f.
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Finally, since every proper ideal strictly containing Ker f corresponds to a
non-trivial submodule of M, the ideal Ker f is maximal.
2. We have Kerp C M and Imp C N.
Since M is simple, we have either Ker ¢ = M, in which case ¢ is the zero
homomorphism, or Ker ¢ = 0, implying that ¢ is injective.
In the latter case we also have 0 # Im ¢, and hence Imyp = N.
3. By part 1, we have either M = 0, and the statement is trivial, or M ~ A/m
for some maximal ideal m. In the latter case J(A) C m = Ann M.

Solution E. 10.15. 1. Assume M is a simple module. Then, for any m € M
the cyclic submodule (m) C M is either trivial or the whole M.

Conversely, assume M # 0 is cyclic, and let 0 2 N C M be a submodule
of M. By hypothesis, for any 0 # n € N we have (n) = M, hence N = M, as
desired.

2. By part 1, a simple Z-module is cyclic and every non-zero element is a
generator. Such modules are of the form Z/(p) with p prime, see also E.10.14.1.

Solution E. 10.16. We begin by proving that M = pM & qM, and then we
show N = ¢M and P = pM.

Let z,y € Z be such that zp +yg = 1.

For any m € M, we have

m = (zp + yq)m = p(zm) + q(ym) € pM + gM.

Since Ann M = (pq), for every m € pMNgM, we have Annm D (q)+(p) = (1).
Thus, m =0, i.e., pM NgM = 0 and the sum is direct.

Now, we claim that N = qM.
Since M = (m) is a cyclic Z-module and N C M, the module N is also
cyclic, and we can write N = (n) = (am) for some a € Z. From the equations
apm = pn = 0, we obtain ap € Ann M = (pq).
Thus, a = bqg € (q) for some b € Z, and we have proved that N C ¢M.

To prove the opposite inclusion, since Ann N = (p), we have (b,p) =1
(why?). Therefore, there exist ¢, d € Z such that cb+ dp = 1.
Multiplying by gm, we obtain gm = cbgm = cam € N.

The proof that P = pM is essentially the same.

Solution E. 10.17. We prove the first isomorphism, the second one can be
obtained similarly.
Define

&: Homy (M, P) ® Hom4 (N, P) — Homyu (M & N, P)
by ¢((p1a §02) = >‘901,502a where
Ap1p2 (M, 1) = @1(m) + a(n).

Letipy: M — M@ N and iy: N — M & N be the natural inclusions, and
define
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VU: Homa(M @& N, P) — Homy (M, P) ® Hom 4(N, P)

by
V() = (Y oin,Poin) = (i3(¥), iy (¥))-
It can be easily verified to that ¢ and ¥ are mutually inverse homomorphisms.

Alternatively, we can consider the exact sequence
0— M2, MeN ™5 N —0,

and apply the functor Hom 4 (s, P) to obtain the exact sequence

0 —s Hom (N, P) =3 Homa(M & N, P) s Hom (M, P).

For any ¢ € Hom (M, P), consider the zero homomorphism N — P and
apply the universal property of direct sum T.4.6.1 to find an element ) €
Hom(M & N, P) such that ¢ o iy = ¢, that is i3,(¢)) = ¢.

Thus, ¢}, is surjective.

Now, consider the projection 7wpy: M & N — M.

It is easy to verify that

- * .
Iy OTp = ldHomA(M,P) .

Hence i}, has a section, the exact sequence of Hom splits, and the conclusion
follows from T.4.18.

Solution E. 10.18. 1. For any f € Homz(Q,Z) and any § € Q, we have
f(3)=af (3)-

Therefore, it suffices to examine the admissible values for f (%)

Since, for every b € Z \ {0}, we have bf (§) = f(1), the value f(1) € Z has to
be divisible by every b # 0. It follows that f(1) = 0.

Therefore, f (%) =0 for every b € Z \ {0} and, as a result, f = 0.

2. Let f € Homy(Z/(n),Z). Then, Im f is generated by f (1).

Moreover, nf(1) = f(0) = 0 implies that f(1) = 0, that is, f = 0.

3. To obtain a non-trivial element of Homz(Z/(n), Q/Z), simply define f(1)
to be the coset of 1 in Q/Z.

Solution E. 10.19. Note that by considering m: A — A/I and defining
ab = m(a)b = @b = ab, we obtain an A-module structure on A/I by restriction
of scalars, see E.10.2.

Moreover, with a proof similar to the one of E.10.5, it can be easily verified
that 0 :ps I is a submodule of M.

1. Consider the map @: 0 :py I — Homy(A/I, M) defined by
&(m) = om, where @,,(b) = bm.

Note that @ is well-defined, i.e., ¢, € Hom4(A/I, M) for any m € 0 :ps I.
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Indeed, if b =_E € A/I, then by — by € I, and hence, (by — be)m = 0 yields
©m(b1) = ©m(b2), showing that ¢, is well-defined.
Moreover,

©m(B1) 4+ @m(b2) = bym + bam = (by + ba)m = @ (b + b2) = @ (b1 + b2)

and
apm (b1) = a(bim) = (ab1)m = pm(ab1) = @m(abs)

for any a, by, by € A.
Therefore, ¢, is an A-module homomorphism for any m € 0 :ps I.

It is easy to verify that @ is an A-module homomorphism. We claim that
@ is an isomorphism.
Indeed, @ is injective because if @(m) = ©,, = 0, then 0 = ¢,,,(1) = m.
It is surjective because each f € Homa(A/I, M) is completely determined
by f(1), due to A-linearity. As above, it can be shown that f(1) belongs to
0:a I, and therefore &(f(1)) = ¢, = f-
2. By part 1, it is sufficient to prove that the A-module 0 :j; I is also an
A/I-module.
Note that

IC0:4(0:pI)=Annys(0:p 1),

and conclude using T.4.1.
3. By part 1, it is sufficient to prove that

0:4/5 I~ (J:1)/J.

Consider the map
J:I 2504, ICA/T

defined by a — a.

This map is well-defined, because if al C J, then al =04,;.

Clearly, ¢ is an A-module homomorphism and it is surjective, because if
a€0:4,;71,then al C J, thatis,ae J:I.

The conclusion follows from the fact that Ker ¢ = J.

Solution E. 10.20. Using the previous exercise, and the fact that I C J, we
obtain

Homa(A/I, A)J) ~ (J: I)/J = AJJ.

Since {x2, yz} is a Grobner basis of J, the quotient A/J is a K-vector space
of infinite dimension. For example, the elements of the set {g": n € N} are
all linearly independent, see T.2.23.1.

Solution E. 10.21. Since A is local, and M is finitely generated and non-
zero, Nakayama’s Lemma yields mM # M. As a consequence, M/mM is
a non-trivial finitely generated A/m-module, i.e., a vector space of finite
dimension.

Hence, there exists a non-zero linear map
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fiM/mM — A/m.

Consider the canonical projection m: M — M/mM. Then, f o7 is a non-
trivial element of Hom 4 (M, A/m).

Solution E. 10.22. Every non-zero element of B is invertible in K. Let m be
the maximal ideal of B. Then, we have mK = K.

If K is a finitely generated B-module, then K = 0 by Nakayama’s Lemma,
but this is not possible because B # 0.

Solution E. 10.23. Let a € v/ Ann M + I. Then, there exists n € N such that
a™ = b+ i for some b € Ann M and ¢ € I. Hence, we have

a"M = (b+i)M =0+iM C IM,

which implies ™ € Ann(M/IM). Thus, a € v/Ann(M/IM).

To prove the opposite inclusion, take a € \/Ann(M/IM), and let k € N
be such that a* € Ann(M/IM), that is, a*M C I M.
Consider the endomorphism ¢: M — M defined by ¢(m) = a*m.
We have ¢(M) = a*M C IM. Since M is finitely generated, we can apply
the Cayley-Hamilton Theorem T.4.10 to find aq,...,an—1 € I such that

"+ an 19" ... +ag=0.

By setting
b=a" + an_lak("_l) +...+aad"+ ao,

we obtain bM = 0, that is, b € Ann M.

Finally, a*" = b — """ a;a" yields a € v/Ann M + I, because 37— a;a*
belongs to I.

Solution E. 10.24. Let {a1,...,a,} be a set of generators of N(A). For any
i=1,...,n, there exists 7; € N such that a]* = 0.

It immediately follows that there exists s € N such that N'(A4)® = 0.

Since N(A)M = M, we find

0=N(A)*M = M.

Solution E. 10.25. Consider the ring A = KJz;: i € N] of polynomials in
infinitely many variables and with coefficients in a field K.
Let I C A be the ideal

2 2 2 2
I=(z5,2f — X0, T — X1, .-y Thy — Tp—1y-- )

Since g € N(A/I) and ;2 == for every 4, we have N'(A/I) D (z; : © € N).
On the other hand, since (z; : ¢ € N) is maximal, the opposite inclusion holds
as well.

Note that N'(A/I)? = N'(A/I), and recall that N'(A/I) C J(A/I).
The A/I-module M = N'(A/I) # 0 provides the required counterexample.
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Solution E. 10.26. We denote the homomorphisms in the first row by
fi: M; — M, 4, and the ones in the second row by g;: N; — N;41.
1. Let mg € M3 be such that az(mg) = 0. We have to show that mg = 0.
We have

0 = a3(ms) = gs(as(ms)) = as(fs(ms)).

Since a4 is injective, mg € Ker f3 = Im fo. Thus, there exists my € My such
that fo(mz) = m3 and go(as(ms)) = az(f2(ms)) = 0. Hence, as(my) is in
Ker go = Im g;, and there exists n; € Ny such that g1(n1) = az(ms).
Since o is surjective, there exists m; € My such that a;(m;) = ny.
Moreover,

a2(fi1(m1)) = g1(a1(m1)) = az(ma),

and the injectivity of ag leads to mg = f1(m;).
Finally,
m3 = f2(mz) = fo(f1(m1)) = 0.

2. Consider ng € N3. Then, g3(n3) € Ny, and since a4 is surjective, there
exists my € My such that as(m4) = gs(ns).
We have

as(fa(ma)) = ga(aa(ma)) = ga(gs(ns)) = 0.

The injectivity of as yields fy(m4) = 0. Hence, m4 € Ker f; = Imf3 and we
can write my = f3(mg) for some ms € Ms.
Using au4(f3(ms)) = gs(as(ms)), we obtain

93(013(m3) - n3) = a4(m4) - !]3(”3) =0,

that is, az(ms) — n3 € Ker gz = Im go.
Thus, ag(ms) — n3 = ga(n2) for some ng € Ns.
Finally, the surjectivity of ay yields ny = ag(ms) for some my € Ms, and
therefore, az(fa(msa)) = g2(az(ms)) = ag(ms) — ns.
It follows that az(ms — f2(ms)) = n3, and a3 is surjective.
Solution E. 10.27. We prove that there always exists a retraction of f, i.e., a
homomorphism «: M — N such that o f = idy.
Since (p) and (g) are comaximal, there exists p’ € (p) and ¢’ € (g) such that
p’' 4+ ¢ = 1. For any m € M, we can write m = p'm + ¢'m.
Thus, we have
g(m —p'm) = ¢'g(m) € ¢P = 0.

By exactness, m — p'm € Ker g = Im f, and there exists a unique n € N such
that f(n) =m —p'm = ¢'m.

We define a(m) = ¢'n. It is easy to verify that « is a homomorphism.

To verify that o o f = idy, we observe that

a(f(n)) = al¢m) =da(m)=(1-p)’n=n,

where the last equality follows from the fact that p'n € pN = 0.
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Solution E. 10.28. 1. Consider the sequence
0— 7/ L 7/(4) % 72/(2) — 0,

where f is defined by f(1) = 2, and g = 7 is the canonical projection of Z/(4)
onto Z/(2).

Clearly, f is well-defined and injective, while g is well-defined and surjective.
The kernel of g is (2)Z/(4), which is also the image of f.

2. Consider the sequence

0—12/2) L2/ ez/(4) L 2/(2) 8 Z/(2) — 0,

where f' = (0, f) and ¢’ = idz,(2) © g, with f and g as in part 1.
Then, ¢’ is surjective because both its components are surjective, while f’ is
injective because f is injective.
Clearly, Im f' = 0 (2)Z/(4) = Kerg'.
3. Consider a homomorphism g;: Z/(8) — Z/(2) ® Z/(2).
Since Im g; is generated by g1(1), it is a cyclic Z-module, hence g; cannot be
surjective.

Alternatively, observe that a homomorphism fi: Z/(2) — Z/(8) is
uniquely determined by f;(1), and it verifies 2f;(1) = 0.
Thus, the only possible injective homomorphism sends 1 to 4. Its image is
(4)Z/(8), and its cokernel is isomorphic to Z/(4).
Hence, in this case, the only admissible exact sequence is

O—M—P—N—0.

Solution E. 10.29. Let ny,...,n, and py,...,ps be sets of generators of N
and P, respectively. Moreover, let m1,...,ms € M be such that g(m;) = p;
for any i. These elements exist because g is surjective.

Consider m € M. Then,

g(m) = Z a;p; = Zaig(mi)'
i=1 i=1
Therefore, g (m —>;_, a;m;) =0, i.e.,
m =Y am; € Kerg=Im f = (f(m),..., f(n,)).

i=1

Thus, we can write any element of M as a linear combination of the elements
f(n1)7~-.)f(nT))m].?""mS'
Solution E. 10.30. Consider n € N, and write

n=(n— f(g(n))) + f(g(n)).
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Since, by hypothesis, go f = ids, we have n— f(g(n)) € Ker g, and obviously,
f(g(n)) € Im f.
Moreover, if n = f(m) € Ker g, then 0 = g(n) = g(f(m)) = m.
This proves that the sum is direct.

Alternatively, note that since g o f = idys, we have that f is injective.
Consider the exact sequence

0—>Mi>Ni>Cokerf—>0.
Since the sequence splits by hypothesis, we have
N ~ M & Coker f ~Im f & Kerg.

Indeed, it is easy to verify that 7 kery: Kerg — Coker f is an isomorphism,
see also the proof of T.4.18.

Solution E. 10.31. The sequence is obviously exact at M and W. We need
to show exactness at N and T, i.e., prove that Ker(g o f) = Im¢p and
Im(go f) = Ker.
Since g is injective, we have Ker(g o f) = Ker f = Im ¢.
The surjectivity of f yields Im(g o f) =Im g = Ker.
Solution E. 10.32. Clearly, Z/(n) is a free Z/(n)-module, hence it is projective
by T.4.21.

Now, assume, by contradiction, that Z/(n) is a projective Z-module. Then,
by T.4.22, the sequence

0 —72-"572-"7/(n)—0

splits.
By T.4.18, there exists a section s of m, i.e., a non-trivial element of
Homyz(Z/(n),Z).
This is not possible by E.10.18.2.
Solution E. 10.33. By the Chinese Remainder Theorem, we can express
A~7/(4)®Z/(3), and, clearly, A is a free A-module.
Thus, since Z/(4) is a direct summand of a free A-module, it is also a projective
A-module, see T.4.22.

However, by considering cardinalities, it is clear that Z/(4) cannot be
isomorphic to A™ for any n, and hence, it cannot be free.

Solution E. 10.34. In A, the unique non-trivial submodule is (2) ~ Z/(2) and
it is not projective because it cannot be a direct summand of (Z/(4))" for
any n. Indeed, that cannot happen because Z/(4) % Z/(2) & Z/(2).

The only non-trivial submodules of B are (3) ~ Z/(2) and (2) ~ Z/(3).
Since Z/(6) ~ Z/(2) ® Z/(3), both submodules are projective.
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Solution E. 10.35. 1. Consider the sequence

0—InJ L1751+ —0,

where f(a) = (a,—a) and g(a,b) = a +b.

It is easy to verify that it is a short exact sequence.

Since, by hypothesis, I + J = A, we have I N J = IJ, and we can rewrite the
sequence as

0—IJ 1075 4—0.

Since A is projective, the sequence splits, and we find I & J ~ IJ & A.

2. Let IJ = (d). If d =0, then I @ J = A. Otherwise, d # 0, and since A is a
domain, IJ = (d) ~ A.

Therefore, part 1 immediately yields

I J~ A2

In both cases I and J are direct summands of a free module, hence they are
projective.

Solution E. 10.36. 1. If M ~ N ~ Z and f(1) = n with n # 0, then
P ~Z/(n). In particular, when n = £1, we have P = 0.
Otherwise, P ~ Z is projective and the sequence

O—M —MbZ-—7Z—0

splits.
Thus, M ~ Z yields N ~ Z2, while N ~ Z yields M = 0.
2. If N ~ Z, then either M = 0, or M ~ Z and the answer follows from the
previous part.
If P ~ Z, then the sequence splits and, for any Z-module M, we obtain

0O— M -—->M®Z—7Z—0.

Finally, if M ~ Z, then we cannot draw any conclusion about the sequence
without additional hypotheses.

3. In the setting of part 1, where M ~ N ~ A and f(14) = a # 0, we find
that P ~ A/(a). In particular, when a € A*, we have P = 0.
Throughout all the remaining proofs we used the following facts:

i) Z is a projective Z-module;
ii) a submodule of Z is trivial or isomorphic to Z.
Both of these facts are still true in any PID, see T.4.23.

Therefore, all the proofs and statements remain valid when considering a
general PID.
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Solution E. 10.37. 1. By hypothesis, M/N and M’/N’ are free.

Hence, they are also projective, and the sequences split.

2. By part 1, we have that M ~ N & M/N and M’ ~ N' @& M'/N’.
Since N ~ N’ and M/N ~ M’/N’, it immediately follows that M ~ M’.

Solution E. 10.38. 1. Every element m € M can be expressed as

m = (m — p(m)) + ¢(m),

hence M = (idps — ¢)(M) + o(M).
To verify that the sum is direct, note that if

m = p(my) = ma — p(mz) € (M) N (idy — ¢)(M),

then m = @(my) = (ma) — p(mg) = 0.

2. Since M is finitely generated, there exist n € Ny and a surjective ho-
momorphism g: A" — M. If M is projective, then there exists a section
o: M — A"™ such that g oo =idy,.

Define f: A" — A" as f=o0o0g.

It is a homomorphism such that fZ=co0gocog=f.

Moreover,
f(A") = o(g(A")) = o(M) ~ M,
where the isomorphism is due to the injectivity of o.

Conversely, assume there exists f € Ends(A") such that f2 = f and

f(A™) ~ M.
By part 1,

A" = f(A") @ (idan — f)(A") = M @ (idan — f)(A").

Therefore, M is a direct summand of a free module, i.e., it is projective.
Solution E. 10.39. If A is a field, then every A-module is a vector space, and
every short exact sequence of vector spaces splits.
Thus, every A-module is projective.

Conversely, let 0 # a € A, and consider the exact sequence

0—>AL>A—>A/(a)—>O,

where f is the multiplication by a, which is injective because A is a domain.
By hypothesis, the sequence splits. Hence, there exists g: A — A such that
gof =ida. Thus, 1 = g(f(1)) = g(a). Since g is an A-module homomorphism,
we have 1 = g(a) = ag(1).

Therefore, a is invertible in A, i.e., A is a field.

Solution E. 10.40. 1. It is easy to verify that

A/l ~A/J~17/[(3)
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is a field.
Thus, I and J are maximal ideals.
Moreover, if I = J, then 1 € I, which is not possible.

If we assume, by contradiction, that oo = a + bv/—5 € A is a generator of
I=(a),then a |3 and a | 1 — /5.
Denote by a the complex conjugate of a. We have that aa € Z is such that
aa |9 and aa@ | 6, that is, either aa =1 or aa = 3.
Since aa = a? + 5b2, the case aa = 3 is not possible, while a = 1 leads to
I = A, that is a contradiction.

With a similar proof we show that the same conclusion holds for J.

2. The ideals I and J are comaximal, hence INJ = I1J.
Moreover, 3 € INJ and I.J is generated by 9, 6, 3(1++/—5), and 3(1 —/=5).
Hence, IJ = (3).

By E.10.35, I and J are projective A-modules such that I & J ~ A2.
Since I and J are not principal, they cannot be isomorphic to A.

Finally, the relation

2:3—(1++v=5)(1-v=5)=0

between the generators of I and J respectively, shows that neither I nor J is
free.

Solution E. 10.41. If M is projective and finitely generated, then M is a
direct summand of A™ for some n € N, and we write A™ ~ M & N for some
A-module N.

Since A" is finitely generated, its direct summand N is finitely generated as
well. Let {rq,...,mm} be a set of generators of N.

We construct the diagram

0 N NoM~A"—sM——>0,
7

e;—>T; ]

am)
from which we obtain an exact sequence
A" — A" — M — 0,

as required.

Clearly, the reverse implication holds for any A-module.
Solution E. 10.42. 1 & 2. The functor Homy (s, E) is contravariant and left
exact, see T.4.16.1. Hence, its exactness is equivalent to the property that,
for any injective homomorphism f: M — N, the induced homomorphism

f*: Homu (N, E) — Homy (M, E)
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is surjective.

In other words, for any homomorphism ¢g: M — E there exists a homomor-
phism §: N — E such that f*(§) =gof=g.

This means that F is injective.

3 < 4. The implication = is an immediate consequence of T.4.18.
Conversely, consider an exact sequence

0—E-LsM N0,

where E ~ f(E) is a submodule M, and N ~ M/f(E).
By hypothesis, there exists a submodule L of M such that M ~ E & L.
Thus, we have

L~M/E~M/f(E)~N and M ~E®N,

which is one of the conditions ensuring the splitting of the sequence, see
T.4.18 again.

1 = 3. It suffices to consider the diagram

E

@

where, by hypothesis, there exists g such that go f =idg.

Such a g is a retraction of f, and its existence guarantees the splitting of the
sequence.

3=1.Let f: M — N and g: M — E be homomorphisms, with f injective.
Define U = (E @ N)/L, where L is the submodule of E @ N generated by the
pairs (g(m), —f(m)) as m varies in M.

Consider the diagram

=

0—>M—f>-
g

iN

S

0——=F——U,
ip

where ig(e) = (e,0) and ix(n) = (0,n).

The square commutes by construction.

Moreover, ig is injective. Indeed, if ig(e) = 0, then there exist elements
m; € M and a; € A such that

(e,0) = Zai(g(mi), —f(mi)) = (g(m), = f(m)) with m = Zaimi € M.



304 17 Solutions to the Exercises

Thus, 0 = f(m), and the injectivity of f yields m = 0.
Accordingly, e = g(m) = 0.
By hypothesis, there exists r: U — E such that roig = idg.
We can define §: N — E via composition as § = r o iy, thus obtaining the
diagram

Finally, to conclude that E is injective, we need to prove that o f = g.
Indeed, for any m € M, we have

(Go f)(m) = (ro(in o f))(m) = ((r oig) o g)(m) = g(m).

Solution E. 10.43. 1. If A is a field, then A-modules are vector spaces and an
exact sequence of vector spaces obviously verifies condition 3 of E.10.42.

Alternatively, assume that f: M — N is an injective homomorphism.
We can complete a basis of f(M) to a basis of N, and write N = f(M) @ L,
for some vector subspace L of N.

It is easy to extend g: M — F' to a homomorphism §: N — F such that
g = go f by defining
§(f(m) +£) = g(m).

2. A free module is not injective in general.
Consider the exact sequence

0—2Z-"7—17/(n)—0,

and apply the functor Homy(s,Z) to obtain the exact sequence

0 — Homz(Z/(n), Z) — Homgz(Z, Z) s Homyz(Z, Z)

where n* is not surjective.

Indeed, it suffices to note that Homy(Z,Z) ~ Z and that n* still corresponds
to the multiplication by n.

Thus, Homy(s, Z) is not exact, and Z is not injective by E.10.42.

Solution E. 10.44. The implication = immediately follows from the definition

of injective module, because the inclusion homomorphism I — A is injective.
Conversely, let M and N be A-modules, and consider homomorphisms

f: M — N and g: M — E, with f injective.

Consider the set

S={(N',g'): NNCN and ¢': N' — E such that ¢’ o f = g}
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of pairs of submodules N’ of N and homomorphisms ¢’ that extend g.

Note that S is not empty, because it contains the pair (f(M),n), where
n(f(m)) = g(m) for any m € M.

It is easy to see that S, ordered by the relation

(N',g') < (N",g") <= N'CN" and g/, =¢

verifies the hypothesis of Zorn’s Lemma. R
Thus, S has at least one maximal element (N, §). If N = N we are done.

Assume, by contradiction, that there exists n € N \ N and consider the
ideal I = N : n C A.
We have a homomorphism

g: I N-LE,
which, by hypothesis, extends to g;: A — F, and we obtain a commutative

diagram
g1

I In=NnAn E.
|
A

We can define §: N + An — E by setting

§(A +an) = §(A) + Gi(a) for every A € N and a € A.

The map g is well-defined. N
Indeed, if 71 + a1n = fiz + agn, then a; —az € N : n =1, and

§(f1 + a1n) — §(fz + azn) f1) + gi(a1) — 9(f2) — g1(a2)
iy — fg) + g1(a1 — a2)
asn — a1n) + g1(a1 — az)

1(az —a1) + g1(a1 —az) =0,

a(
a(
(

=9
g

where the second-last equality immediately follows from the definition of g;.
It is easy to verify that § is a homomorphism and that gl 5=9

Therefore, we have a pair (]V + An, §) in S strictly bigger than (J/\\f ,§), con-
tradicting the assumption that (N, §) is maximal.
Solution E. 10.45. Since A is a PID, projective A-modules are free, see T.4.24.

A submodule N of a free module M is free by T.4.23, and hence, projective
by T.4.21.
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Solution E. 10.46. Let mq,my € T(M), and let a1,as € A\ {0} be such that
aymy = agmy = 0. Then, ajaz(m; + mz) = 0 with ajas # 0.

For any a € A, we also have a1(am1) = a(aimy) = 0.

Solution E. 10.47. Let m;, ma € M, and b € A. Then, there exist k1, k2 € N
such that a**m; = a*2my = 0.

Therefore, amax{kl’k2}(m1 +mgz) = 0 and a** (bm;) = 0, that is, both m; +my
and bm; are in M|,

Solution E. 10.48. Since M|,), M5 and M|y are finitely generated by T.4.23,
there exists some k£ € N such that

a¥ Miq) = V¥ My = (ab)* Mqp) = 0.

Since ged(a®,b*) = 1, there exist s, t € A such that sa* + tb* = 1.

Now, set ¢ = tb* and d = sa”.

It is easy to see that:

i) cMay € Mg and dMqp) C My
ii) CM[b] =0 and dM[a] = 0;
iii) ecmg, = (c+ d)mg = m, for all m, € M|}, and dmp = (c+ d)my = my
for all my € M[b]-

1. The inclusion Mg + Mpp) € Mgy is always true. Indeed, given m; € My
and my € My, there exist integers ki, ko such that a*m; = b*2m, = 0.
Consequently, (ab)max{kl’kZ}(ml + mgy) = 0.

To show the opposite inclusion, note that if m € M4, by i) we have

m=1-m= (c+d)m € My + Mp,.

The sum is direct because if m € M, N M then m = (c+ d)m = 0 by ii).
2. From part 1, using ii) and iii), we obtain that multiplication by ¢, respectively
by d, is the projection of M4, onto M[,), respectively onto M.
3. Let M4y = (m). From part 2, it follows that M, is generated by cm and
M, 0] by dm.

Conversely, if Mg = (m,) and My = (my), let m = mg + my. Then,
ecm = m, and dm = mp. Thus, (m) C My
For any m' € M4, we have

m' =cem' +dm' =dmg +d'mp =cem+d'dm = (dc+ d'd)m,

for some ¢/, d' € A. Hence, M4 = (m).
Solution E. 10.49. By hypothesis, M ~ A/(d), where d ¢ A* U {0}.
Note that M is equal to its d-component M.

Let d = H?zl p;* be the factorization of d into distinct irreducible factors,
each counted with its multiplicity.
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By E.10.48, we have

h h
M = My = P M}, = D My,
=1 =1

where My, ~ A/(p;*), as desired.

Solution E. 10.50. 1. Let {m,: o € A} be a basis of M, and consider a
non-zero element m = Y ., GaMqo € M.

Suppose there exists a € A such that am = 0. Then, ) ., aaams = 0
implies aa,, = 0 for all a. Since at least one a, is not zero and A is a domain,
we obtain a = 0.

Therefore, we have shown that in M there is no non-trivial torsion element.

2. It is a straightforward application of T.4.33.2.

3. Consider A = K|z, y], which is a UFD but not a PID.
The ideal I = (z, y) is finitely generated and torsion-free, but it is not free.

Now, consider QQ, which is a torsion-free, not finitely generated Z-module.
Clearly Q is not free, since each pair of elements of Q is linearly dependent
over Z.

Solution E. 10.51. Clearly, M ~ Coker f.
The matrix associated with f with respect to the canonical bases is

1 11
-31 1
1 -3-3
1 3 1

whose Smith form is
100

020
004
000

It follows that
M~ZaZ/(2)®Z/4).

Solution E. 10.52. The Smith form of the matrix associated with ¢ with
respect to the canonical bases is

100 0
010 0
00x 0
0002%(z—1)

Therefore,

Coker p ~ 0@ 0 ® Q[z]/(z) ® Q[z]/(z*) ® Qz]/(z — 1),
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where this isomorphism is due to the fact that (z%) and (z — 1) are comaximal.
Thus, dimg Coker ¢ = 4.
Alternatively, if d1, dz, d3 and d4 denote the invariant factors of the matrix

which represents ¢, then Coker ¢ ~ @ Qlx]/(ds).

It follows that dimg Coker ¢ = Edegd =deg(d; ---d4) = 4.
Solution E. 10.53. The matrix representing ¢ is

624
0ad],
222

To compute the ideals A;, we first simplify it with the help of elementary

operations, and obtain
22 2
02 4 .
00a—8

i) Let a = 2k + 1. Then, A; = (1), Az = (2) and A3 = (4(a — 8)), from which
it follows d; = 1, dy = 2, d3 = 2(a — 8) and

Coker o ~Z/(2) ® Z/(2a — 16).

Therefore, for any odd a, Coker ¢ is finite.
ii) Let a = 2k. Then, A; = (2), A2 = (4) and Az = (4(a — 8)).
We obtain d; = ds =2, d3 = a — 8, and

Cokero ~Z/(2)®Z/(2)®Z/(a — 8).

In this case, Coker ¢ is finite for all values a # 8.
In conclusion, Coker ¢ is infinite if and only if a = 8.

Solution E. 10.54. We have A; = (ged(a, b,c)), Az = (ged(a?,ab,b? — ac)),
and Az = (a®).
1. Coker ¢ has at most two generators if and only if d; = 1.
This happens if and only if A; = (1).
2. Coker ¢ is cyclic if and only if d; = dy = 1.
If ged(a, b) = 1, then ged(a, b, ¢) = 1 and ged(a?, ab) = a. Therefore, A; = (1)
and As = (a,b?) = (1), and we obtain d; = dy = 1.

Conversely, let d = ged(a, b). Then, d | ged(a?, ab,b®> — ac) = 1, and thus,
d=1.
Solution E. 10.55. With some elementary operations, we can simplify the

matrix and obtain
a 00

-360
033
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As a result, A; = (a,3), Az = (3a,9) and Az = (18a).
1. In order for Coker ¢ to be finite, we must have Az # (0).
This condition is satisfied if and only if a # 0.

2. We have d; =1 if ged(a,3) =1 and d; = 3, otherwise.

In the second case Coker ¢ is clearly not cyclic.

If ged(a, 3) = 1, we have Ay = (3a,9) = (3(a,3)) = (3) and, again, Coker ¢ is
not cyclic.

Solution E. 10.56. We compute the Smith form of the matrix

03 3
ad-1]1,
b0 0

whose columns are the vectors mi, mo, mg
Since A; = (1), we obtain d; = 1, Az = (b, 3a,12) and Az = (12b).
Thus, M is finite if and only if b # 0.
Moreover, M is cyclic if and only if Ay = (1).
Since

ged(b, 3a,12) = ged(b, 3 ged(a,4)) = ged(b, 3) ged(b, ged(a, 4)),

we have b # 0 mod 3 and ged(b, ged(a,4)) = 1.
If a is odd, the above condition is verified, otherwise either ged(a,4) = 2 or
ged(a,4) = 4.
In conclusion, M is cyclic if and only if
i) b#0 mod 3 and a is odd, or
ii) b# 0 mod 3, a is even and b is odd.

Solution E. 10.57. The Smith form of the matrix whose columns are mi, ms

and mg is
200
040
008
Thus,

M~7/(2) ®Z/(4) ®Z/8) and Anngy M = (8).

Solution E. 10.58. Since det A = 28, the Smith forms of A have 1,1,28 or
1,2, 14 as diagonal values. From det B = 7, we compute the Smith form of B,
given by the invariant factors 1,1, 7.

Analogously, since det D = det Adet B = 196, the following are all the
possible Smith forms of D, presented along with the corresponding matrices
A and C, and with B = diag(1,1,7):



310 17 Solutions to the Exercises

D; = diag(1,1,1,1,1,196), with A = diag
D, = diag(1,1,1,1,7,28),  with A = diag
D5 = diag(1,1,1,1,2,98), with A = diag
Dy = diag(1,1,1,1,14,14), with A = diag

1,1,28), C = diag(0,0,1);
1,1,28), C =0;
1,2,14), C = diag(0, 0, 2);
1,2,14), C = 0.

—~ =~~~

Solution E. 10.59. The matrix representing the relations on the elements of

M is
3 21
0-24],
1 12
whose Smith form is
100
010
0014

Therefore, M ~ 7/(14), and the possible orders for an element of M are
1,2, 7 and 14.

Solution E. 10.60. Since M is a finitely generated Z-module, by T.4.33.2 we
obtain M ~ Z" @ T (M), where r > 0 and T (M) is the torsion submodule of
M. However, the hypothesis implies that M is a torsion module, hence r = 0.
By the structure theorem T.4.31, we have M ~ @], Z/I;, where I; # 0 for
all ¢ and I; = 0 : m; for some m; € M, see also the proof of T.4.31.

Assume that [ =...=I;, =7 and I;4; C Z.

If s = n, then RZ™ = Z™. Consequently, R is invertible with determinant
+1 and M =0.

If s <n,then (1) #I; D (pm,) foralli=s+1,...,n.

Since the p,,, are prime, they generate maximal ideals. Therefore, I; = (pm,)
foralli=s+1,...,n.

Moreover, Iy, C I}, for all h > k, and thus, we have I; = I,11 = (pm,,,) for
alli=s+1,...,n.

Let p = pm,,,- Then, det R is an associate of the determinant of the Smith
form D which is, for what we have shown above, det D = p"~*° # 0, with
n—s<n.

Solution E. 10.61. 1. Consider ¢: Z3 — M given by ¢(e;) = m;, with
i=1,2,3. Then, M ~ Z3/Ker .

Let
2 10 6
—4 —6 —12
-2 4 a

be the matrix of relations among the generators of M, and reduce it with
some elementary row and column operations to the matrix
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20 O
014 0
006+4+a

From the latter, we recover the associated Smith form and the desired repre-
sentation of M, with a ranging over Z:

20 O 20 0
014 0 02 0
006+a 007(6+a)
_ a=0 mod 2
a =8 mod 14 a1 mod 7

M~Z/2) ®Z/14) ®Z/(a+6) | M ~Z/2)®ZL/(2) & L/(Ta + 42)

10 0 10 0

014 0 02 0

00 2(6+a) 00 14(6 + a)

a=1 mod 2 a=1 mod 2

a=1 mod?7 a#1 mod?7
M~7/14) & Z/(2a + 12) M~7/2) ®Z/(14a + 84).

2. We have Ann M = 0 only for a = —6.

Solution E. 10.62. Since G; and G2(«) are finitely generated Abelian groups,
they can be written as a direct sum of cyclic groups and they are isomorphic
when they share the same invariant factors.

Consider the matrix

20 —-4612
2-2 4 44
R= 11 311
33 —-15921

We have G ~ Coker v, where 9: Z° — Z* is the homomorphism associated
with R with respect to the canonical bases.
A computation of the Smith form of R yields

10000
02000
00600])°
00000
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from which it follows G1 ~Z & Z/(2) & Z/(6).
Now, we compute the Smith form associated with the matrix

2 8 —4
S=|a 6 a],
—-2-2 14

which represents ¢, and we obtain Ga(a).

In order to have an isomorphism, the invariant factors of S must be 2, 6
and 0. Since A3(S) = (det S) = (36c), the only possible value is a = 0.
For o = 0 we also have A;(S) = 2 and Ay(S) = 12. It follows that d; = 2,
d2 = 6. Thus, Gl ~ GQ(O)
Solution E. 10.63. The Smith form of R — zI is a diagonal matrix D, where

D = diag(ds,...,ds), di |da | ... | ds and d; ---ds = (x—1)*(z—2)? (z2+1).

By the divisibility conditions and since deg(pa(x)) = 6, we have that (z2 + 1)
divides only dg, that d; = d2 = 1, that a + 8 = 4, and that the multiplicities
v; of (x — 1) as a divisor of d; must satisfy the following constraints:

Y3+v+v5+v% =a and 3 <y <95 < 6.
Therefore, the possible 4-tuples (73, Y4, 75,76 )a are
(Oa 05 07 0)07 (07 07 0; 1)1: (0’ 07 07 2)27 (07 0; 1’ 1)2’ (05 07 07 3)37

(Oa Oa 17 2)37 (07 17 17 1)37 (Oa 07 07 4)47 (07 07 1; 3)4) (Oa 07 27 2)47
(0,1,1,2)4 and (1,1,1,1)4.
In a similar way, we compute the possible 4-tuples for the multiplicities of
(z — 2). To determine the Smith form, one has to consider all the couples of
4-tuples for which a + 8 = 4 holds.
Ifa=0and 8 =4or a =4 and § =0, we have 5 possible Smith forms,
as many as the 4-tuples whose coordinates sum to 4.

Ifa=1and 8 =3or a=3and 8 =1, we have 3 possible Smith forms.
Finally, if « = 8 = 2, we have the 4 Smith forms:

Dy =diag(1, 1,1, 1, 1, (z — 1)%(z — 2)%(z% + 1));

D, =diag(1, 1, 1, 1, (x — 1), (z — 1)(z — 2)%(z? + 1));

D; = diag(1, 1, 1, 1, (z — 2), (z — 1)%(z — 2) (22 + 1));

Dy =diag(1,1,1, 1, (z — 1)(z — 2), (z — 1)(z — 2)(x% + 1)).

Solution E. 10.64. We have M ~ Coker ¢, where ¢: Z3 — Z* is the homo-
morphism represented by the matrix
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3a0
03b
003
000

To compute its Smith form, consider the ideals
Ay =(3,a,b) = (1), Az =(9,3a,3b,ab), and Az = (27).
If (3,ab) =1, then Ay = (1) and Az = (27).

Therefore,
M~Z®Z/(27) and T(M) ~Z/(27).

Otherwise, if (3,ab) = 3, then Ay = (3) and Az = (27).
Therefore,

M~Z&Z/3)®Z/(9) and T(M)=~Z/(3)®Z/(9).

Solution E. 10.65. 1. Consider the matrix
220
2a4],
a02

Ay = (2,a), Ay = (4,2a,a®) and Az = (4(2 — 3a)).

and compute

‘We have two cases:

i) if ged(2,a) = 1, then the Smith form is

10 0
01 0 .
00 4(2 - 3a)

M ~7/(4(2 — 3a));

Therefore,

ii) if ged(2,a) = 2, then the Smith form is

20 O
02 O .
002—3a

M=~7/(2) ®Z)2) & Z/(2 - 3a).

Therefore,
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2. By E.10.17 and E.10.19.3, the module Homy(Z/(7), M) is non-trivial if
and only if 2 —3a =0 mod 7, that is, a =3 mod 7.

Solution E. 10.66. Let M ~ Coker f, where the homomorphism f: Z3 — 73

is associated with the matrix
2 1 1
-1-31],
0 0 —a

It immediately follows that M ~ Z/(5a).
1. If a = 3, we may define ¢: Z/(20) — Z/(15) by letting ¢(n) = 3n.
2. We have

whose Smith form is

Homy,(Z/(20), M) ~ Homy(Z/(20), Z/(5a)) =~ ((5a) : (20))/(5a),

see E.10.19.3.
If a = 0, then Homy(Z/(20),Z) = 0.
Otherwise, a # 0 and

Z/(5) if ged(a,4) =1;
Homyz(Z/(20), M) ~ {Z/(IO) if ged(a,4) = 2;
7/(20) if ged(a,4) = 4.

Solution E. 10.67. Let ¢: Z3 — Z3 be the homomorphism defined by

o(e;) = m;, with i = 1,2,3. Then, M ~ Z3/ Ker ¢ ~ Coker .
The matrix representing ¢ with respect to the canonical bases is

200
4 a0 4]).
6 2a 6

Ay =(2,a,b), Ay = (2a,ab,4(b—2)) and Az = (2a(2 —b)).

Therefore,

By E.10.15, M is simple if and only if d; = d2 = 1 and d3 is prime, that is,
ged(2,a,b) = ged(2a,ab,4(b — 2)) = 1 and 2a(b — 2) = £2.
Thus,

a==1 and b=1 or b=3.

Alternatively, reducing the matrix with elementary operations we obtain
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20 0
Oa O
00b—2

Thus, by E.10.15, M is simple if and only if M ~ Z/(2), i.e., if and only if
a==1land b—2=+£1.

Solution E. 10.68. Let B be the ring K|z, y]/(z? — y?).

1. The rings A and B are isomorphic and we claim that in both cases {1, 7}
is a basis as a K[z]-module. Clearly, it is a generating set.

Moreover, there are no relations between 1 and 7.

Indeed, if f(z), g(x) € K|[z] are such that f(z)1+ g(z)y = 0, then we have
f(@) +g(z)y € (* — y?), that is,

f(@)+g9(@)y = (@° — v*)a(z,y)

for some ¢q(z,y) € K|z,y].
The degree in y of the polynomial on the left-hand side is at most 1, whereas
it is at least 2 on the right-hand side. Therefore, equality is only possible
when ¢(z,y) = 0. Hence, f(z) + g(z)y = 0, and finally, f(z) = g(z) =0.
Thus, as a K[z]-module, A is isomorphic to K[z]2.
2. In this case
A~Klz,y,y ' /(* -y~ + 7).

In A, we have ' = 5% + 22, that is, 1 = §° + yz°.
Thus, 1, 7, 7° generate A as a K[z]-module.

We claim that this generating set is free.
If f(z), g(z), h(z) € K[z] are such that f(x)I + g(z)y + h(z)y® = 0, then
f(@) + g(x)y + h(z)y* = (v* —y~' + 2*)g(z,y,y") for some polynomial
q(z,y,2) € Klz,y,2|.
Therefore,

1

@)y + 9@y + h(x)y® = (¥° — 1+ 2y)q(z,y,y 7).

Since y~! does not appear on the left-hand side, it cannot appear on the
right-hand side as well. Thus, we can write g(z,y,y~!) = q(z, ).

Moreover, the degree in y on the left-hand side is at most 3. If deg, q(z,y) > 1,
the degree in y on the right-hand side would be at least 4. Thus, y does not
appear in ¢(z,y), and we can write ¢(z,y) = q(z).

It follows that

f(@)y + g9(@)y® + h(z)y® = (¥° — 1+ 2°y)q(x).

Therefore, h =¢q, g =0, f = 22q and 0 = —q. Thus, f = g = h = 0, as we
claimed.
We can conclude that, as a K[z]-module, A is isomorphic to K[z]3.
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3. The ring A is a quotient of the ring B we defined above, modulo the
principal ideal generated by a = Z* —Z° 7 + 7.

As we have seen in part 1, B is a free K[r]-module generated by {1, y}.
Therefore, any element of (a) can be written as ap(z,y) = apo(z) + ap1(z)y.
Thus, as a K[z]-module, (a) is generated by

a=7"-2Y+7=a'T+(1-2%y and ay=(—2°+2°)1+2'7.
Therefore, if we let ¢: K[z]> — K[z]? be the K[z]-module homomorphism

defined by ¢(e1) = zte; + (1 — z3)e2 and @(ez) = (=5 + z2)e; + zez, then
A ~ Coker ¢, and the associated matrix is

zt —z® 4 2?
1—22 2 )

Since A; = (1) and Ay = (22° — z2), we have that
A~ Klz]/(22° — z?)

is cyclic.
Using Grobner bases may simplify the previous computations.

For instance, in part 3, a Grobner basis of the ideal (22 — y?, z*
with respect to the lex order with y > z is

— 23y +y)

{y+ 2z*, 225 — 2%},

and this fact immediately shows that A ~ K[z]/(2z°% — x2).

Solution E. 10.69. The reduced Grobner basis of I with respect to the lex
order with x >y > z is

{a:—i-y3 —yz, gt — P2 + 1}.

1. We have
A/T =~ K[2)[y)/(y* - y*= + 1),
which, as a K[z]-module, is generated by {1, 7, 7%, 7°}.

2. Since 1, 7, 7° and 7° are independent modulo I, they form a basis of A,
and thus, A ~ K|[z]*.

Solution E. 10.70. 1. The reduced Grébner basis of I with respect to the lex
order with x >y > z is

{22, zy, yz, 2°}.
Therefore, I is monomial, see E.9.7.
2. It is immediately verified that

M = (1, Z, Z, T2) k1)



17.3 Chapter 10 317

3. Since yZ = 0 in M, we have that 0 # T € T(M), and thus, M is not free.

4. From now on, we omit the bar which denotes equivalence classes.
Consider the homomorphism ¢: K[y]* — M given by

v(er) =1, ples) ==z, p(es) =z and @(eq) = z2.

Assume (a1, a9, a3,a4) € Ker . Then,
0 = (a1, a2,as,a4) = a1(y) + a2(y)z + as(y)z + as(y)zz,

i.e., a1(y) + a2(y)z + a3(y)z + as(y)zz € I.
Since I is monomial, we have a; =0, a2 = ya}, a3 = ya} and a4 = ya),.
Therefore,

KeI‘QO = {(07 yb27 yb?n yb4): b2a b3; b4 € K[y]}

is free with basis

{vl = (O,y,0,0), V2 = (O;anv O)a V3 = (0a07 07 y)}

Now, call f1, fa, f3 the vectors of the canonical basis of K[y]> and define
¥: K[y — K[y]* by letting f; — v;, with i = 1,2,3.
Then, M ~ Coker and the Smith form associated with the matrix that
represents 1 is

y00

OyO0

00y

000

It immediately follows that

M ~ (K[yl/(v))® & Ky].

Solution E. 10.71. Recall that both K[z,y], and thus A, as its quotient,
are K[z]-modules by restriction of scalars via the inclusion homomorphism
Kz] — K]z, y].

Let g=19% —2¢y? —y + 2.

1. We prove that A as a K[z]-module is generated by 1, 7 and 7°.

We write any element f(x,y) of K|z,y] = K[z][y] as

f(z,y) = po(z) + p1(z)y + p2(z)y® + p3(z)y® + ...

Using the relation g = 0, in A we obtain

2
? = Z QZ(I) yia
=0

for some ¢; € K[z].
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Alternatively, observe that, since g is monic as a polynomial in y, the
division of any polynomial f by g yields f = gg + r, with deg, r < 3.
Therefore, in A we have f =7 € (1, 7, @2)K[w].

2. From now on, for simplicity, we omit the bar which denote equivalence
classes in the quotient ring.

Let B = K|[z,y]/(9), and let h = 22 — 2y + x — y. Then, A ~ B/(h), and it
is easy to see that B is a free K|[x]-module with basis {1, y, ¥}

Let f: K[z]®> — B the K[z]-module homomorphism defined by

fler) =h, f(es) =yh and f(es) = y°h.

Then, Im f = (h, yh, y?h) 5, and therefore, Im f C (h).

To prove the opposite inclusion, let s € (h). Then, s = p(z,y)h for some
p(x,y) € B. Therefore, p(z,y) = ao(z) + a1(x)y + a2(x)y?, and accordingly,
s €Im f.

Thus, Im f = (h) and
A ~ B/(h) = Coker f.

The matrix representing f with respect to the bases {ei, ez, e3} and {1, y, y?}
is
22+ 0 2’4z
—z—-1224+2 —z—-1
0 —=x—-1 O

Hence, A; = (z + 1), A2 = (z +1)? and A3z = (0).
It immediately follows that dy =ds =z + 1, d3 =0, and

A (K[z]/(z+1))” & K[a].
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17.4 Chapter 11

Solution E. 11.1. It is immediate to see that Bil(M, N; P) is an Abelian group
with respect to +, where the 0 map is the identity element.

As for scalar multiplication, we have 14b = b.
For all o, B € A and b, b’ € Bil(M, N; P), the equalities

(a+Bb=ab+pb, aldb+b)=ab+ab and (aB)b= a(Bb),

hold since P is an A-module.
Indeed, for all m € M and n € N, we have

((a + B)b)(m,n) = (o + B)b(m,n) = ab(m,n) + Bb(m,n)
= (ab+ Bb)(m,n);
(a(b+b"))(m,n) = a((b+b)(m,n)) = a(b(m,n) + b'(m,n))
= ab(m,n) + ab’ (m,n) = (ab+ ab’)(m,n);
((@B)b)(m, n) = (aB)b(m,n) = a(Bb(m,n))
= a(Bb)(m, n) = (a(Bb))(m,n).

Solution E. 11.2. By hypothesis, there exist a, 8 € Z such that aa + b = 1.
For any simple tensor h ® k, we have

hek=1(h®k) = (aa+ Bb)(h®k) = cah(I® k) + fbk(h1).

Since a(I® k) =a® k = 0, and b(h ® 1) = 0, every simple tensor is 0.
The conclusion follows from T.5.3.2.
Solution E. 11.3. Applying T.5.4.5, we have

A/T®aAlT ~(A/D)]J(A/T) ~ (A/D)/(J +1/1),

and thus, it is isomorphic to A/I + J, by T.4.3.2.

Alternatively, we can use the universal property of tensor product T.5.2.
Construct the diagram

AT x A)T L A)r+ )

T

AlT® AlJ,

where f(Z,y) = Ty. The map f is well-defined.
Indeed, if (Z1,71) = (Z2,Y2), then z1 — x2 € I, y; — y2 € J, and therefore,

T1y1 — ToY2 = T1(Y1 — Y2) + y2(z1 —22) € 21 J + 9l ST+ J,
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that is, Z1y1 = Zay2 in A/(I + J).

It is easy to verify that f is bilinear. Next, we prove that f is an isomor-
phism.
Since @ = f(a,1) for all @ € A/(I + J), we have that f is surjective, and
consequently, the induced map f defined by f (z ® y) = Ty is also surjective.
To prove that f is injective, observe that any element o of A/T® A/J can be
written as a finite sum

with 8 = Zle zy; € A/l

Then, f(3®1) = 8 =0 implies 8 € I + J. Hence, § = x +y for some z € I,
y € J, and

BR1=2+y®1=71=107=100=0.

Solution E. 11.4. Let {e;}icr and {€’};cs be bases of M and NV, respectively.
We already know that {e; ® €} : i € I, j € J} is a generating set of M ® N,
see T.5.3.3.

We now prove that this set is free.
Assume there is a finite linear combination

Z cz-j(ei ® 62) =0.

i€lp, j€Jo

To show that all c;; are zero, we fix indices ¢y and jo, and prove that the
corresponding coefficient c;;, is 0.

Let f: M x N — A be the bilinear map defined by f(m,n) = a;,bj,, for all
m=73,a;e; and n =73 bje’.

The diagram

MxN——A
M®N

is commutative, and thus, f (m® n)~= @i, bj,, for every simple tensor m ® n.
In particular, f(e;, ® €; ) =1 and f(e; ® ;) = 0 if (,7) # (40, Jo)-

This implies
0= f(0)= (Zcm(ez®e ) = Cigjo-
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Solution E. 11.5. 1. Consider the diagram

QxQ——=0Q
QeQ,

where the horizontal map is the usual product in Q, which is Z-bilinear.
Hence, there exists a unique homomorphism ¢ that makes the diagram
commute, i.e., such that ¢(z ® y) = zy.

We show next that ¢ is an isomorphism.
Since p(z ® 1) = z for all x € Q, we have that @ is surjective.
To prove that ¢ is injective, note that

L={z®1l:zeQ}

is a generating set of Q ® Q.
In fact, for any simple tensor m ® n, where n = a/b,
a mb_a m am am
= — Q- =— =—®1 with — .
mey = @y p ®a= 7 ®@1 with 570

Every element of Q ® Q is a finite linear combination with coefficients in Z
of simple tensors, and therefore, it can be written as x ® 1, for some x € Q.
Thus, if p(z ® 1) = 0, then z = 0, which implies z ® 1 = 0.

2. Note that, by hypothesis, C is equipped with the usual R-vector space

structure, and it is a free R-module with basis {1,4}.
A simple tensor x ® y in C ®g C can be expressed as

zQy = (a+1ib) ® (c+id)
=a®c+a®id+ibQc+ib®id
=ac(l1®1)+ad(l®i)+bc(t ®1) + bd(i @ ©),

for some a,b,c,d € R.
The elements 1® 1, 1 ®4, i ® 1 and 7 ® ¢ form a basis of C ®g C, see the
solution of E.11.4.

Now, consider the element
1®14+:R0t€ CgC.

For it to be a simple tensor, say (a + ib) ® (c + id), it should satisfy the
equations ac =1, ad = 0, bc = 0 and bd = 1, but this system has no solution
in R.

3. It is not possible.

Indeed, consider the diagram, similar to the one in part 1,
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CxC——=C
CaC.

For any simple tensor z ®g y, if 0 = ¢(z ® y) = zy, then either z = 0 or y = 0.
Thus, ¢ is injective on simple tensors.
However, ¢ is not injective. For instance, we have

o(1®i—i®1)=i—i=0.

The correct isomorphism is C ®g C ~ C2, that follows from T.5.4.6.
Solution E. 11.6. Construct the diagram

MxN—2~M@eN

T
T e
e

M®N,

where p(m,n) = f(m) @ g(n) is A-bilinear.
Then, by the universal property, @ is well-defined, and ¥ = f ® g, since the
diagram commutes.

Solution E. 11.7. For any simple tensor m ® n, we have

((f'of)®@(g' 0g))(m®n) = (f o f)(m)® (4 og)(n)
= f'(f(m)) ® ¢'(g(n))
= (f'®¢")(f(m) ® g(m))
=(f'®9)((f ®9)(men))
=((f'®g)o(f®g)(men).

Solution E. 11.8. It is enough to verify that any simple tensor q ®z @ is trivial:
n _
gora="2g,a=Le,na=1e,0=0
n n n

Solution E. 11.9. 1. If N; and N, are projective, there exist A-modules
M and M>, and free A-modules F; and F5 such that F; ~ M; & N7 and
F2 sl M2 (&) NQ, see T.4.22.

Hence,

(M; ® M) ® (N1 ® No) =~ (M; & N1) & (Mo ® No) ~Fy & Fy,

and N; ® N, is a direct summand of a free module.
Conversely, if N7 & Ns is projective, there exist a free module F' and a
module M such that
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Thus, N; and N> are projective.

2. Let N7 and N> be projective. Then, with the same notation used in part 1,
by T.5.4.4,

F1 ® F, ~ (N1 ® M1) @ (N2 @ My)
~ (N1 ® N2) ® (N1 ® Ma) @ (M1 ® N2) & (M1 ® My),

where F} ® F5 is free according to E.11.4.
3. Viewing Z/(n) as a Z-module, we have, for example, Z/(2) ® Z/(3) = 0,
see E.11.3.
Clearly, 0 is a projective module.

However, neither Z/(2) nor Z/(3) are projective modules, since neither of
them can be a direct summand of any Z".
4. Since tensor product is right-exact, see T.5.6, it is enough to examine
injective maps.
Let f: M — N be an injective homomorphism and consider the following
diagram

f®(ldN1 ,idN2)

d |
(f®idn, ,fQidn,)
(M & N)® (M ® N,) Mt TR L (NN ® (N ®N),

where a and 3 are the isomorphisms provided by T.5.4.4.

The homomorphism f ® (idn,,idy,) is injective if and only if f ® idy, and
f ®idy, are injective.

5. Let f: M — N be an injective homomorphism. Then,

id
MeoN, 2N, Ne N,

is injective, and accordingly, also

(f®idN1 )®idN2
—_ o 2

(M ® N1) ® Ny (N®N1) ® No

is injective.

Clea‘rlyv (f ® lle) ® 1dN2 = f ® (lle ® lsz)

6. Consider Z/(2) ® Z/(3) = 0, where 0 is flat but neither Z/(2) nor Z/(3)
are flat.

Solution E. 11.10. Note that the residue field K = A/mis an (A, K')-bimodule.
By definition,

uw(M) =dimg M/mM =dimg (M ®4 K),
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see T.4.13 and T.5.4.5.
To compute pu(M ® 4 N) we use the properties of tensor product and T.5.8,
and we obtain

(M@®AN)@AK~M®4a(N®4aK)~MQ®s(K®aN)
MR (KQ®x K)®@4N)~ M ®4 (K @k (K ®4 N))
~(M®sK)®k (N®4 K) ~ KM @4 KHN)
~ FRM(N)

Solution E. 11.11. A direct application of E.11.10 yields u(M) = 0 or
u(N) = 0. Hence, either M = mM or N = mN.
The conclusion follows by Nakayama’s Lemma.

Solution E. 11.12. To verify that M is a Z-module is easy and left to the
reader.

As for the second statement, it is sufficient to prove that each simple tensor
is zero. o
Let a = pim and 8 = z%’ with a,b € Z and m,n € N. Then,

_ ap” _ a _a
a bp™ a b a —
=g @ = e O1 7 puem ®0=0

Solution E. 11.13. 1. By E.11.3,

Qlz]/(2) ®qiz) Qlzl/(2® + 1) = Qlz]/(z,2* + 1) = 0.

Thus, the dimension of the given vector space is zero.

2. Since Q[a] >~ Q[z]/(z5 — 3) ~ Q5 as a Q-vector space, by T.5.4.1 and 4
we obtain C ® Qla] ~ C®.
Solution E. 11.14. Let M be a finitely generated projective A-module with
minimal generating set {my,...,my}.
Consider the homomorphism ¢: A® — M defined by e; — m;, where
{e1,...,en} is the canonical basis of A™.

We have a short exact sequence

0— N=Kerp — A" — M — 0.

Since, by hypothesis, M is projective, the sequence splits and A" ~ M & N.
Tensoring by A/m, we get

K" ~ M/mM @ N/mN

as K-vector spaces.
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Since dimg M/mM = dimg K™ = n, by T.4.13, we obtain N/mN = 0, that
is, N = mN. The module N is finitely generated, as a direct summand of a
finitely generated module. Thus, an application of Nakayama’s Lemma yields
N =0.

Therefore M ~ A" is free.

Solution E. 11.15. Let H be any ideal of A.
Tensoring the exact sequence

0—H—A—A/H—0
with B, which is A-flat, we obtain the commutative diagram
O—>H®AB—>A®AB—>A/H®AB—>O

T

0 HB B B/HB ——0

Thus, the Snake Lemma, implies
H®4 B~ HB for any ideal H of A.

Consider the short exact sequence of A-modules

0—=InJ L1051+ —0,

where f(a) = (a,—a) and g(a,b) = a +b.
Tensoring with B, the exactness is preserved, thus we have

0—({UNnJ)B—IB®JB—IB+JB—0.
Comparing this with the sequence

0—IBNJB—IB®JB—IB+JB—0,

the conclusion follows easily.

Solution E. 11.16. If a = 0 or a is invertible, all statements are clearly true,
hence, we assume a # 0 and a ¢ A*.

1 = 2. We will prove that the sequence
0— (a) > A"+ A/(a) — 0

splits, by showing that there exists 7: A — (a) such that r o4 = id(,), see
T.4.18.

Since a € (a?), there exists ¢ € A such that a = ca?. Let r(b) = ca - b for all
b € A. Then, r oi(a) = ca® = a, that implies r 0 ¢ = id(,).
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2 = 3. Since A is free, and therefore, flat, also its direct summands are flat by
E.11.9.4. By hypothesis, there exists an A-module M such that A ~ (a) ® M.
Consequently, M ~ A/(a) is flat.
3 = 1. Since the inclusion homomorphism % of (a) into A is injective, and
A/(a) is flat, the homomorphism

1® idA/(a) :(a)®A/(a) — A® A/(a)
is injective.
Therefore, the induced homomorphism (a)/(a?) ~ (a) ® A/(a) — A/(a) is
injective, and it is also the zero homomorphism.
This implies (a)/(a?) = 0.
Solution E. 11.17. 1. Let I # A be an ideal. Then, there exists a maximal
ideal m such that I C m.
Hence, IM C mM C M, and the conclusion immediately follows.
2.Let n € N\ {0} and N; = (n) ~ A/ Annn.

Consider the inclusion homomorphism f: Ny — N and tensor with M.
Since M is flat, we obtain an injective homomorphism

f®idy: Ny ®M — N® M.

We have
Ni®M~A/Annn® M ~ M/(Annn)M,

and it is enough to prove M/(Annn)M # 0.

Since n # 0, the ideal Annn is proper. The conclusion follows from part 1.
Solution E. 11.18. Since a is not a zero-divisor, the multiplication map
¢: A % A is injective. Tensoring with N, we obtain an injective homomor-
phism o ® idy: AQ4 N — A®4 N.

Therefore, the induced homomorphism N — N is injective.

Solution E. 11.19. 1. Proving that I, respectively J, and I N J = IJ are free
is equivalent to showing that there is no a # 0 such that azx, respectively ay,
and axy is zero.

This is trivially true since A is a domain.

2. Clearly, also I + J = (z, y) has no torsion.

Consider the homomorphism ¢: A/T AN A/I, which is obviously injective.
Tensoring with I + J, we obtain

eRids/1Rr)=yzrz=1Qxzy =7y = 0.

Since 1 ® x is non-zero in A/I ® (I + J) ~ (z, y)/(z?, zy), see T.5.4.5,
¢ ® idr4 s is not injective, and consequently, I + J is not flat.

Solution E. 11.20. Recall that, by T.4.2, Hom4(A, M) ~ M.

Additionally, by E.10.17 and T.5.4.6,
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Hom(M, M) ® Hom(N, N) ~ Hom(A", A") ® Hom(A?, A®)
~ Hom(A, A")" @ Hom(A4, A®)®
~ AT @AY = AT
for some r, s € N,. The latter is isomorphic to
Hom(A" ® A®, A" ® A®) ~ Hom(A"™, A™)
~ HOIIl(A, Ars)rs ~ A(TS)2‘

Solution E. 11.21. The matrix associated with ¢ is

4 8
4 -4,
16 20
40
012 .
00

Hence, Cokerp ~Z @ 7Z/(4) & Z/(12).
By T.5.4.4 and E.11.3, we have

whose Smith form is

Z/(15) ®z (Z/(4) @ Z/(12)) ~ Z/(15,4) & Z/(15,12) ~ Z/(3).

Solution E. 11.22. The matrix of relations among the elements of M, is

211
—11lal,
010
10 O
01 o .
002a+1

Therefore, M, ~ 7/(2a + 1), and

and its Smith form is

M,®Z/(n) #0 if and only if ged(2a + 1,n) # 1.
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17.5 Chapter 12

Solution E. 12.1. Consider the localization A,. We claim that A, # 0.
Indeed, if % = %, then there exists n > 1 such that a™ = 1a™ = 0, contradicting
the hypothesis a & N'(A).

Thus, in A, we find at least one maximal ideal. By the one-to-one correspon-
dence between prime ideals of A with empty intersection with {a™: n € N} and
primes of A,, its contraction with respect to the localization homomorphism
A — A, is a prime ideal of A not containing a™ for any n € N.

Note that this is an alternative proof of the fact that

| »pSN@,

pESpec A

see T.1.14.1.
Solution E. 12.2. The inclusion og(A*) C (S~1A)* always holds.

If o is an isomorphism, then

os(s) == € (ST'A)* = 05(A*) foralls€ S.

s
1
Hence, s € 05" ((S™1A4)*) = A*, and therefore, S C A*.

Conversely, if S C A*, then by the universal property of ring of fractions
T.6.4, the identity homomorphism id 4 factorizes through a homomorphism
¢: ST'A — A, which is obviously surjective.

Since ¢ (¢) = as™* = 0 implies a = 0, the homomorphism ¢ is also injective.

Finally, note that ¢! = og.

Solution E. 12.3. We recall that A = A* U D(A), since A is finite, see T.1.1.
Since og is injective, by T.6.3.1 we have S ND(A) = 0. Hence S C A*.

The conclusion follows from E.12.2.

Solution E. 12.4. 1. Let A,y = {¢ € Q: b# 0 mod p}.

It is easy to verify that this is a subring of Q, see E.8.41.

Let f: Z — A(p) be defined as f(a) = §. Then, f(S) C (A(p))*, and by the
universal property, we obtain a homomorphism

f: S~z — A(p)

which is obviously surjective.

It is also injective, since f (%) = ¢ =0 if and only if a = 0.

Thus, S™'Z ~ Ag,).

2. Let B = {% €Q: b#0 mod p; for all z}

From the homomorphism f: Z — B defined by f(a) = ¢, we obtain an
isomorphism S~1Z ~ B as in part 1.
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3. To simplify notation, the elements of A will be denoted by 0,...,11

We have S = {1,2,4,8}, and for any s € S, the elements 2, 4, & are invertible
in S71A .

Moreover,

0 3 6 9 1 4 7 10 2 5 8 1

- =—-=-=—-, —=-=-=—, and —=-=-=— forany s€S.
s s s s s s s s s s s s

Finally, note that Qk = Qk for any £k =1,2,3.

As a result, every element of S7'A can be written as T for some n =0,1,2.
Consequently, S~1A is a field with 3 elements, i.e., isomorphic to Z/(3).

4. In this case S ={1,3,5,7,9,11}.

It is straightforward to verify that ¢ = ¢, respectlvely ¢ = ¢, if and only if
4| a — b, respectively 4 | s —t.

Hence, it sufﬁces to consider numerators 0, 1, 2, 3 and denominators 1, 3.
Moreover, % 2 and 2 2

Thus, |S~1A| = 4 (S 1A = {1,2}, and (2) is the unique prime and
maximal ideal.

‘We can conclude that
ST1A~7/(4).

5. In this case S = {1,2,4,5,7,8,10,11}.

Similarly to the previous case, we verify that it is enough to consider numera-
tors 0, 1, 2 and denominators 1, 2 to describe all elements of S~1A.
Moreover, % 2 and therefore, S™'A is a field with 3 elements, 4.e., isomor-

1
phic to Z/( ).

Solution E. 12.5. 1. Let & € S~ 1A. We have to find an element b € A such
that ¢ = % = og(b).

Since S is a finite set, for any s € S, there exist 7,k € N such that £ > r and
sk = s". Hence, s"(a — as*~") = 0, and we have

g _ — k—r—1
P os(as ).

Observe that, in this way, S~'A ~ A/ Kerog, and this isomorphism can
be used for instance to obtain simpler proofs of E.12.4.3, 4, and 5.

2. We have Kerog = {a € A: as =0 for some s € S} = (3).
Thus, by part 1,
S™'A~ A/Kerog ~7Z/(3).

Solution E. 12.6. 1. Since I is an ideal, 0 € I, and therefore, 1 € S.
If144,1+j€ S, then (1+4)(1+j)€el+I+I12C1+I=25.
Therefore, S is a multiplicative subset.

By the characterization of the Jacobson radical T.1.15, it is sufficient to
prove that every element £ € S~'I is such that 1+ 2% € (S~'A)* for all
YeSA
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Since ‘4
T st+ T

1+_Q: Y and st+xzyel4+I=S5,
st st

the conclusion follows.

2. To simplify notation, the elements of A will be denoted by 0, ...,59.

The distinct non-trivial proper ideals of A are (2), (3), (4), (5), (6), (10), (12),
(15), (20), and (30).

We have —3=1—-4€ Sand 5=1+4¢€ S. Thus, 2, 2, and 28 are invertible
in S~1A. It follows that

S~1(2) = §71(6) = S~1(10) = S1(30),
S71(3) = 871(5) =8571(15) = S A.

Moreover, % = 0 implies that
S~1(4) = 571(12) = §71(20) = S7*(0).

Therefore, S~1 A has only two proper ideals, namely (0) and S~1(2).
Finally, S~ A is a local ring with maximal ideal generated by %

Note that Kerog = (4) and S71A ~ Z/(4) by E.12.5.1.

3. We recall that primes of T-!A are in one-to-one correspondence with
primes of A which have empty intersection with 7', see T.6.8.

We have (p)NT # () if and only if there exists a € (p) such that a =1 mod m,
that is, if and only if (m,p) = 1.

Choosing an m which is a product of at least two prime divisors of 60, for
example m = 6 or 15, we will to obtain a ring T~' A which is not local.

Solution E. 12.7. 1. Consider the homomorphism f: A x B — A defined by
f(a,b) = a. Note that:
i) for any s € S, f(s) =1 is invertible;
ii) if f(a,b) = a =0, then (1,0)(a,b) = (0,0) with (1,0) € S;
iii) for any a € A, we have a = f(a,b)f(1,0)"1.
Then, by T.6.5, f can be extended to an isomorphism f: S~1C — A.

2. The proof of part 1 only used the element (1,0) € S.
Since (1,0) € T, the same proof works.

3. For any b € B we have

((17 b)’ (1a 1)) ~ ((1’ 0)7 (la 0)) and ((1’ 0)’ (1a 0)) ~ ((1’ 0)7 (1’ 1))

However, if b # 0, then ((1,b),(1,1)) % ((1,0),(1,1)), and hence, ~ is not
transitive.

Solution E. 12.8. We define B = A[z]/(1 — fz).

If f is nilpotent, then there exists n € N such that f™ = 0. Hence, A = 0.
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Since

1=Q1~(fo)") =1~ fo)1+ fr+...+(f2)"7) € (1 - fz),

we have that B = 0 also.
Now, assume f™ # 0 for all n.
We define ¢: A — A[z] — B by ¢(a) = a.
Since fZ = 1 in B, the elements f* are invertible in B for all k. Therefore, ¢
factorizes through Ay yielding a homomorphism ¢: Ay — B defined by

¥ (F) = p(@)p(fM)

To prove that v is an isomorphism, we apply T.6.5. It is sufficient to prove
that if @ = ¢(a) = 0, there exists s such that f®a = 0 in A, and for any b € B,
there exist a € A and an integer k such that b = ¢(a)p(f*)'.
Let a € A be such that @ = 0. Then, there exists p(z) = Y, bz’ € Alz]
such that a = p(z)(1 — fz).
Hence, by = a, by = fby = fa, ..., by = fbr_1 = fPa, and fb, = f**tla = 0.
Finally, each b € B can be written as

k k
=0z =F "> b fr.
=0 1=0

Therefore, b is of the form ¢(a)p(f*)~? .

Solution E. 12.9. 1. By the previous exercise, we have

Z[2] CZ[}] ~ Zfe]/(1 - 3z) = Zs.

To prove the opposite inclusion, since 1 — % = %, we can write each element
3% as a finite sum of powers of % with integer coefficients.
2. We will assume that all rational numbers 7 are reduced, i.e., such that
ged(a,b) = 1.
Let A C Q be a subring. Denote by P the set of all prime divisors of
denominators of elements of A, and let S be the smallest multiplicative set
containing P.
Note that if p € P, then there exists an element a = pﬂs € A. Hence,
% = sa € A, and there exist b, ¢ € Z such that bm +cp = 1.
Consequently, 1—1) =bsa + c € A, and this implies S~!Z C A.

The opposite inclusion immediately follows from the definition of S.

Solution E. 12.10. We know that I = (zz + 2z, y — z, 2% — 2).
Since the elements = + 2 and z — 1 are invertible in Q|z, y, z](m,y,z), we have
that J is the extension of the ideal (y, z).
Hence, the image of f = z32 — 32 is an element of J.
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Solution E. 12.11. We know that I = (22 + 2y% — 3, zy — 92, ¥° — v).
Since (y), (y + 1), and (y — 1) are pairwise comaximal, we have

I=(@ -3, yn@@-Ly-1)n(z+1,y+1).

Therefore, I C p; and I,, N Clz,y] # (1).
Since y3 —y = (y*> + y)(y — 1) and y2 + y is invertible in C[z,y],,, the ideal
I,, NC[z,y] contains y — 1. The element y is also invertible, hence zy —y? € I
implies that z — 1 € I,.
Thus,

I, N Claz,y] = p1.

For po, note that I ¢ (z, y), hence I,, N Clz,y] = (1).
Solution E. 12.12. In the solution of E.9.15 we saw that

VI=(z,y)n(z*+1, 2% +y).

Therefore, by T.6.9.4,

View = VD) = @ 9@y

Since f = 22 + 5z, we have £ € \/T(, .

Solution E. 12.13. From the solution of E.9.18.2, it follows that the minimal
primes of I are (z, 2), (z, y) and (y, 2).

Since y is invertible in R[z,y, 2](s,»), from E.9.18.3 we obtain that

I(z,z) = (.’172, z)(ac,z)-
Thus, by T.6.13.3,
AP = (R[.’L', Y, z]/I)P = R[.’L', Y, z](w,z)/I(z,z)
= R[xa Y, Z](Z,Z)/(xQ’ z)(z,Z) &~ (R[xvy]/(xz))(m)'

Solution E. 12.14. We know that I = (z — yz, yz? — y).
Since 2% — 1 is invertible in S~!A, we have

S_l(A/I) = K[J),y, z](z,y)/I(x,y) = K[xa Y, z](x,y)/(l‘y y)(z,y) = K(z)

Solution E. 12.15. We know that I = (22 — yz, zz — yz, y> — yz).
Since z and y — z are invertible in S~!A, the equalities

G2 =2@—7) =0

in A yield
Thus,

S
I
=8|
I
o

S71A ~ Q(2).
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Solution E. 12.16. It is sufficient to prove that each simple tensor % ® % is

" P
zero in Z, Qz (Zyp/Z).
As b € Z, we have
a b ap™ b a mph a —
ﬁ p_m=pnlj-m®p_m=pn+m I;m=pn+m®b=0

Solution E. 12.17. 1. The homomorphism ¢: S™'A — T—1 A defined by

(5)=3

“\s) 7%

is well-defined and verifies ¢(T7) C (T~ A)* by hypothesis.
By the universal property, ¢ induces a homomorphism

P: TN (STIA) — T A

and a commutative diagram

q
"
-
\
B
1

STA— T (571 4).

Note that ¢ (%) = 0 if and only if there exists ¢ € T such that ta = 0.
Consequently,

t
as(t)g = ;“ =0, with og(t) € T

Moreover, for any ¢ € T~' A we can write ¢ = ¢ (%) p(os(t)) "

As a result, @ is an isomorphism by T.6.5.

2.Let U={st:s€S and teT}.

It is easy to verify that U is a multiplicative subset containing both S and T'.
By part 1, we obtain

os(U) ™M ST'A) ~ U A~ op(U) 1T A).

Now, we prove the isomorphism o5(U)~}(S71A) ~ o5(T)~1(S71A).
Consider the homomorphism

ol

$: S71A — 0g(T)"1(S7A), defined by o (S) -

For any ¥ = %t € og(U), we have

o(5)

»—Alwlm =
= [=1g
»—Alwlcn =
r—t|e¢-|m 1%
Il
|—A|ev~||—n|eo.
Il
[y
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It follows that og(U) C (os(T)~1(S71A))*.
By the universal property, we obtain an induced homomorphism

¥: og(U)H(STTA) — o5(T) (S A),

which is obviously surjective.
To prove that v is injective, note that if ¥ (%) = 0, then there exists t € T'

such that 2.2 = £ =0 in S~ A. Thus, there exists s; € S such that s;ta =0

in A. Hence, os(s1t)% = 0 with s;t € U.
Finally, the desired isomorphism is a consequence of T.6.5.

A similar argument provides the isomorphism
or(U) ™ H(T71A) ~ or(S) Tt A).
Therefore, we can conclude that
os(T)"H(STrA) 2 U A~ or(S)"H (T A).

Solution E. 12.18. By definition, Z; = {s% € Q: a € Z, n € N} = §71Z,
where S is the multiplicative subset consisting of all powers of 2.

If p # 2, then (p) NS = 0. Thus, S~*(p) = (p)Zz is a prime ideal of Zs.
Since 2 € Zy \ (p)Z2, we can define

a ¢ ac
f:Z9 % Z(p) — (Z2)(p)Z27 f( ) =

n'd)  2nd’
for any a,c € Z, n € N, and d & (p), see E.12.17.

It is easy to verify that f is a Z-bilinear map.
Hence, we obtain a commutative diagram

f
Ly X Lpy —— (L2) )z,

Lo @z Lp)
Since
a ®c_ 1 ®ac2”_1® ac
n T d  2n T don dzn

and f is obviously surjective, it is not hard to prove that f is an isomorphism.
If p = 2, we consider the following commutative diagram

Zg X Z(z) g_) Q
7

Ly @z, Lz),
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ac

which is induced by g, where g is defined by g (2%, 5) = 5ng-
The conclusion follows from an argument similar to the one used in the
previous case.

Solution E. 12.19. 1. If a € A is such that og(a) = 0, then there exists s € S
such that as = 0. Hence, a = 0, since s ¢ D(A).

Moreover, if T' O S, then T contains at least one zero-divisor b such that
bc = 0 for some ¢ # 0.

Thus, or(c) = ¢ = 2 and o7 is not injective.

2. Let ¢ € Q(A), and assume it is not a zero-divisor. Then, ¢ is not a

zero-divisor.
We claim that a & D(A). Indeed, if ab = 0 for some b € A, then
and therefore, 05(b) = & = 0. The injectivity of o5 yields b = 0.

Thus, a € S and £ is invertible.

3. Assume A = A* LID(A). Then, S = A*, and og(as™') = 22— = ¢ for any
2eSA
Thus, og is surjective and the conclusion follows from part 1.
4. When D(A) = {0} and S = A\ {0}, every non-zero element of Q(A) is
invertible by part 2, hence Q(A) is a field containing A by part 1.

Now, let K be a field containing A. Then, each element of S is invertible

in K, and, by the universal property, the inclusion of A in K induces an
inclusion of Q(A) in K.

Solution E. 12.20. Let S = A\ p, and consider the homomorphism defined by

=g

S
I

o

S}

fr A A, T A /pA,.
It is easy to verify that Ker f = p, hence f induces an injective homomorphism

_ a
g: Alp — A, /pA,, a— I+pAp.

Now, let S = A/p\ {0}. Then, for any 5 € S, we have g(5) € (4,/pA,)",
and g induces a homomorphism

: Q(A/p) =5 (A/p) — Ap/pA,

such that the diagram

A—2 - 4,
| )
Afp —T— Ay /A,
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is commutative.

Each element A,/pA, can be written as ¢ + pA, = g(@)g(s) . Moreover, g
is injective.

The conclusion follows from T.6.5.

Solution E. 12.21. Since A is a domain, the inclusion A, C Q(A) holds for
any a # 0.

Let (0) = po, p1,-..,pr be the distinct prime ideals of A.

If k=0, then A is a field and A, = A = Q(A) for all a # 0.

Otherwise, if £ > 0, consider the set ﬂle p;. If this intersection is zero, then,
by T.1.12.2, ﬂle p; = po yields p; = po for some ¢ > 0, which contradicts
the hypothesis.

Therefore, we can take 0 # a € ﬂle p; and consider the ring A,. Since
piAs = A, for any ¢ > 0, the only prime ideal of A, is the zero ideal. Hence,
A, is a field containing A.

Since Q(A) is the smallest field containing A, we obtain Q(A) C A, also.

Alternatively, to prove the non-trivial inclusion take 2 € Q(A) and consider

the ideal +/(c).

Since i
ac ﬂpig m pi =/ (c),
i=1 i cEp;
there exists ¢ € N such that a® = dc for some d € A.
This immediately yields IZ) = Z—‘f, and accordingly, Q(A) C A,.
Solution E. 12.22. 1. At first, we prove that

By T.1.12.2, we have D(A) D p; for all 4. Therefore, D(A) 2 J-, ;.

To prove the opposite inclusion, note that @ € D(A) if and only if there
exists b € B such that b # 0 and ab € p; for all . Since b # 0, there exists
such that b & p;. Thus, a € p;.

Now, let S = A\ U}, p;. Then, Q(A) = S~ A, and the maximal ideals of
Q(A) are exactly the ideals S~'p;, see the remark after T.6.8.

From T.6.13.3 it follows that

S~HA/ps) ~STTA/S
is a field containing A/p;, since A/p; is a domain, for alli =1,...,n.

Moreover, since S C A \ p;, we can consider S~1(A4/p;) as a subring of
Q(A/p;), see the proof of T.6.19.6.

By E.12.19.4,
STH(A/pi) = Q(A/p).
By T.6.13.2, we know that ()., S™'p; = S~ (N, ps) =0in S1A.
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Hence, by the Chinese Remainder Theorem,

Q(A) = 571 A ~ EBS LA/S ™ EBS (A/p:)
~ @Q(A/p_i) o~ @Q(B/m)-

2. We have A ~ Clz,y]/(z) N (y) and D(A4) = (Z) U (v).
By part 1,
S™1A ~ C(z) ® C(y).

3. The ideal (z2 — y3) is prime, and therefore, D(A) = (0).

Thus, S71A = Q(A) is the quotient field of A.

Solution E. 12.23. The statement is true when B is a local ring, see E.10.22.
Consider the localization of B at one of its maximal ideals m, and assume

that K is finitely generated as a B-module.

Since K, = K is a finitely generated B,,-module, this contradicts E.10.22.

Solution E. 12.24. The ring A is a domain, and the A-module structure of
Q(A) is defined by restriction of scalars via the localization homomorphism
A — Q(A).

1. Observe that, by E.12.17, we have Q(A4) = K(z).

Since m =z for any m € Q(A), we have Q(A) = (x)Q(A), and therefore,
Q(A)/(x)Q(A) = 0, which is finitely generated.

2. Assume that Q(A) is a finitely generated A-module.

Since A is local with maximal ideal (z) and Q(A) = (z)Q(A), by Nakayama’s
Lemma, we have Q(A) = 0, but this is a contradiction.

Solutlon E. 12.25. 1. Let s € Ann M N S. Then, for any 2 € S~'M we have
™ =9 that is, ST'M = 0.

2. Let M = (mq,...,m,).

Since S™'M =0, for any i = 1,...,r there exists s; € S such that s;m; = 0.
Letting s = [[;_, si, we have s € AnnM N S.

3. Take A=Z and S = {2": n € N}. Consider the A-module

M=@z/@2").
neN

It is easy to verify that Ann M = 0, hence SN Ann M = 0.
For each element a: € S~ M there exists k € N such that a can be written as
ag ak P i+l .
o= (s—,...,s—,O,...,O,...), with a; € Z/(2'"") and s; € S for all .
() k

Obviously, 2¥*t1a = 0, hence S™'M = 0.
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Solution E. 12.26. Note that

(1) = (fn: h € H) C/(fy": h € H),

for any choice of integers ny,.
It follows that (f;": h € H) = A.

Since m = 0 in My, for all h, there exist integers ny such that f;'*m =0
in M. By the previous remark, we can write 1 as a finite sum of elements
ahf}?" with aj, € A.

Therefore, m = 1m =} ap f;""m = 0.

Solution E. 12.27. 1. This immediately follows from E.12.25.1 and 2.
2. By T.6.12, the sequence

0— M, — M, — M, —0

is exact for any p € Spec A.
Hence, M, # 0 if and only if either M, # 0 or M, # 0.

3. Let p € Spec A. By T.6.14.2, we have

Since A, is a local ring, the module M, ® 4, N, is non-zero if and only if
M, # 0 and N, # 0, see E.11.11. The conclusion easily follows.

Solution E. 12.28. 1. By E.12.27.1, since M is finitely generated, we have
that M) = 0 if and only if there exists s € (Z\ (p)) N Annz M, i.e., if and
only if

(60) = Annz M ¢ (p).

Therefore, M,y # 0 only for p = 2,3, 5.
2. Since 10 ¢ (3), we have

Mz) =~ (Z/(10)) 3y @ (Z/(12)) 3y = (Z/(12)) 3y »

and (Z/(12)) 5y ~ Z/(3) as already seen in E.12.4.5.
Solution E. 12.29. 1. By the properties of tensor product

M ~ A/(xyz - Z27 ny - 47 Yz, r — y2),
which is isomorphic to

Al(@y? —4, 2 — % yz, %) ~ Af(z — 9%, y* — 4, yz, 2°)
=~ A/(.’L‘ _y2’ y4 _4, Z),

because the S-polynomial of y* — 4 and yz is —4z.
Thus, M has dimension 4 over Q.
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2. Recall that, since M is finitely generated, M, # 0 if and only if p © Ann M,
see E.12.27.1.
Since Ann M = (z — y?, y* — 4, 2) and

VAmM = /(2 -2,32-2,2) N/ (z+2, 42 +2, 2) = p1 Np2

is the intersection of two maximal ideals, the only primes containing Ann M
are p; and po. Thus, Supp M = {p;, p2}.

Solution E. 12.30. Let m C A be a maximal ideal.

If I, =0, then Ann I ¢ m by E.12.27.1.

On the other hand, if I, = Ay, then I ¢ m, and therefore, I + AnnJ ¢ m
for every maximal ideal m of A. Hence,

I+ Annl = A,

and there exist ¢ € I and j € Ann [ such that i 4+ j = 1.

Note that ¢ # 0, otherwise j = 1 and I = 0, which contradicts the hypothesis.
Moreover, i = i(i + j) = i? is idempotent.

Finally, for any a € I, we have a = a(i + j) = a3, that is, I = (3).

Solution E. 12.31. 1. Obviously, 1 € S. Moreover, if (¢1,p) = (g2,p) = 1, then

(91g2,p) = 1. It follows that S is closed under multiplication. We also note
that 0 ¢ S.

Alternatively, we can observe that S = Q[z] \ ((z — 1) U (2% + 2)), where
(z — 1) and (22 + 2) are prime ideals.
2. Reasoning as in E.12.4.1 and 2, we find

A= {5 € Q(z): (9,p) = 1}-

The prime ideals of A are in one-to-one correspondence with the prime ideals
p of Q[z] such that p NS = (. Since all non-zero primes of Q[z] are principal
and generated by irreducible elements, the only prime ideals of A are

p1=(0), p2 = (z—1), and ps=(z°+2).

Obviously, the maximal ones are py and ps.
3. Clearly A/(0) ~ A, and note that

AJIA ~ S~H(Qlz]/I)

for any ideal I of Q[z].
Hence, A/(z —1)A~ S71Q ~ Q and

A/(z® +2)A~ S5 (Qz]/(2® +2)) ~ Q(V-2).
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4. Let p1, p2, and p3 be the ideals computed in part 2.
It is clear that A/p; ®4 A/p; ~ A/p;, and we described these rings in part 3.
In the remaining case, since (z — 1) and (22 + 2) are comaximal, we have

Alp2 ®4 Afps ~ A/(p2 +p3) = 0.

Solution E. 12.32. Let A = A/I, M = M/IM, and m = m/I for any
m € Max A containing I.
It is sufficient to prove that the A-module M is trivial.
Since the maximal ideals of A are exactly the maximal ideals of A containing
I, it is enough to prove that M = 0 for all maximal ideals m D I, see T.6.15.
This holds, because
My ~ My /IM,, = 0.

Alternatively, we can assume, by contradiction, that IM C M and take
m € M\ IM. Then,
ICIM:m#A.

Let m be a maximal ideal such that IM : m C m. Since, by hypothesis,
M, =0, we have T = 0, and hence, there exists a € A\ m such that am = 0.
This contradicts the choice of m.

Solution E. 12.33. 1. Since prime ideals of A, are in one-to-one correspondence
with prime ideals of A contained in p, the minimality hypothesis implies that
pA, is the unique prime of A,.

Therefore, it is the nilradical of A,.

2. Let a € p. Then, by the previous part, § € A, is nilpotent. Hence, there
exists s € A\ p such that sa™ = 0 for some n € N;. Let n be minimal with
that property, then sa™~1 # 0.

It follows that a is a zero-divisor.

3. By T.6.17.1, being reduced is a local property, hence A, is reduced. By
part 1, this yields pA, = N(4,) =0.
Therefore, the zero ideal is the only maximal ideal of A,, which is then a field.

Solution E. 12.34. Since 1-1 € S, we have 1 € S.
Let s,t € S. Then, there exist a,b € A such that as, bt € S. Since S is
multiplicative, we have asbt € S.
By definition, this implies that st € S, and this proves that S is a multiplicative
subset.
Now, assume st € S. Then, ast € S for some a € A.
Therefore, (at)s = (as)t € S, which implies s,t € S.
Solution E. 12.35. 1. Obviously, 1 € f~1(T).
Moreover, a, b € f~1(T) yields f(ab) = f(a)f(b) € T, that is, ab € f~1(T).

2. Let a € f~1(T). Then, there exists b € A such that ba € f~1(T), that is,
f()f(a) = f(ba) € T.
Since T is saturated, we have f(a) € T, that is, a € f~1(T).
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3. Assume that f~1(T) is multiplicative. Then, 1 € T.
Since f is a surjective homomorphism, for any s, t € T, there exist a, b in
f~Y(T) such that f(a) = s and f(b) =t.
Since f~1(T) is multiplicative, we have ab € f~!(T'), and thus, st = f(ab) € T.
Now, assume that f~1(T) is also saturated.
Let s € T, and let t € B be such that st € T.
By hypothesis, there exist a, b € A such that f(a) = s and f(b) = t. Then,
ab € f~Y(T) implies a, b € f~1(T) = f~1(T).
Hence, s = f(a) € T.
Solution E. 12.36. 1. The first statement immediately follows from the fact
that 1 € S.
If a, b € IS, then there exist s, t € S such that as, bt € I, and hence
(a + b)st € I. Moreover, cas € I for any ¢ € A.
Thus, a + b, ac € I°.
Alternatively, we can observe that, for any ideal I of A, T.6.7.1c immedi-
ately implies I° = I°® with respect to the homomorphism og.
2. We have o5(a) = ¢ = 0 if and only if there exists u € S such that au =0,
that is, if and only if a € (0).
3. Let a € I°. Then, there exists s € S such that as € I C J, which implies
a€Js.
4. By part 1, we have I° C (I°)S.
To prove the opposite inclusion, let a € (I°)°. Then, there exists s € S
such that as € I°. Hence, there exists ¢ € S such that ast € I.
Since st € S, we obtain a € I°.
5. By part 1, we have IJ C I°JS, and hence, (IJ)S C (I5J%) by part 3.
To prove the opposite inclusion, let a =), a;b; € I SJS with a; € I® and
b; € J® for all 3. Then, for all 4, there exist s;, t; € S such that s;a; € I and
tib; € J.
Let u = [], s;t;- Then, we have ua € IJ, which yields a € (IJ)%, and thus,
I5J% C (1J)5.
It immediately follows that

(I57%)% S (IN)®)% = (1)*

by parts 3 and 4.
Solution E. 12.37. The proofs of parts 1 and 2 are analogous to those of
E.12.36.1 and 3, respectively.
3. Part 1 yields 05'(Q) C 05" (Q)5.

To prove the opposite inclusion, take q € agl(Q)S . Then, there exists
s € S such that ¥ = gs(sq) € Q.
Hence, { € Q and q € a;l(Q).
4. Since any submodule of S™'M is equal to S~ N for some submodule N of
M, the statements immediately follow from part 3.
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5. The proof is analogous to the one of E.12.36.4.
6. The statement immediately follows from part 4 and T.6.13.2.
7. This follows from part 4 and from

05" (S7TIN) + o5 (S7'P) Cog' (SN + S7'P).
Solution E. 12.38. Consider the multiplicative subsets
Sa={18" €7Z/(200): n € N} and Sp={6" € Z/(200): n € N}.

By T.6.19.3, we have

Ss=(z/o0)\ | »=@/@0)\ | p=5a.

pNSp=0 2,3¢p

Hence, by T.6.19.6,

(Z/(200))1g = S5 (Z/(200)

) =S, (Z/(200))
=35 (2/(200) = 55

(Z/(200)) = (Z/(200))5.

Moreover, S5 (Z/(200)) ~ S5 (Z/(8)) x S5 (Z/(25)), and since 2 € S,
we have S5 (Z/(8)) = 0.
Finally, the homomorphism o3 _: Z/(25) — §1_31 (Z/(25)) is surjective, see
E.12.5, and injective because 5 ¢ S, see E.12.36.2.
Therefore,
571 (Z/(200)) ~ S5 (Z/(200)) ~ Z/(25).
From E.11.3 we obtain C ~ Z/(25,40) ~ Z/(5).

Asaresult, A~ B#C.
Now, consider the homomorphism

@: Lsy|x] — (Z3))e defined by o(z) = é_

The kernel of ¢ contains (6z — 1). Since 6z — 1 has degree 1 and is primitive,
it is irreducible in Zs)[x]. Hence, Ker ¢ = (6 — 1).
Moreover, ¢ is surjective, because every element of (Z(3))s can be written as

o = ap(a) = p(az®).

Thus, D ~ (Z3))s-

Alternatively, we obtain D =~ (Zs))¢ as a special case of E.12.8.

Finally, Z(3) is a local ring with unique maximal ideal generated by the

image of 3. In (Z(3))6 we have % = %, that is, 3 is invertible. Consequently,

(Z(3))s € Q is a field containing Z. Therefore, D ~ Q # A, B, C.



17.5 Chapter 12 343

Solution E. 12.39. Note that, by T.6.3.2, U~1A # 0 implies that there exists
q € Spec A such that UNq =0 (why?).

By T.6.19.1, 3 and 6, we can assume without loss of generality that
S=8=A\p,

for some p € Spec A.
If p is not minimal, then p properly contains at least one q € Min A. Hence,
S =A\pC A\ q is not maximal.

Conversely, let p be a minimal prime of A. Define S = A\ p. Suppose, by
contradiction, that there is a multiplicative subset T" such that T' 2 S and
T-1A#0. By T.6.19.1, 3 and 6, we can assume, without loss of generality,
that T is saturated. Hence,

T=A\ U q.

gESpec A

qNT=0
IfqNT =0, then g C A\T C A\ S = p, contradicting the minimality of p.
Solution E. 12.40. By T.6.19.3, we have that V = {2"3™},, ,,en is the
saturation of both S and T'. Therefore, by T.6.19.6,

S~ 'z=v'z=T"17.

Solution E. 12.41. 1. By T.6.19.3, it is sufficient to prove that

A\S = U q= U p.

aNS=0 peV(I)

Obviously, if p € V(I), then p NS = 0, otherwise 1 € p. This implies the
inclusion 2.

To prove the opposite inclusion, let q be a prime that does not intersect S.
In this case, (I,q) # 1, otherwise there would be some a € I and b € q such
that a +b =1, that is, b=1—a € qN S, which is a contradiction.
Therefore, there exists a prime q' 2 (I, q), which implies q C ¢’ € V(I).

2. For any prime p of A we have Sy Np = 0 if and only if f & p.
Hence, we can write S; = A\ Upgp b-

Therefore,
S;=A\{JrcaA\Ja=5,
fép 9¢4q

if and only if U, b 2 U, g, 9, i-€., if and only if, for any prime g which does
not contain g, we have q C (J;4, .

By T.1.12.1, this is equivalent to saying that q C p for some prime p not
containing f.
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We can conclude that Sy C S, if and only if, for any prime ideal q, g & q
implies f ¢ q. This is equivalent to saying that, for every prime p, if f € p,

then g € p, i.e.,
ViH=Nr2Na=V(9

fep g€q

Solution E. 12.42. 1. The primes of A, are in one-to-one correspondence with

the primes of A contained in q. These primes correspond to the primes I of

K|z, y] such that (z, y) 2 I D (z* —4?), and thus, I 2 (z+y) or I D (z — ).
Note that if (z, y) DI 2 (z £ y), then I = (z,y).

Indeed, there is an isomorphism K|z,y|/(z + y) ~ K|z], which sends (Z, 7)

to (z), and, in K|z], there are no prime ideals between (0) and (z).

Therefore, the only primes of A, are (z —y)Aq, pA,, and qA,, which is the

unique maximal ideal.

2. Let S = A, \ pA,.

In the localization S~'A,, there is only one maximal ideal, namely S~ (pA,).
Moreover, since char K # 2, we have z — y ¢ (z +y) and “7¥ € S. Thus,

o= (52)- (2

is the zero ideal, and therefore, S™'A, is a field.
To describe this field, note that (A4),4, ~ A, by E.12.17.
Furthermore,

S7H(@® = y%)q) = ST (z +v)q)-
Hence,
(Aq)pa, = Ap ~ S (Klz,y]/(2® — 7))
~ ST K[z,y]/S™ (z® —y®) ~ ST K|z, y]/S " (z + y)
~ S (K[z,yl/(z +y)) ~ K(z).
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Solution E. 13.1. 1. Let (a), (b) C Z. Then, we have (a) C (b) if and only if
b | a. Therefore, any strictly ascending chain starting with (a) has at most as
many elements as the proper divisors of a.

For the same reason, given an element a # 0,+1 of Z, there exists an
infinite descending chain (a) 2 (a?) 2... 2 (a*) 2 ...

2. It is sufficient to observe that A is a field isomorphic to R(y/—2) ~ C.

Solution E. 13.2. Since K is Noetherian and Artinian, and V ~ K", we have
1=2and 1= 3by T.7.2.3 and T.7.3, respectively.

We show that 2 => 1 and 3 = 1. Assume that V has infinite dimension. Then,
there exists a set {v; }nen of linearly independent vectors of V. As n varies
in N, the subspaces V;, = (v1,...,vs)k, respectively W,, = (vp, Unt1,-- ) K,
form an ascending, respectively a descending, chain of subspaces of V' which
is not stationary.

Solution E. 13.3. We want to show that if M, N, and P are A-modules, and

0—N-SML P50

is a short exact sequence, then M is Noetherian if and only if both N and P
are Noetherian.

Assume M is Noetherian, and let N’ a submodule of N. Then, N’ ~ f(N’)
is a submodule of M, and thus, is finitely generated.
Analogously, given a submodule P’ of P, the submodule g~*(P’) of M is
finitely generated, and thus, P’ = g(g~1(P’)) is finitely generated.
Conversely, assume N and P to be Noetherian, and consider a submodule
M’ of M. Then, g(M’) and f~}(M’ N f(N)) are submodules of P and N,
respectively, and therefore, are finitely generated.
Hence,

M'Nf(N) = f(fTH M N F(N) = F7H (M0 f(N))
is finitely generated. Applying E.10.29 to the exact sequence

0— M'Nf(N) = M 22 g(M') — 0

the conclusion follows.

Solution E. 13.4. 1. Consider the ideals H; = Ker (). Since A is Noetherian,
the chain H; C H; C ... is stationary, and there exists a positive integer n
such that H, = H,41.

Let a € H;. We need to show that a = 0. Since ¢ is surjective, also ™ is
surjective, and there exists b € A such that ¢"(b) = a.

Hence, ¢"*1(b) = p(a) = 0, that is, b € H,,,; = H,,, and thus, a = 0.
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2. Since ¢ is surjective, p(I) is an ideal of A for every ideal I C A.
As (INJ) C o(I)Ne(J) always holds, it is sufficient to prove the opposite
inclusion. Let a € ¢(I) N ¢(J). Then, a = ¢(i) = ¢(j) for some ¢ € I and
j € J. Hence, ¢(i — j) = 0. Since ¢ is injective by part 1, i =35 € INJ.
3. In general, when A is not Noetherian, neither of these statements are true.
As an example, consider the ring A = KJz;: ¢ € N;], and let ¢ be the
endomorphism defined by ¢(z1) =0 and ¢(z;) = x;—1 for ¢ > 1. Then, ¢ is
surjective but not injective.

Now, consider the ideals I = (z1 + z2) and J = (x2) of A.
Since I and J are principal and generated by coprime elements, I NJ = I.J.
Therefore, (I NJ) = (p(z1 + 22)p(z2)) = (z2), while o(I) N (J) = (z1).
Solution E. 13.5. Since A is Noetherian, [ is a finitely generated A-module.
By Nakayama’s Lemma, there exists an element b € A such that b=1 mod I
and bl = 0.
Let a=1—-0b¢€ I. Then,

(a) CI=1-T=(a+b)I=alC(a),

which shows I = (a).
Moreover, a is an idempotent, since 0 = ab = a(1 — a).

Solution E. 13.6. It is easy to verify that the sequence

0 — Ny NNy — M L5 M/Ny & M/N,,

where the first homomorphism is the inclusion, and f is given by the natural
projections, is exact.

Therefore, M /(N1 N N3) ~Im f C M/N; & M /N, and all these modules are
Noetherian, see T.7.2.2 and 3.

Solution E. 13.7. If M is Noetherian, then any quotient of M is Noetherian,
see T.7.2.2.

Conversely, suppose that M /?M and M/g?M are Noetherian A-modules.
By E.13.6, it is enough to prove that fM Ng°M = fg°M = 0.
The containment fM Ng2M 2 fg2M is obvious.

To prove the opposite inclusion, note that, by hypothesis, there exist
polynomials r, s € K[z] such that rf + sg? = 1.
Let m € fM Ng°’M. Then, m = afm; = bg°n;, with a,b € K[z] and
mi,Ny € M.
Therefore,

m = (rf + sg?)m =7f(bg°n1) +5g%(afm1) = (rb fg®)n1 + (5afg2)my

belongs to fg°M.
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Solution E. 13.8. Note that, by hypothesis, d # 0.
1. Since (d) = IJ, we have d = Ele figi for some f; € I, g; € J, and some
integer k. Let J = (g1,...,9k). Then, (d) CIJ C IJ = (d).

2. We will show that every ideal 0 # I of A is finitely generated.

Let J be the finitely generated ideal from part 1. For every f € I and every
i, we have fg; € IJ = (d), and thus, fg; = h;d for some h; € A. Moreover,
fdel J, , and therefore,

k k k
fd=1> figi =) fi(fa:) =d)_ fih.
=1 =1 =1

Since A is a domain, f = Ele fih; and I = (f1,..., fr).
Solution E. 13.9. 1. It easily follows from the linearity of f and g.

2. Let m4: Axg B — A and ng: A Xx¢g B —> B be the natural projections.
We first prove that they are surjective. Since f and g are surjective, if a € A,
then f(a) = c for some ¢ € C, and there exists b € B such that g(b) = ¢ = f(a).
Therefore, (a,b) € A x¢ B and w4(a,b) = a.

In a similar way we can prove that 7p is surjective.

By E.10.3, the ideals of A and B are the (A X¢ B)-submodules of A and
B, respectively. Then, since by hypothesis A and B are Noetherian rings, A
and B are Noetherian as (A X¢ B)-modules. Hence, A x B is Noetherian
as an (A X¢ B)-module, and A X¢ B, being a submodule of a Noetherian
(A X¢ B)-module, is also a Noetherian (A x¢ B)-module by T.7.2.2, i.e.,
(A x¢ B) is a Noetherian ring.

Solution E. 13.10. Note that, if m = 0, then A is a field and all statements
are obvious. Thus, we can assume m = (m) # 0.

1. Assume that every non-zero element of m admits such a factorization.
Suppose, by contradiction, that there exists 0 # a = um®, with v € A* and

a € () m™ Then, a € m™ for all n, and we have
neN

m* C (a) Cm™ Cm* for every n > k.

Therefore, for n > k, we have m® = mF, which implies m* = bm™ and
mF(1 —bm™*) = 0. Since 1 —bm™~* is invertible by T.1.15, we have m* = 0,
and then, a = 0, and we have found a contradiction.

Conversely, assume [| m™ = 0. Let 0 # a € m, and let k be the largest
neN

exponent such that a € m*. Then, a = um” for some u & m. Since A is local,
u is invertible.

2. Let I C A be a proper ideal. Then, I C m and, by part 1, every a € I can
be written as a = umF, where u € A*.
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Hence, a € I implies m* € I for some integer k. Let h be the smallest

exponent such that m” € I. Then, I D m”, and every a € I can be expressed

as a = um* = umF~rmh e mh.

3. We prove that, if A is Noetherian, then every 0 # a € m admits a
factorization a = um®. The conclusion will follow from parts 1 and 2.

Let 0 £ a = bym € m. If b; is invertible, we are done. Otherwise, there exists
by € A such that b; = bym € m, and thus, a = bom? and (b1) < (b2).
Proceeding in this way we construct an ascending chain

(b)) S (b2) S C (ba) ...

of ideals of A, whose generators are such that b;m’ = a for all 3.

If all b; are non-invertible, the chain is infinite, which is not possible since A
is Noetherian.

Thus, there exists a by which is invertible and such that a = bymF.

Solution E. 13.11. Every ideal of an ascending chain C of prime ideals of A is
contained in a maximal ideal m¢ which is principal by hypothesis. Localizing
A at me, by T.7.2.7 and applying E.13.10, we obtain that every non-zero
ideal of Ay, has the form mEAy,,.
Thus, the length of the chain Cy,. of the localized primes of C is equal to 1 if
An, is a domain, 0 otherwise.

From the one-to-one correspondence between prime ideals of A and prime
ideals of its localizations, it immediately follows

dim A < sup{dim A,,: m € Max A} < 1.

Solution E. 13.12. Since, by hypothesis, M is Noetherian, we have that
M = (my,...,m,) is finitely generated.
We consider the homomorphism

p: A— M" defined by ¢(a) = (amy,...,amy,),

and we prove that Kerp = Anny M.
The containment Anny4 M C Ker ¢ is obvious.
To prove the opposite inclusion, we observe that if a € Ker ¢, then am; =0
foralli=1,...,n, and thus, a € Anng M.
Therefore,
A/Anng M ~Imep C M"™.

Since M is a Noetherian A-module, by T.7.2.2 we have that Imp C M™ is a
Noetherian A-module. Hence, A/ Anny M is Noetherian as an A-module and
as an A/ Anny M-module by T.7.2.6.

Solution E. 13.13. 1. Assume I + J C A. Then, there exists a maximal ideal
m such that I, J C I + J C m, and this contradicts the hypothesis.
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2. The ideal IJ is contained in both I and J, hence, by hypothesis, is
contained in every prime ideal of A, and thus, in the nilradical N'(A). Since
A is Noetherian, the ideal N'(A) is nilpotent by T.7.5.

Therefore, there exists n € N such that (IJ)" C N(4A)" =0.

Solution E. 13.14. 1. Let {g1, ..., gn} be a minimal generating set of I, where
n = p(I) > 1 by hypothesis.

Then, I? is generated by all distinct products g;g;, which are
Therefore, u(I12) < n?.

2. Since every ideal J of A is flat, by tensoring with J the exact sequence

—"("2+1) < n?.

0—I—A— A/ —0,
we have that the induced sequence
0—I®J—J—J/IJ—0

is exact.
We obtain a commutative diagram

0 I®J J J/IJ 0
0 1J J J/IJ 0,

where the last two vertical arrows are the identity homomorphisms.

From the Snake Lemma, or directly from T.4.20, it follows I ® J ~ IJ.
Now, let J = I. By E.11.10, we have u(I)? = p(I ® I) = u(I?), and

therefore, part 1 implies p(I) <1 for all I, i.e., A is a PIR.

To prove that A is a domain, let a,b € A be such that ab = 0. Then,

(a) ® (b) ~ (a)(b) = 0.

Since A is local, from E.11.11 it follows that either (a) =0 or (b) = 0.

Solution E. 13.15. 1. We have

\/j: n p; and \/_: m q;-

p;EMin I qj€Min J

Hence, if I and J have the same minimal primes, they also have the same
radical.
Conversely, let p be a minimal prime of I. Then,

qjE€EMin J

Since A is Noetherian, Min J is finite by T.7.10.2. Thus, there exists an ideal
q; € Min J such that q; C p, see T.1.12.2. For the same reason, there exists
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p; € MinI such that p; C q; C p. Thus, by the minimality of p, we have
b =qj.

We have proven that the minimal primes of I are minimal primes of J. The
conclusion follows exchanging the roles of I and J.

2. This follows from part 1 and the definitions of height and Krull dimension.
Observe that, for any ideal I, we have

ht I = min{htp: p € Min I},

and that the chains of prime ideals of A/I involved in determining the
dimension of A/I correspond to the chains of prime ideals of A that start
with one of the minimal primes of I.

Solution E. 13.16. Let [ g; be a minimal primary decomposition of Ann M.
=1

Since Ann M is 0-dimensional, the ideals m; = /4, are maximal, for all <.

By the first finiteness theorem T.7.5, there exist s; such that m}* C q;. For

each 7 choose s; minimal with respect to this property, and let

n
J=mi"n ﬂ m;e.
i=2

By construction, J ¢ Ann M, and thus, 0 # JM C M and Ann(JM) = m;.
Now, we prove that, if 0 # m € JM, then the submodule (m) C M is simple.
The homomorphism from A to (m) defined by 1 — m is surjective, and its
kernel is the proper ideal Annm D Ann(JM) = m;.

The conclusion follows from E.10.14.1.

Solution E. 13.17. Let p € Min A be a minimal prime.
Consider the decomposition of the nilradical

N(A)=\/@=Pﬂmpi

as a finite intersection of minimal primes, see T.7.10.3.

By the minimality of the ideals in the decomposition, we can choose b € (), p;

such that b & p. Then, b is not nilpotent, and bp C N (A).

Therefore, there exists n € N such that (bp)™ = (0), and we take a = b™.
Conversely, let p € Spec A and N (A) =, p;, where the ideals p; are the

minimal primes of A. If there exists a € A\ N(A) such that ap™ = 0, then

a"p™ =0 and ap C N(A). Then, since a ¢ N'(A), there exists p,; such that

a & p;. Hence, p C p;, because p; is prime.

From this and the minimality of p;, it follows that p = p; is a minimal prime.

Solution E. 13.18. Let I be a 0-dimensional radical ideal contained in J. Then,

we can write I = v/I = (), m; as a finite intersection of distinct maximal

ideals. Hence,



17.6 Chapter 13 351

J= (N, m:) +7 = (TI,mi) + 7 =TT (mi+ 9) = (), (mi + ),

where m; + J is equal to m; or to (1), depending on whether J is contained
in m; or not. From the previous equality, we obtain that if m; + J = (1) for

all i, then J = (1), otherwise J = [\ my. Thus, J is radical.

i: JCm;
We conclude by observing that A/J is isomorphic to a quotient of A/I, and
therefore, it is 0-dimensional whenever J # (1).

Solution E. 13.19. It is sufficient to find a decomposition of
VI = (z2t, yt, zyzt, ©2) = (yt, ©2).
We have VT = (z, y) N (y, 2) N (z, t) N (z, t).

Hence,
Min I = {(iE, ZI), (y, Z)v (:L', t)a (z’ t)}

Solution E. 13.20. 1. First, we observe that I = (z2z, z2y*t + 2293, zt?).
Then, we compute its reduced Grobner basis with respect to the lex order
with z > y > 2z > t, and obtain

{x?2, 223, xt?}.

Thus, I is monomial.

2. Repeatedly using T.2.6.1, we obtain
I=(z)N(a? )N (2% 2 )N (Y°, 2, 7).

It is easy to see that (z) N (22, t2) N (y3, 2, ?) is a minimal primary decom-
position of I, with

AssI ={(z), (z, ?), (y, 2, )} and Minl = {(z), (y, 2, t)}.

3. Since
/M= |J »oand NA/D= () m

pi EAss(0) ps €Min(0)

see T.7.10.3, from part 2 we have
D(A/I) = (z, ) U (¥, 7, t) and N(A/I) = (g, Z, t) N () = (7Y, 77, =t).

Solution E. 13.21. 1. We have (2% — 3z%) = (z2?) N (2® — 3). Hence, in
Q[z]/(z5 — 32?), we have

Ass(0) = {(E), (ﬁ——:s)}

and Min(0) = Ass(0).
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In the ring A, the prime ideals are
=@ @, p2=(7-3) @), =D& (@), and p=(D) ),

and they are all associated primes of (04) (why?).
Hence, by T.7.10.3,

N(A) = mpi = (w4 - 3$) @ (6) and D(A) = U P

i=1

2. Fori=1,...,4, write p, = q; D t;, and let S; = A\ p;. We will examine
the 4 cases.

Every element in S{'A of the form o, ((1,)) is invertible. In particular,
(1,0) € S; implies o3, ((@,b)) = 0s,((@,0)) in S;* A, and thus, it is sufficient
to consider pairs with second coordinate equal to 0.

Hence,

Si'A =~ (Qlz]/(2° - 32%))q, ®0
~ (Qz]/(2*))q, ® (Qlz]/(2® - 3))q, = (Qlal/(2%)) (@) = Qla]/(z?).

In particular, S; ! A contains a non-trivial nilpotent, and therefore, is not a
domain.

Analogously,
Sy ' A~ (Qlz]/(2° — 3¢%))q, ® 0= (Qlz]/(2® ~ 3)) o_s) = QV)
is a field.

Finally, for i = 3,4, we have
S71A~00(2/(12),, ~ (Z/(4),, @ (Z/(3)),, -
Thus,
Sy A (Z)@) ) ~ L)), S A= (Z/(3))e ~Z/O),

and only the latter is a field.

Solution E. 13.22. 1. Let p be a prime ideal containing I. Then, either
p2(I,3)orp2(I5).

It is easy to see that (1,3) = (y — 2, (z+ )3, 3) = (y — 2, (z + 2)3, 3) and
(1,5) = (2 — 4, (z +y)?, 5). Let

m=(x+2,y—-2,3), mg=(z+2,y—2,5) and mzg=(x—2,y+2,05).

These ideals are maximal, and thus, pairwise comaximal. Observe that

\/(1,3) =mj.
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Moreover,

(I,5) = (z+2, (z+v)3 5)Nn(z -2, (z+y)> 5)
=(x+2 (y—2)35N(x-2 (y+2)35).

The ideals in this intersection are primary, since their radicals are ms and mg,
respectively.

By T.7.10.3,
D(A) =m; Umy Umg.

2. Since (9) and (5) are comaximal, also q; = (I, 9), g2 = (z + 2, (y — 2)3, 5)
and q3 = (z — 2, (y + 2)3, 5) are pairwise comaximal.
Therefore, I = q; N g2 N qs and

A~Alq1®A/qa @ A/qs
ol Z[x,y]/ch @ Z[.’E, y]/q2 @ Z[mvy]/q3
~ Zlz,y]/(1,9) @ Z/(5)[y]/(y — 2)* ® Z/(5)[y]/ (y + 2)°.

3

Note that Aw, ~ € (A/4;),,, and (4/q;),, = 0foralli # j, because q;  m;.
j=1

Therefore, for all i = 1,2,3 we have (A/q;) m; = Am;, and none of these rings

is a domain because they all contain non-zero nilpotents.

In conclusion, A, is not a domain for all p € Spec A.

Solution E. 13.23. 1 = 2. Since I is 0-dimensional, we can write v/I = N, mi

as a finite intersection of distinct maximal ideals. Therefore, V(I) is a finite

union of points, and, by T.3.17, d = dimg A/I < oco.

Thus, for all ¢ there exists a non-trivial K-linear combination Z _00ijT =0,
il-

and the polynomials h;(z;) = Zj 0 a”x’ are non-zero elements of I N K[x
2= 1. Let 0 # h;(z;) € I N K[x;], and let deg(h;) = m;. Then,

{azt - coxlh o t; <my for all i}

is a generating set of the K-vector space A/I.
By T.3.17, the associated variety V(I) is finite, and the conclusion follows
from T.3.19.

Solution E. 13.24. Observe that, since the ideal I is 0-dimensional, by E.13.23,
the polynomials h; exist. Moreover, they can be computed using T.2.25.
The ideal (v/h1,...,v/hy) is 0-dimensional, again by E.13.23, and radical by
E.8.60.

Since for all 4, we have v/h; € VI, we obtain

(\/h’_la . \/_ I \/_1’ . ,\/E)Q\/TQK[xl,,wn]

The conclusion easily follows from E.13.18 with J = (I,v/hy,...,vhy).
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Solution E. 13.25. 1. Let 0 2 m € M be such that Annm is maximal in X,
and let a, b in A be such that ab € Annm.

If bm = 0, then b € Annm. Otherwise, (1) 2 Ann(bm) D Annm.

Then, since Annm is maximal by hypothesis, we have Ann(bm) = Annm,
and therefore, a € Annm.

2. Let A be Noetherian, and let M # 0. Then, the non-empty family
Y ={Annm: 0#me M}

has maximal elements, which, by part 1, are elements of Ass M.

Solution E. 13.26. Let p = Annm, and let f: A — M be the homomorphism
defined by f(1) = m. Then, Ker f = Annm = p, and the conclusion follows
from homomorphism theorem T.1.9.1.
Conversely, suppose there exists an injective homomorphism j: A/p — M,
with m = j(1). If a € p, then am = aj(1) = j(a) = 0, which yields p C Annm.
To prove the opposite inclusion, let a € Annm. Then, 0 = am = j(a), and
since j is injective, we have a € p. Therefore, Annm C p.

Solution E. 13.27. 1. Let p € Ass N. Then, there exists j: A/p — N, which
is injective by E.13.26. Since foj: A/p — M is also injective, p € Ass M,
again by E.13.26.

Let p = Annm € Ass M. Then, there exists j: A/p — M, which is
injective and with 1 +— m. Consider j(A4/p) N Kerg.
There are two cases: if j(A/p) NKerg = 0, then go j: A/p — P is also
injective, and p € Ass P.
Otherwise, j(A/p) NKerg # 0, and there exists 0 # m; € j(A/p) NIm f.
Let m; = f(n) = j(a) = am for some 0 # n € N and a ¢ p. Then,
p = Annm = Ann(am). Indeed, clearly, Annm C Ann(am).

To prove the opposite inclusion, let b be an element such that bam = 0.
Then, ba € p, and we obtain b € p.
Since f is injective, we can conclude that

Annn = Ann f(n) = Ann(am) = p,

and that p € Ass N.

2. Since M # 0, we have Ass M # () by E.13.25.2. Let p; = Annm; € Ass M,
for some m; € M. Then, by E.13.26, there exists an injective homomorphism
ji: A/p1 — M. Define My = 0, and M7 = j1(A/p1) = (m1) C M. Then,

M; ~ Ml/Mo ~ A/pl

If M; = M, the proof is complete.

Otherwise, Ass(M/M;) # 0. Let po = Ann(mg) € Ass(M/M,;), for some
me € M. Let also My = (my,ms) 2 M;. By E.13.26, we know that there
exists an injective homomorphism ja: A/pa —> M/M;. If j5 is also surjective,
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then M, = M. If this is not the case, repeating these arguments, we construct
an ascending chain of submodules that satisfies the required properties.
Since M is Noetherian, this chain is stationary, and there exists ¢ > 1 such
that M; = M.
3.Let 0 = My C M; C ... C M; = M be as in part 2. We proceed by
induction on t. If t = 1, we have M ~ A/p, with p € Spec A, and thus,
Ass M = Ass(A/p) = {p}.

Now, by induction, assume that Ass M;_; is finite.
Since M;/M;_1 ~ A/p;, from the exact sequence

00— M;_ 1 — M; — Mt/Mt—l —0

and part 1, we obtain Ass My C Ass M1 U {p:}.
Thus, Ass M is finite.

Solution E. 13.28. Observe that N C M implies I C Ann M C Ann N, and
that N is an A-submodule if and only if N is an A/I-submodule.

Solution E. 13.29. Consider the descending chain of submodules
ImchImga2 2...2Imp"D....

Since M is Artinian, the chain is stationary, and there exists a positive integer
k such that Im ¢* = Im ¢**1. Hence, for any m € M, there exists m; € M
such that ¢*(m) = ©*T1(m;), that is, *(m — p(m1)) = 0.

The conclusion follows, since ¢, and thus ¢*, are injective.

Solution E. 13.30. 1. Let a € A\ A*. We will prove that a is a zero-divisor.
Consider the chain (a) 2 (a?) 2 .... Since d.c.c. holds, there exists an integer
k such that (a*) = (a**1). Thus, there exists b € A such that a*(ab—1) = 0.
Since a is not invertible, ab — 1 # 0.

Hence, a*, and consequently a, are zero-divisors.

2. Let m be the maximal ideal of A.

If S contains an element of m = N/(A), see T.7.13.1,then 0 € S,and S~1A = 0.
Otherwise, by part 1, every element of S is invertible, and therefore, og is an
isomorphism by E.12.2.

In both cases, og is evidently surjective.

Solution E. 13.31. We prove the statement by induction on n.
If n=1and myM =0, then my C Ann M and M is an A/m;-module, thus a
vector space. Since, by E.13.2, M is Noetherian if and only if it is Artinian,
the conclusion follows from T.7.2.6 and E.13.28.

Now, let n» > 1, and consider the exact sequence

0—m,M —M— M/m,M — 0.

Arguing as above, M/m,, M is an A/m,-vector space, and thus, it is Artinian
if and only if is Noetherian. Since (m; - --m,_1)m, M = 0, by the inductive
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hypothesis, we obtain that m,, M is Noetherian if and only if it is Artinian.
Since the sequence is exact, we can conclude using T.7.2.2 and T.7.3.
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Solution ToF. 14.1. True. An element a € A is not a zero-divisor in A/I if
and only if for any b € A such that ab € I, we have b € I.

Therefore, b € I : (a) implies b € I, and since I is always contained in I : (a),
the conclusion follows.

Solution ToF. 14.2. True. The product (p,q) — pq in Q[z] is A[z]-bilinear,
hence it induces a homomorphism defined by p ® g — pq for any p,q € Q[z],
which is obviously surjective. It is also injective, since if p € Q|z], then there
exists 0 # d € A such that dp =p’ € Alz].

Therefore, if p,q € Q[z], then

/

p®q:%®q=$®p’q=1®pq.
Solution ToF. 14.3. True. Since ¢ is a surjective homomorphism, by homo-
morphism theorem T.1.9.1, B ~ A/ Ker . Hence, Ker ¢ is a prime ideal.
If Ker ¢ = 0, then we have an isomorphism.
Otherwise, Ker ¢ is a non-trivial prime in a PID, thus it is maximal, see
T.1.23 and E.8.57, and in this case, B is a field.

Solution ToF. 14.4. Statements 1 and 2 are true, see T.1.6.7 and E.8.27.2.
Statement 3 is false, see E.8.28.

Solution ToF. 14.5. False. See the discussion following T.1.5.

Solution ToF. 14.6. False. For example, N'(Z/(6)) = (0), but (6) is not prime
in Z.

Solution ToF. 14.7. True. By E.11.3, we have

Qlz]/(2* - 1) ®qpe Qlal/(2* +1) = Qlal/(2® — 1,2° + 1),

which is clearly zero.

Solution ToF. 14.8. True. The ring A is a quotient of A[z], hence it is
Noetherian by T.7.2.2.

Solution ToF. 14.9. True. We recall that, by T.2.7.1, if Lt (I) is prime, then
its minimal set of monomial generators is a subset of the variables. Reordering
the variables, if necessary, we can assume that Lt~ (I) = (z1,...,2x), and
hence a reduced Grébner basis of I is of the form

G = {.’L‘l - f1($k+1, e ,.’L‘n), ey L — fk(a}k+1, e ,.T,'n)}
for some f1,..., f.
Therefore, K[X]/I ~ K[zk41,-..,%ys] is a domain, 4.e., I is prime.

Solution ToF. 14.10. True. Let b € VI : J. Then, there exists n such that
b"J C I. We need to prove that if ¢ € v/J, then bc € v/I. Since ¢™ € J for
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some m, we have b"c™ € I. If n > m, then, multiplying by ¢"~™, we obtain
(be)™ € I, thus be € V1.
If n < m the proof is similar.

Solution ToF. 14.11. True. If I = J, then (0) is maximal and A is a field.
Otherwise, since I and J are comaximal and I N J = (0), the Chinese
Remainder Theorem yields A~ A/I & A/J, i.e., A is a direct sum of fields.
Hence, A is Artinian because d.c.c holds in A.

Solution ToF. 14.12. False. Consider the Z-modules M = Z/(4) and N = Z.
Then, M is a torsion module and N is torsion-free.

Thus, T(M®zN) ~T(M) =M =7Z/(4), while T(M)®T(N) = Z/(4)®0 = 0.
Solution ToF. 14.13. True. By T.3.9.3, if ged(f, g) = 1, then the polynomials
p(z) = Resy(f,9) and ¢(y) = Resy(f,g) are non-zero, and belong to I by
T.3.7. Thus, for any monomial ordering, Lt(I) contains powers of both the
variables and the conclusion follows from T.3.17.

Conversely, let h = ged(f,g) # 1, and write f = f1h and g = g;h for some
f1,91 € C[z,y]. Then, by T.3.1.6, we have V¢ (I) = Ve (h) UVe(f1,91)-
Since h obviously cannot satisfy condition 2 of T.3.17, V¢(h) is infinite, and
the conclusion follows.

Solution ToF. 14.14. True. Consider the homomorphism ¢: A™ — (A4/I)™
defined by (a1, ...,a,) = (@1,-..,0n)-

It is easy to verify that ¢ is surjective and that its kernel is T A™.

Solution ToF. 14.15. False. Take K = Q and p(z) = 22 + 1. Then, p(z) is
irreducible in K[z], but the ideal

@+, +) =" -+ ) =(z-y,’+DN(@+yy>+1)

is a non-trivial intersection of distinct primes.

Solution ToF. 14.16. False. Let A =7/(4), M = A, and N = (2)A ~Z/(2).
Then, M is free, hence projective. However, N is not projective, since, for

example, the sequence 0 — Z/(2) 2, Z/(4) — N — 0 does not split,
because Z/(4) 2 Z/(2) ® Z/(2).

Solution ToF. 14.17. True. If I is maximal and J € I, then there exists
0#a € J\I. Therefore, A=1+ (a) CI+J.

Conversely, we consider A/I and claim that every non-zero element is
invertible. Let 0 # @ € A/I. Since, by hypothesis, (a) Z I, we have I+ (a) = A.
It follows that there exist ¢ € I and b € A such that i 4+ ba = 1, that is, ab = 1
and @ is invertible.

Solution ToF. 14.18. True. Since A/p is a finite domain, it is a field, see
T.1.1.

Solution ToF. 14.19. 1. True. It suffices to prove that if I + J = A, then
I™ + J" = A for every n > 1, because the reverse implication is trivial.

Let i € I and j € J be such that i + j = 1. Then, for any n > 1,



17.7 Chapter 14 359

2n 1 n 277, n—1—k :k ~ 2n—1 2n—1—k :k—n
= (i+) =1 i J 4" Z ) J

k=n

belongs to I"™ + J™.

2. True. Take a € VI : J. Then, there exists m such that a™j € I for all
j € J. Hence, (aj)™ € I yields aj € v/T for any j, that is, a € VT : J.

3. False. Take the ideals I = (8) and J = (6) in Z. Then, VT : J = (2) : (6) = Z,
while VT : J = 1/(4) = (2), see E.8.20.4.

4. False. Consider the ideals I = (12) and J = (8) in Z. Then, I : J = (3),
while I : v/J = (12) : (2) = (6).

Solution ToF. 14.20. False. Fix the lex order with £ > y. The given generators
of I are a Grobner basis, while a Grobner basis of J is

{z, y* +1}.

Hence, the rings A; = Q[z,y]/I and Az = Q[z,y]/J are Q-vector spaces with
bases {1, z, y, zy} and {1, y}, respectively.

We show that they cannot be isomorphic as rings. Assume, by contradiction,
that there exists a ring isomorphism ¢: A; — Ay. Then, ¢|o = idg and the
elements (1), ¢(z), ¢(v), p(zy) are linearly dependent over Q, i.e., there
exist ay,...,a4 € Q not all zero such that

0 =a1p(1) + azp(x) + azp(y) + asp(zy) = p(a1 + a2 + azy + aszy).

This implies that 1, x, y, zy are linearly dependent in A;, which is a contra-
diction.

Solution ToF. 14.21. True. If I = I°°® and I°¢ is prime, then I is prime by
T.1.17.7.

Conversely, note that K(z)[y] = S~(K|[z,y]), with S = K[z] \ {0}, and
there exists a one-to-one correspondence between primes I of K|[z,y] such
that I NS = 0 and primes of K (z)[y].

This correspondence is defined by I — I¢ and satisfies the property I¢¢ = I,
see T.6.8.
Solution ToF. 14.22. True. It suffices to prove that \/(f,g9) C 1/(f2, ¢%)

because the opposme 1nclus1on is trivial.
Since (f,g) € /(f?, g3), the conclusion follows by taking radicals.

Solution ToF. 14.23. True. Since A is local, A* = A\ m and A/m is a field.
Hence, 7(a) € (A/m)* if and only if a & m, i.e., if and only if a € A*.
Solution ToF. 14.24. True. It is a special case of T.4.12.

Solution ToF. 14.25. False. Consider A = KJz,: n € N]. Then, A is a
non-Noetherian domain, but A is contained in its quotient field, which is
Noetherian.
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Solution ToF. 14.26. 1. True. It is easy to verify that A = (2) @ (9).
Thus, M, is projective because it is a direct summand of the free module A.

The statements 2, 3 and 4 are false. The exact sequence
0—6)— A3 —0

does not split, because Anny ((3) @ (6)) = (6) # (0) = Anng A.
Hence, the module M, is not projective and cannot be free.
Finally, Anng M; = (9), hence M; is not free.

Solution ToF. 14.27. False. Since Anng/,) K # (0), the field K is a torsion
K|[z]-module. Hence, it cannot be a direct summand of the free module K[z].

Solution ToF. 14.28. True. Since M is finitely generated, p € Supp M if and
only if Ann M C p, see E.12.27.1. Moreover, M = Z/(12) ®2 Z/(30) ~ Z/(6),
hence its annihilator is (6) and Supp M = {(2), (3)}.

Solution ToF. 14.29. False. The ring A is Noetherian, hence D(A) is the
union of the associated primes of (0), see T.7.10.3. Thus, D(A) = (z) U (y),
but the element a = T + y belongs to neither D(A) nor K.

Solution ToF. 14.30. True. Since f is irreducible and K[X] is a UFD, the
ideal (f) is prime by T.1.25 and T.1.22.5.
By the strong form of the Nullstellensatz and T.3.1.4, we have

(9) =1(V(9)) C I(V(f)) = (£),

and the conclusion follows.

Solution ToF. 14.31. True. Since @ is projective, the exact sequence
00— Kerp—P —Q—0

splits and P ~ Ker ¢ @ Q. Thus, Ker ¢ is a direct summand of a projective
module.
The conclusion follows from E.11.9.1.

Solution ToF. 14.32. False. We have C ®q Q[z]/(f) =~ C[z]/(f), see the proof
of E.11.13.2. Since f is squarefree, we have a factorization

k

flz) = aH(m — o)

i=1

in C[z], with a € Q and o; # a; when ¢ # j.
By the Chinese Remainder Theorem,

k
Cla]/(f) ~ H Cla]/(z — ;) = CF,

and hence, there are no non-zero nilpotents.
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Solution ToF. 14.33. False. Take A = Z = M and S = A\ {0}. Then,
S~!M = Q is not a finitely generated Z-module.

Solution ToF. 14.34. True. By T.5.4.2, 3 and 5 we have

M/mM @ M/oM ~(A/mOM)Q(A/nQM)~2MQ(A/m A/n) @ M
~(A/(m+n) @M M,

which is 0 since m +n = A.

Solution ToF. 14.35. False. Consider the ideal I = (22 —1) = (z+1)N(z—1)
of Q[z]. Clearly, Lt(I) = (x?) is primary.

Nevertheless, I is not primary, because it is a non-trivial intersection of two
distinct primes.

Solution ToF. 14.36. True. The matrix is already in diagonal form, hence
Coker ¢ =~ Q[z]/(z — 1) ® Q[z]/(2) & Qlz]/(z(z — 1)°),

which has dimension 6 over Q.

Solution ToF. 14.37. True. If A is a field, then M is a vector space, and
therefore it is free.

Conversely, let I C A be an ideal. Then, by hypothesis, the A-module A/I
is free, hence I = Ann(A/I) =0.
Thus, in A there are no non-trivial ideals and A is a field by T.1.2.3.
Solution ToF. 14.38. True. Assume, by contradiction, that there is m # 0
in T(M). Then, A 2 Annm # 0. Hence, there exists 0 # a € A such that
am = 0, and there exists m € Max A such that Annm C m. For any b € A\ m,
we have bm # 0, which yields T # 0 in M.
Finally, ¢ # 0 and {7 = %" =0, that is, T is a non-trivial torsion element
in My, which is a contradiction.
Solution ToF. 14.39. True. If M is free of rank k, then M ~ A*.
Therefore, M ®4 B ~ A¥ ® 4 B ~ B* by T.5.4.1 and 4.

Solution ToF. 14.40. True. If f € I, then Ay N A = A and the statement
obviously holds.

Now, assume that f & I. Since I C (I, f) and I C TAf N A, by T.1.17.3, the
inclusion C holds.

To prove the opposite inclusion, take a € \/TAf N AN+/(I, f). Then, there
exit neN,i€I,bc A, and j € IA; N A such that a” = j =i+ bf. Since
Jj € IAf N A, there exists m such that f™j € I.

Hence,

bf™ = (j—i)f" =" - friel
Therefore, a®(™+1) = (i + bf)™*! € I and a € V1.

Solution ToF. 14.41. True. Take 0 # a € A. By hypothesis, the descending
chain (a) D (a?) 2 ... D (a"™) 2 ... is stationary, and hence, there exists k
such that (a*) = (ak“) Thus, there exists b € A such that a* — ba*+L,



362 17 Solutions to the Exercises

Since A is a domain, this yields 1 = ba, that is, a is invertible.

Alternatively, since A is a domain, the ideal (0) is prime, hence maximal
by T.7.13.1, i.e., A is a field.
Solution ToF. 14.42. False. Consider A = Z,y with p prime.
Since Z is a domain, A is a domain. Since in A every ideal is the extension of
an ideal of Z by T.6.7.2, A is a PID.
However, since A is local by T.6.6, J(A) = (p)A # 0.

Solution ToF. 14.43. True. Consider the map ¢: Q x R — R defined by
o(z,y) = zy. It is obviously Z-bilinear, hence it induces a unique Z-module
homomorphism

6:Q®ZR_)R7 @(x@y)zxy,

which is clearly surjective.

Since
%@Zy:%w%yzmz%:l@z%y for all %e@ and y € R,

every element of Q ®z R can be written as 1 ® y for some y € R.
Thus, 0 = §(1 ® y) = y yields y = 0, that is, @ is injective as well.

Solution ToF. 14.44. True. Consider the A-module N'/(N’'NN), and localize
it at an ideal m € Max A.
Using T.6.13.2 and 3, we obtain

(N'/(N' A N))w = N’ /(N' O N) = N, /(N, O Nig).

By hypothesis, N;, C Ny, hence (N'/(N' N N))m = 0 for all m € Max A.
The conclusion immediately follows from T.6.15.

Solution ToF. 14.45. False. Consider the ring Z/(6) whose only prime ideals
are (2) and (3).

It is easy to verify that both (Z/(G))(E) ~ 7/(2) and (Z/(6))(§) ~ 7/(3) are
domains, but Z/(6) is not.

Solution ToF. 14.46. True. The module M is free with basis {1, Z}, hence it
is flat.

Solution ToF. 14.47. False. Consider QQ, which is not finitely generated as a
Z-module. Clearly, Q is torsion-free, but, for any pair of elements ¢ # ¢ of Q,
we have a non-trivial relation

a c
bCE — ada =0.

Hence, Q is not free over Z, see E.10.50.

Solution ToF. 14.48. True. By T.6.19.3, we have that S is the saturation of
T, and the conclusion follows from T.6.19.6.
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Solution ToF. 14.49. True. The statement obviously holds if one of the two
modules is trivial, hence we assume M # 0 and N # 0. We recall that the
statement is true when A is local, by E.11.11.

Assume, by contradiction, that J = Ann M + Ann N C A. Then, there exists
a maximal ideal m which contains J.

Localizing at m, we obtain

0=(MQ®@aAN)n > My®a, Na.

Therefore, either M, = 0 or N, = 0. Assume, for instance, that M,, = 0.
Since M is finitely generated, there exists s € m such that sM = 0, see
E.12.25.1. This contradicts the fact that Ann M C J C m.

Solution ToF. 14.50. True. Clearly, m C Ann(M/mM).

To prove the opposite inclusion, note that Ann(M/mM) # A, because if
M = mM, Nakayama’s Lemma yields M = 0, which is not possible.
Then, Ann(M/mM) = m, and obviously, V(m) = {m}.
Solution ToF. 14.51. True. The proof is similar to the first part of the proof
of E.11.15.
Solution ToF. 14.52. True. See the proof of E.13.4.1.

Solution ToF. 14.53. False. Let A =[], K be a direct product of fields.
The elements of A are sequences of elements of K, and the operations are
defined componentwise. Let S C A be the set

{s0=0(0,1,...,1,...),(1,...,1,...) = 14}.

The set S is clearly multiplicative, and the ring homomorphism 7: A — A
defined by (ag, a1, az,...) — (a1,as,...) satisfies:

i) 7(8) ={1a} Cc 4%
ii) 7(a) =0 yields a = (ay,0,...,0,...), hence spa = 0;
iii) every a = (ag,as,...) € A can be written as 7((0, ag, a1,...,))7(14) " .

From T.6.5 we obtain that A ~ S~'A, but S € A* because sy & A*.

Solution ToF. 14.54. True. Since A is free over itself, every ideal I C A is free
by hypothesis. Since every principal ideal (a) is free, the ring A is a domain.
Assume, by contradiction, that there exists an ideal I which is not principal,
and take a; € I\ 0 and ay € I\ (a1). Since ajas = aza;, we immediately
obtain a non-trivial relation in I, namely, asa; — aijas = 0.

This a contradiction, since I is free.

Solution ToF. 14.55. True. Take B = A and p the maximal ideal of A.

Solution ToF. 14.56. True. Let A = Z/(540). Then, by E.8.5.1, it suffices to
observe that 7 € A* and 30, 60, 90 € N'(4).

Solution ToF. 14.57. False. The ideal (2z + 1) is principal and maximal
because Z)[x]/(2z + 1) ~ Q.
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To prove the latter isomorphism we simply note that
Zeylz]/ (22 + 1) = (Z(2))2 ~ Lo ®z L2y ~ Q,

by E.12.8, T.6.14.1, and E.12.18.
Solution ToF. 14.58. False. (Z/(15) & Z/(18))(3) ~7Z/(3)®Z/(9).
Solution ToF. 14.59. True. The matrix of relations is

211

—11al,

010
which has Smith canonical form

10 O

01 O .

002a+1
Therefore, M ~ Z/(2a + 1).

Since a > 0, then 2a + 1 # +1, and hence, M ®z Z/(n) # 0 for any n such
that ged(2a + 1,n) # 1.

Solution ToF. 14.60. False. Consider I = (12) = (3)N(4) C p = (2) C Z.
Then, I is not primary, p is prime, and I(5) = (4)(2) is primary.

Solution ToF. 14.61. True. Let ax + by + ¢ = 0 be the equation of £. By
T.3.1.5, we have CN¥¢ = V(f,ax + by + ¢).

Therefore, if b # 0, then CNE = V(f(z, —25t2)), otherwise CNL = V(f(—<,y)).
Since, by hypothesis, £ € C, in both cases C N ¢ is a variety defined by a
non-zero polynomial in one variable of degree < n, which has at most n roots.

Solution ToF. 14.62. True. Let m € T(M), and let a € A\ {0} be such that
am = 0. Consider the exact sequence

0— A" A— A/(a) — 0.
Tensoring with M, we obtain
M -3 M — M/aM — 0,

where the first homomorphism is not injective.
This contradicts the flatness of M.

Solution ToF. 14.63. True. For any a € A\ {0}, we have Q(A) ®4 A/(a) =0,

because b B 5
2@ad=L@ud=—®sad=0.
c ac ac

Using T.5.4.1 and 4, we obtain

Q(A) ®a M ~ Q(A) @4 A" = Q(A)".
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Solution ToF. 14.64. False. Take A = Q[z](,) and F = A" with basis {e;}ien.
Let N C F be the submodule N = (zeg, ze; —eg, Tea —€1,...,Ti41 — €4y . . .).
Clearly, J(A) = (z) is finitely generated.

Consider the quotient M = F'/N. It is not hard to prove that M # 0 and

(x)M = ((ze; : i€ N)+ N)/N =M.

Compare this statement with the one of E.10.24.
Solution ToF. 14.65. False. Consider the ideal I = (z2,2z) = (z2,2) N (z).
We have v/T = (z), but I is not primary.

Solution ToF. 14.66. True. Let M = N & P, where we assume M is finitely
generated. If M = ((n1,p1),--.,(nn,pp)), then N = (nq,...,ny) is finitely
generated.

Solution ToF. 14.67. False. To compute v/I we use the decomposition

VI=+/(y—z 233 —y2) N /(y + 2, 23y® + 42)
=Vy—212)NVy—2z sy -1)N/(y+2z32)NV/(y+z 23y + 1)
=(y,2)N(y—2z 2y —1)N(y+2 2’y +1),

where the last equality depends of the fact that 23y & 1 are irreducible in
Q[z, ], and hence, the ideals (y £ z, z3y & 1) are prime.

Note that the generators of the ideals found in the above decomposition
are already reduced Grobner bases with respect to the deglex order with
x > z >y, hence

f=Ey+)(y+2) ¢ @y—za°y—1).

Solution ToF. 14.68. True. We recall that I ® A/I ~ I/I?.

Consider the inclusion I — A and tensor with A/I. By the flatness hypothe-
sis, we obtain an injective homomorphism I ® A/I — A® A/I. Each element
i®a € I®A/I has image i®a = 1®ia = 0 in A® A/I, hence the injectivity
yields I ® A/I = 0, that is, I = I? as desired.

Solution ToF. 14.69. 1. All the inclusions are true.

Let a € Ann N. Then, 0 = af(m) = f(am), and the injectivity of f yields
am = 0 for any m € M, that is, a € Ann M.

Moreover, for any ¢ € L, there exists n € N such that g(n) = ¢, hence
al = ag(n) = g(an) = g(0) = 0, that is, a € Ann L.

Finally, take b € Ann M and ¢ € Ann L. Since g induces an isomorphism
L ~ Coker f = N/Im f, we have cn € Im f for any n € N. Hence, cn = f(m),
for some m € M, and ben = bf(m) = f(bm) = f(0) = 0, that is, bc € Ann N.
Since Ann M - Ann L is generated by the products bec, the conclusion follows.

2. True. In general, if ¢: M; — M> is an A-module homomorphism, then
©(T(M1)) C T(Mz). Indeed, if m € T'(My), then there exists a € A\ {0} such
that am = 0. Therefore, ap(m) = ¢(am) = 0 and p(m) € T(My).
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3. False. For a counterexample, consider the sequence of Z-modules
0—7Z-257-"7/2) — 0,

where T(M) =T(N) =0 and T(L) =Z/(2).
4. True. Obviously, f injective yields fr(ar) injective, and g7 (ny © fir(ar) =0
immediately follows from go f = 0.
Therefore, Im fi7(rr) € Ker g7y -

To prove the opposite inclusion, take n € Ker g;(x). Then, g(n) = 0 yields
n = f(m) for some m € M. We have to prove that m € T(M).
Since n is a torsion element, there exists a € A\ {0} such that an = 0.
Therefore, f(am) = af(m) = 0 and the injectivity of f yields am = 0, that is,
m € T(M).
Solution ToF. 14.70. True. Let ¢5: Z[z] — Z be the evaluation homomor-
phism defined by p(z) — p(5). Then,

I = (p(z) € Z[z]: ps5(p(z)) € (2)) = (2)° 2 (2,2 —5).

Since 1 ¢ (2)¢ and (2,z — 5) is maximal, we obtain that I = (2,2 — 5) and
Z[x]/ (2, — 5) =~ Z/(2).

Solution ToF. 14.71. False. Note that every ring homomorphism ¢: A — B
verifies p(—14) = —15.

Let ¢: C — R be a ring homomorphism. Then ¢(i)? = ¢(i?) = p(—1) = —1,
which is not satisfied by any ¢(¢) € R.

Hence, there is no ring homomorphism from C to R.

Solution ToF. 14.72. True. Since M = pM, by Nakayama’s Lemma, there
exists a =1 mod p such that aM = 0.
Hence, Ann M ¢ p, and we can conclude that M, = 0, see E.12.27.1.

Solution ToF. 14.73. True. Assume, by contradiction, that there exist elements
a, b€ A\ I such that ab € I. Then,

(I,a),I,b) 2 I and (I,a)N(I,b) 2 I.

Since

(Iaa) n (I7b) < \/(Iva)m (I7b) = \/(Ivab) - \/T:Ia

we obtain that (I,a) N (I,b) = I, and this contradicts the irreducibility of I.
Solution ToF. 14.74. True. Take a,b € A such that ab € I. Then, for all j,
we have either a € I; or b € I;. If a € I; for all j, then a € I. Otherwise, let
h be the smallest index such that a & Ij.

Since I, D I, and ab € I}, for all k£ > h, we have b € I, for all k. Thus, b € I.
Solution ToF. 14.75. True. The statement is obvious for n = 0. For n =1, it
follows from E.8.73.4.

We use induction on n, assuming that (K[[z1,...,Z]], (%1,...,2Zx)) is local.
An element f € K|[[z1,...,Znt+1]] = K[[Z1,- .-, Zs]][[Tn+1]] can be written as
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f = Zfi(xl, cee ’wn)xit—l—la

ieN

and, by E.8.73.1, it is invertible if and only if fo(z1,...,z,) € K[[z1,-..,Za]]*,
i.e., by the inductive hypothesis, if only if fy & (x1,...,Zn).
Since f & (z1,...,Zn+1) if and only if

fO ¢ (.’171,...,$7H_1)mK[[l’l,...,In]] = (Il,...,ﬂln),

the invertible elements of K[[z1,...,Zn+1]] are precisely those not belonging
to (371, e ,$n+1).
Hence, K([[z1,...,Zn+1]] is local with maximal ideal (z1,...,Zp41)-

Solution ToF. 14.76. True. Since all p; are minimal, we have dim A,, = 0 for
all i. Moreover, dim A > dim A/p; for all i.
To prove the opposite inequality, note that any chain of prime ideals

g1 € q2 € -+ C qn such that q; #p; for all 3,

can be extended with a minimal prime p; C q;.

Solution ToF. 14.77. True. Take 0 # a € A.

Since (a?) = (a)(a) = (a) N (a) = (a), we have a = ba? for some b € A.
Thus, a(1 — ba) = 0, which yields ab = 1.

Solution ToF. 14.78. True. Any free module is flat.

Conversely, assume that A is a PID, and let M be a finitely generated flat A-
module. By T.4.33.2, we can write M = A*@T (M), where T(M) ~ @, A/(d;)
is the torsion part and d; # 0 for all 4.

Since M is flat, the exact sequence

0—>Ai>A—>A/(di)—>0

tensored with M remains exact.

This is possible only if T(M) = 0, i.e., only if M is free.

Solution ToF. 14.79. False. The ideals p C q C A are prime, hence A\q C A\p
is a containment between multiplicative subsets of A. Nevertheless, it is not
possible to find an injective homomorphism between their localizations.
Indeed, since zy = 0 in A, we have { = % in A,. Therefore, the maximal ideal
of A, is 0 and A, is a field.

On the other hand, in A, we have { # 0, and ¥ # 0, but ¥ = %.
Hence, A, contains zero-divisors, and there is no injective homomorphism

from A, into the field A,.

Solution ToF. 14.80. True. By the characterization of projective modules,
M is projective if and only if there exist A-modules N and F' such that
F ~ M @N is free. Tensoring over A with the flat A-module S~!A, we obtain
STIF~S"'MaS-IN.
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Recalling that if F ~ AH for some H, then S7'F ~ (S71A)# is a free
S~! A-module, the conclusion follows from the same characterization.

Solution ToF. 14.81. False. Take f = 22 + 1 and g = y? + 1. Then,

Qlz, yl/(f) ®gzy Qz,yl/(9) = Qlz, )/ (2* + 1, y* + 1),

which has dimension 4 as a Q-vector space.
Solution ToF. 14.82. False. By E.12.8, the ring K[z, y]/(zy —1) is isomorphic
to K[z], = ST1K]|x], where S = {z*: k € N}.
Assume p is a prime such that p¢ = (z). Then, K[z], = S71(z) = p°® = p,
which contradicts the fact that a prime ideal is proper.
Solution ToF. 14.83. True. The non-trivial implication is a special case of
ToF.14.44.
Solution ToF. 14.84. True. Any free module is projective.

The reverse implication is in E.11.14.
Solution ToF. 14.85. True. Any homomorphism ¢: Z/(n) — Q/Z is deter-
mined by ¢(1), which has to satisfy ne(1) = ¢(72) = 0.
Hence, (1) € {2 +Z: a=0,...,n—1}.
The map

Z/(n) — Homgz(Z/(n),Q/Z), awr> ¢, where @,(1)= % +7Z,

is well-defined and provides the required isomorphism.
Solution ToF. 14.86. False. It is easy to verify that

M~A/(z-1)@®A/(*-1) @A/ (2> -1)
~(A)(z 1))@ A/(x+1) D A/(2® +z+1).

Hence, Anng M = ((z — 1)(z + 1)(z? + z + 1)), while
Anny Q% = Anns Q = (z — a)

for some a € Q (why?).

Solution ToF. 14.87. False. Let n =1, K = Q, and S = Z C Q. Since every
polynomial 0 # p € Q[z] has finitely many zeroes, we have I(S) = (0) and
V(I(S)) =Q#8S.

Solution ToF. 14.88. True. Let Py C ... C P,, be a chain of primes in S~1A.
By the one-to-one correspondence between prime ideals of S~'A and primes
of A which do not intersect S, there exist primes po, ..., pm of A such that

S_lpi =P, and PoC ... C Pm.

By definition, dim A = n > m. Since the inequality holds for any chain in
S~ 1A, we have dim A > dim S~ A.
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Now, let pg C ... € p, be a chain of primes of A.
Taking T' = A\ p,,, we obtain a chain of distinct primes T 'py C ... C T 1p,
in T7'A. Thus, dimT~'A > n, and the equality follows.

Solution ToF. 14.89. True. If ¢ is a surjective homomorphism, then Ker ¢ is
a maximal ideal of Z[z]. Hence, Ker ¢ = (p, f) with p € Z prime and f € Z[z]
irreducible modulo p, see E.8.78.

Thus, _
K ~ Z[x]/(p, f) = (Z/(p))[=]/(f)

is a finite field with p3°&/ elements.

Solution ToF. 14.90. True. Since P is finitely generated and projective, there
exist n € N} and an A-module M such that A™ ~ P @ M. Hence,

A" ~ Homy(A, A)" ~ Homu (A", A) ~ Hom, (P & M, A)
~ Homy4 (P, A) @ Hom4 (M, A).

It follows that Hom 4 (P, A) is projective, because it is a direct summand of a
free A-module.

Solution ToF. 14.92. False. Since nm = 0 mod (n) for any m € Z/(n),
we have S~1(Z/(n)) = 0 for all n € N;. On the other hand, the element
(1,1,...,1,...) . o

——— — lsnon-zeroin St (Hn€N+ Z/(n)) Indeed, for any n > 0,
the k-th component of n(1,1,...,1,...) is non-zero for k > n.

Solution ToF. 14.91. False. Consider the Z-modules Z/(n) for n € Ny, and
let N = Q. Then, by E.11.8, Z/(n) ®2z Q = 0 for any n € N, and hence,

I1 @/ ez) =0.

neN4

On the other hand, ( I1 z/ (n)) ®z Q # 0. Indeed, consider the cyclic
neNL

submodule generated by m = (1z/(n))nen, € [ Z/(n).
neNL
‘We have the inclusion

0— (m)z — [] z/(n),

neNL

and, tensoring with Q, which is a flat Z-module by T.6.12 and T.6.14, we
obtain the inclusion

0——=(m)z 00— ( I Z/(n)) @20

J neNy

7 ®7Q #0.
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17.8 Chapter 15

Solution E. 15.1. Let m; = :c‘“ -o-x? with a; > 0, and let my = xb1 coexbe,
1 1 Js

Assume, by contradlctlon that for every i # j there exists a posmve integer
k = k(i,j) such that =¥ > z;. Therefore, for all h =1,...,s, we can choose
kr, > 1 such that xfl’* > x;,. Thus, x’?l’*bh > x;”;

T

S
Setting ko = > krnbn, we obtain
h=1

ko a1ko ko _ kib1 . ksbs
my°® > z; > T =Ty x> my,

which is the desired contradiction.
Solution E. 15.2. 1. Define ¢ by letting

a,b c) ta+2b+3c’

o(z*y’z for all z%°2° € Mon A

and extending by linearity.

Then, ¢ is the evaluation homomorphism given by p(z,y,2) — p(t,t2,t3)
for all p(z,y, 2) € A. For every ¢(t) € B we have ¢(q(z)) = g(t), hence the
homomorphism is surjective.

2. Clearly, fi =y — 2%, fo=2— 123 € Ker .

Now, fix the lex order with z > y > z, and let r = r(z,y, 2) € A be the
reduction of a given element f = f(z,y,2) € A modulo F = {fi, fo}. Since
none of the monomials of r belongs to (1t(f1),1t(f2)) = (y, 2), we can write
r=r(z).

Let f = g1f1 + g2f2 + 7 € Kerp. Then, 0 = ¢(f) = 0+ r(t). Hence, r =0
and f € (f1, f2)-

Therefore,

Kerp = (y — 22, z — 23).

Alternatively, we compute Ker ¢ using a technique that can be generalized
and applied to the problem of elimination of parameters from a system of
polynomial equations.

Let ¢: K[z,y, 2] — K]|t] be the composition
K[xvyaz] — K[a:,y,z,t] l) K[t]a

of the inclusion homomorphism and 1, where v is defined by

Y(z) = pi1(t), P(y) =pa(t), ¥(2) =ps(t) and Yk = idkpy,

and
pi(t) =t, pa(t) =1, pa(t) =t
Clearly, ¥|k[z,y,-] = ¢ and Kerp = Kery N K[z, y, 2].
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Moreover,
Kert = (x — p1(t), y — p2(t), z — p3(t)).

Indeed, the containment O is obvious.

The other one can be easily obtained dividing an element f(z,y,z,t) of
Ker 9 by the set {z —p1(t), y —p2(t), z—p3(t)}, using any monomial ordering
on K|[z,y, z,t] such that

th <z, th<y, tP<z forall keN,

e.g., the lex order with x >y > z > t.

Now, by the Elimination Theorem, we can find Ker ¢ by computing a
Grobner basis G of Ker 1 with respect to the lex order with ¢t > z > y > 2.
We obtain

G={t—=x, 2> -y, 2y —2z 22 —9y% 3> — 2°}.
Thus,

Kerp = (2° —y, zy — 2, 22 — y°, y° — 2%) = (2% —y, 2° — 2).

Solution E. 15.3. 1. We proceed by induction on n. The statement is obvious
forn=1.

For n > 1, by the inductive hypothesis and the distributivity of direct sum
over Hom and tensor product, we have

Hom(A™, M) ® N ~ (Hom(A"™!, M) & Hom(4, M)) ® N
~ (Hom(A"™',M) ® N) @ (Hom(A, M) ® N)
~ Hom(A™ !, M ® N) @ Hom(A, M ® N)
~ Hom(A"™, M ® N).
2. Let @ be an A-module. Observe that the map
pg: Homa(Q,M) x N — Homu(Q,M Q N)

defined by
(po(f,p))(@) = f(g) ®p forall g € Q,

is bilinear, and therefore, induces a unique homomorphism
?g: Hom(Q, M) ® N — Homy(Q, M ® N),

which, by part 1, is an isomorphism when @ = A™.
Since L is finitely generated, there exists an exact sequence

0—L —A"—L—0
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for some n € N. Applying the contravariant functor Hom(e, M), we obtain
the exact sequence

0 — Hom(L, M) — Hom(A", M) — Hom(L', M),

which is still exact after tensoring with NV, since N is flat.
On the other hand, applying Hom(s, M ® N), we have the exact sequence

0 — Hom(L,M ® N) — Hom(A",M ® N) — Hom(L', M ® N).
Thus, we can form a commutative diagram

0 —— Hom(L,M) ® N —— Hom(A", M) ® N —— Hom(L', M) @ N

| oo |

0 —— Hom(L,M ® N) —— Hom(A", M ® N) —— Hom(L',M ® N).

Since @~ is an isomorphism, Ker ¢y = 0.
Solution E. 15.4. Consider the family of ideals

Y ={I C A: I is not finitely generated }

and assume, by contradiction, X' # 0.

For every ascending chain of elements of X, the union of the elements in the
chain is an ideal which is not finitely generated. Therefore, Zorn’s Lemma
yields that ' has a maximal element P.

Since P is not finitely generated, P is a proper ideal which is not prime.
Hence, there exist a, b ¢ P with ab € P. By the maximality of P, the ideal
(P,a) is finitely generated, and thus, there exist a positive integer k and
elements d; = p; + s1a,...,d; = px + sga, with p; € P and s; € A for all 4,
such that

(P, a) = (dl, cee ,dk,).

Now, consider the ideal J = P : (a), that properly contains P, because
b € J\ P. Once again, due to maximality, we have that both J and, accordingly,
aJ are finitely generated.

We will show that

P = (p1,-..,pk)+0u]-

As a consequence, P is finitely generated, which is a contradiction.
Clearly, D holds.
To prove the opposite inclusion, let ¢ € P C (P, a), where

c= Zcidi = Zci(pi + s;a) = Zcipi + ja for some c¢;,j € A.
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Since ¢ — ), ¢ip; € P, we have
je€J and ce€ (p1,...,pr) +ald.
Solution E. 15.5. 1. It is easy to see that
IS (2) G (z,2) G (2,,2).
By the one-to-one correspondence between ideals of A containing I and ideals

of A/I, the chain of prime ideals (z) C (z,z) C (,¥, Z) has length 2, and
therefore, dim A/I > 2.

2. The reduced Grébner basis with respect to both given orderings is
G = {222 — 2?, zyz + z2, 2%y + z?}.

Thus, the escaliers are the same.

3. From part 2 and the Elimination Theorem, it immediately follows that
INQly,2] =0.

Now, consider the lex order with z > = > y and compute the reduced
Grobner basis of I. Since we obtain the same basis, we can conclude that

INQlz,y] = (z*y + z%).

4. By repeatedly applying 1/(J, fg9) = +/(J, f) N v/(J, g), we obtain

VI =+/(22, zyz + z2) N /(2 — 1, 2y + z)
=@ NV +1, 2N/ (2, 2N/ (2, 2z - 1)N/([y+1, 2 — 1)

=@)Ny+L )Nz, z)N(z,z—1)N(y+1,2-1).

Finally, V(I) = V(v/T) implies
V(I)=V(z)UV(y+1,2)UV(z, z) UV(z, z—1)UV(y+ 1, z—1).

Therefore,
VI)=V(z)UV(y+1,z—1)
is a decomposition of V(I) as a union of irreducible components.
5. Since (A/I), ~ Ay/I,, we have that (A/I), # 0 if and only if I, # Ay, i.e.,
if and only if I C p.
Therefore, the localization of A/T at p is not trivial for all associated primes

and, a fortiori, for all minimal primes.
The converse does not hold. For instance,

m=(z,y,22+1) DI and m ¢ Ass(I).
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6. The minimal primes of I are p; = (z) and ps = (y + 1, 2 — 1), and the
corresponding primary components are (I,,,)¢ for s = 1,2.
Therefore,

(Im)c = ((xQz - 'T27 TYz + ﬂvz)m)c = ((232, x)m)c = (m)7

(Ipz)c = ((xzz - .’1,‘2, TYz + zz)lﬂz)c = ((Z -1 y+ 1)P2)C = (y +1, 22— 1)'

Solution E. 15.6. Let I I> = (), q; be a primary decomposition of I 1.
After reordering indices, if necessary, we may assume there exists an integer
0 < r < n such that

L Cyq; for i=1,...,r and I; €+/q; for i=r+1,...,n.

Set J =(\;_,q: and J' =(\i_ ,; di.

For every ¢ = 1,...,r, there exists t; € N, such that Ifi C q;, thus there
exists ¢ such that It C J.

For every i = r+1,...,n, there exists a; € I1 \ 1/4; . Since a;b € I1I5 C q;
for all b € I, we obtain b € q;, that is, I C J'.

To conclude, it is now sufficient to observe that

LL=LLNnL={JNnJ)NL=JNI.
Solution E. 15.7. Recall that, for every A-module N, the sequence

NoM 2%  NoM, -, N o Ms — 0

is exact.
We need to show that, if M3 is flat, then idy ®¢ is injective.
Consider a short exact sequence of A-modules

0—L-5F LN 0,

where F' is free, and hence, flat.
Tensoring with My and M3, we obtain a commutative diagram

®id ®id
LoM,— 29  peor 12"  NeM -0

idp, ®1/)l idp ®1/)l idy ®1/1l

0— >LOMs—— > F@Ms— > N® My —> 0,
g®idng f®id g

where the vertical arrows are surjective, the first row is exact by the properties
of tensor product, and the second row is exact because M3 is flat by hypothesis.
The Snake Lemma yields an exact sequence

Ker(id; ®¢) — Ker(idr ®y) — Ker(idy ®1) — 0,
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where the homomorphisms are obtained by properly restricting g ® idz, and
f®idp,.
Since F is flat,

Ker(idr ®9) = Im(idr ®p) ~ F @ M.

Tensoring the exact sequence 0 — L — F' — N — 0 with M;, we obtain
a commutative diagram with exact rows

g®idar, f®idar,

F® M, 0

L® M, N ® M,

idp ®<Pl idp ®<Pjﬁ idn ®<PL

Ker(idy, ®y) —— Ker(idr ®¢) —— Ker(idy @) ——0

| | |

0 0 0,

where the vertical arrows are surjective because Im(ide ®p) = Ker(ide ®7)).
The fact that idy ®¢ is injective follows from diagram chasing.

Solution E. 15.8. 1. It is clear from the definition that p(™ = (p™)°¢, with
respect to the localization homomorphism A — A,. Thus, p" C p(™.

To prove the opposite inclusion, let a € p(™). Then, 1= g € p"A,, with
b € p™ and s ¢ p. Hence, there exists u € p such that usa = ub € p™, where

p™ is primary. Since us & p, we obtain a € p™.

2. Let A = K|[z,y,2]/(zy — 2?) and p = (T, z) C A. Then, p is prime and
P = (32, 72, TZ) is not primary.

Since % € A; and Ty € p?, we have

—1 8l
<

Therefore, x € E(z) \132, and the equality does not hold in general.
Solution E. 15.9. Denote by ¢ the endomorphism of A* defined by the matrix

z? -1 0 22-122-1
3243 z24+2 z+1 22 +2
3xr+3 z+1 x+4+1 2x+2
3x+3 z+1 x+4+1 2z+2

In this way M ~ Coker .
The Smith normal form of X is the diagonal matrix

diag(z + 1, 2% — 1, 22 — 1, 0).
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1. From the computation of the Smith normal form, we obtain M ~ A®T (M)
where
T(M)~ Af(z+1) & (4/(a” - 1))*
Hence, Anng M = 0. Also observe that Anny T'(M) = (22 — 1).
2. We have

M®esA/(z—1)~A/)(z+1,z-1)®(A/(2* -1,z - 1) ® A/(z - 1),
which is isomorphic to (A/(z — 1))3, whereas
M®sA/(z—i)~Al/(z+1,z—1i)®(A)/(2* — 1,z —4))* ® A/(z — i),

is isomorphic to A/(z — i).
3. We have

Hom4(M,N) ~ Homx(A,N) ® Homa(T(M),N) ~ N & Hom, (T (M), N).

Then, it is enough to consider any A-module N such that Hom 4(T'(M), N) = 0.
For instance, take a cyclic module of the form N = A/(f) such that

() : @+1)/(f) = ((H): (=* = 1))/(f) =0.

Any f coprime with 2 — 1 satisfies the required condition.

Solution E. 15.10. 1. Let p; = (a), p2 = (ab), and q = (ac).

By hypothesis, b is not invertible and a € ps. Since ab € py and ps is
prime, we have b € py. Therefore, b = abb; for some b; € A. This implies
b(1 —ab1) =0 € q. Since q is primary and 1 — ab; ¢ /4, because it does not
belong to p1, we obtain b € q.

Consequently, po C q, as desired.

2. This is a straightforward application of part 1.

3. Let I be the intersection of all primary ideals contained in p;. Then, po C I
by part 1.

To prove the opposite inclusion, observe that po is primary, and thus, it
belongs to the set of ideals whose intersection is I.

4. By hypothesis, there exists a maximal ideal m containing both p; and ps.
If p; C m, then, by part 3, p; is the intersection of all primary ideals contained
in m, and the same holds for p5. Hence, either p; = ps or one of them is m.

Solution E. 15.11. 1. If z > y, we have lt(g;) = %y and lt(go) = z3.
Otherwise, if y > x, we have 1t(g1) = —y? and lt(g2) = —yz.

Hence, in both cases S(g1, g2) = g1 —yg2 = 0 and G = {g1, G2} is a Grébner
basis with respect to all lexicographic orders.

Note that G is reduced with respect to the lex order with « > y. However, G
is not reduced with respect to the lex order with y > x, since yz | yz? and

le(g1) =le(g2) = —1.
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In this case, the reduced basis is
G = {y? —z*, yz — 23}.
2. We have
VI= (@ -y) Ny, 2%) = (&® = y) N (2, y) = (&° — ).

It immediately follows that I # /. Indeed, 22 — y & I because, in all cases,
22 does not belong to Lt(I).

3. Since Vg(I) = Vg(V1), by part 2 we have

Vr(I) = {(a,a®): a € R}.

Since (a,a?,0) € Vg(J) for all a € R, the statement is true.

Solution E. 15.12. The reduced Grobner basis of I with respect to the lex
order with > y is

G={z>—y* zy+v°, v + 1y}.
1. We have
V=V y)nI,¥+3)

= V(a2 y)ﬂ\/(w+y,y3+%)ﬂ\/(x—y, 2%, 15 + 3)
= (@ y)Nn+y,y*+3)

and both these ideals are maximal.
2. Since (I, y) + (I, ¥3 + 1) =1, it follows that

I=ILynLy¥+H)=0c%yn(z+y, ¥ +3)=ang.

Since /41 = (=, y) is maximal, (22, y) is primary. Moreover, (z +y, ¥ + 1)
is maximal, and thus, primary.
3. The intersection q; N g2 is a minimal primary decomposition of I.
Hence,
DA/ = @ P U (33, 1° +3)-
Moreover, since the ideals we found in part 1 are comaximal,

VI=(z,9)(z+v, "+ 3) = (=" + 2y, o’ + 3z, 2y +1°, v* + 30)-

Finally, N'(A/I) = (z + y), since the only generator that does not reduce
to zero modulo G is o
zy® + 1z =, Lz +y).
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4. Since p = /g1 and (A\p) N (z+y, y>+ 1) # 0, we have
L,NnA=(*y)p,nA)N((z+y, >+ 3)pNA) =(a* y).

Moreover, since both radicals \/q; and ,/qz intersect A\ g, we have

I;,NA=ANA=A.
5. From the previous parts, it follows that

(A/D)p = (A/a1 & A/q2), = (A/a1)p ~ A/ = Qlz]/(=?),

whereas (A/I)q ~ Aq/I =0.
Solution E. 15.13. 1. The module Coker ¢, is cyclic if and only if in the
Smith normal form of B, we have diy = dy = 1.

Since
(d)=A4A1=(x—a,1—uz,0b, a—x2),

we proceed by analyzing two cases.

i) b # 0. In this case, clearly d; = 1, and we need to compute ds.
Since Ay = (z — a,1 — z), we have Ay = (1), and hence dy = 1, if and
only if a # 1.

ii) b= 0. In this case, A; = (z —a, 1 —z, a — z%) = (1) if and only if a # 1.
Moreover, Ay = (z — a), and thus, Coker ¢,; cannot be cyclic.

Therefore, Coker @, is cyclic for b # 0 and a # 1.
2. Let b # 0 and a = 1. Then, we have d; =1, dy = ¢ — 1, and

A3 =((z-1)°(1-2%) = (& - 1)°(z +1)).

Therefore, d3 = (x — 1)?(z + 1) and

Coker 15 ~ Q[z]/(z — 1) ® Q[z]/(z — 1)? ® Q[z]/(z + 1).

For b=0and a # 1, we have d; = 1, dy = = — a, and
Az = ((z — a)*(a — z?)).
Therefore,
(z —a)(z +c)(z —¢)) if a = c? for some c € Q,
e { (z — a)(z? — a) otherwise,

and
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Cokerpqg = Qlz]/(z — a) ® Qlz]/(z — a) ® Qlz]/(2® — a)
{ (Qle]/(z — a))* ® Qlz]/(z — ) ® Qla]/(z +¢) ifa=c?,

(Qle]/(z - ))* ® Qlz]/(2* — a) otherwise.

Finally, for b= 0 and a = 1, we have

z—1 0 0
Bl(): 0 l—-xzxz—-1].
0 1-22 0

Hence, A; = (z — 1), A2 = (z — 1)%, A3 = ((z — 1)3(z + 1)), and
Coker 19 ~ (Q[z]/(z — 1)) @ Q[z]/(z + 1).

Solution E. 15.14. The reduced Grobner basis of I with respect to the lex
order with z >y > z is

{z —yz, y’z}.
We compute the intersection q; N g2 using the identity
a1 Ndz = ((¢t — 1)q1, tq2) N K[z, y, 2].
We have

(t—Dau,tae) = (i =tz — =, fa=tz— 2, f3 =ty°, f1 =tz — tyz)

and
S(f1, f2) =0, S(far f3) = —y22 = —fr, S(fu, f5) L0,
S(f1,fs) = =22z =—fs,  S(far fa) 2L 0, S(f, f6) =0,
S(fi, fa) L2 —z +yz = —fo, S(fa, f1) L0, S(fs, fo) L 0,
S(f1, f5) 2 0, S(fa, f2) 25 0, S(fs, f1) =0,
S(f1, fe) MO, S(fs, f5) = S(fs, fr) =0, S(fe, f7) T50.

Since all the remaining pairs have pairwise coprime leading monomials, the
corresponding S-polynomials reduce to zero. Therefore, {fi,...,f7} is a
Grobner basis of ((t — 1)q1,tq2) and

a1 Nge = (222,  — yz, y?2) = (x — yz, y?2) = I

Evidently, q; is prime, and hence, primary. Moreover, the zero-divisors of
Klz,y,2]/q2 ~ K[y, 2]/(y?) are nilpotent, and therefore, also qz is primary.

Finally, \/q1 = (z,2) # /42 = («,y), and the decomposition is clearly
minimal.
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Solution E. 15.15. Let I be an ideal of A. If I = 0, clearly I is finitely
generated.

Otherwise, there exists 0 # = € I. If m € Max A is such that m D I, then
m € M. Therefore, every I # 0 is contained in a finite number of maximal
ideals.

Now, consider a non-trivial ascending chain {I,}qc4 of ideals of A. Let I5
be the first non-zero element in the chain, and let mq,..., m, be the maximal
ideals of A which contain Iz. Since A, is Noetherian, for all 4 = 1,...,s
there exists an index f; such that the chain {I, An, }aca is stationary starting
from ;.

Moreover, if m € Max A and I ¢ m, then IzA, = Ay,.
Thus, there exists § = max;{;} > @ such that, for all v > 3, I, A, = IgAn,
ie.,

(Iy/Ig)m ~ IyAm /I Am = 0,

for all m € Max A. This yields I.,/Ig = 0.

Hence, the chain is stationary and A is Noetherian.

Solution E. 15.16. By definition, I[™ C I™.

1. The ideal I? is generated by all elements fg, with f,g € I. Since

2fg=(f+9)*—f —g>eI? forall f gel,
we have 12 C 121,
2. Let B=7/(2)[z,y] and I = (z, y). We have
I? = (2% zy, v°) 2 (2%, ¥°),

and we prove that I?l = (22, ¢?).
Since the characteristic is 2, (ax + by)? = a?2? + b?y? for all a, b € B. Thus,
1P C (22,47).

The opposite inclusion is obvious.

3. The ideal I" is generated by all monomials ", 2"y, ..., y" of degree n.
If we consider (z + a;y)" = 33; ()aly’2" 7 for distinct values a1, ..., an41
in QQ, we obtain n + 1 relations, which can be written as
(z + a1y)™ (5)z"
(z + azy)" (1)z" 'y
=M ) ,
(@ + ans1y)” y"
where
1 a; a% aj
M = :

2 n
1 ant1 Gpiq - Qpyq
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is a Vandermonde matrix.
Since det M = [] (a; — a;) # 0, this matrix is invertible and, accordingly,
i#]
I C I,
Solution E. 15.17. 1. From the chain J D J2 D ... D J*¥ D ..., we obtain the
ascending chain
I:JCI:J?C...CI:J"C
Hence, I : J* =|J;2, I : J™ is an ideal of A.

2. At first we compute I : J*° when I is p-primary for some prime p.
If J is an ideal not contained in p, then for every element j € J \ p we have
I: (j) = I. Therefore,

I:J=I:(J,j))={I:HnI:(G)=U:IHNnI=1I

and I : J>* =1
If J C p, since A is Noetherian, there exists k such that J* C I.
Hence,
A=T:J°CI:J®°CA.

Now, take a,b € A, and consider a minimal primary decomposition

I:ﬂqa.

acA

Let po = /0o, dv={a€A:bgptand Ay ={acA:agpsorb¢eps}.
Then, from the previous discussion we deduce

I:()*> ﬂqa. mqaandI (a,b)*> ﬂqa

acA a€Ay a€lgp

Since the decomposition is minimal, it follows that I : (b)>*° = I : (a,b)* if
and only if Ay = Aqp, %.e., if and only if every associated prime of I containing
b also contains a.

Solution E. 15.18. 1. We have 4> — 1= (y — 1)(y — a)(y — o?), where a is a
primitive third root of unity.
The only possible value of y for a point (z,y) € Vo(I) is y = 1. However, for
y = 1 the corresponding value of x must satisfy the relation 2% +z +1 =0,
which has no rational roots. Therefore, Vg (I) = 0.

We decompose I C Q[z,y] as follows:

I=@+ay+y*y-)NE* +ay+y°, y° +y+1)

=@ +z+Ly-1)Nn@E@®+ay+(-y—1),y* +y+1)
=@+z+Ly-DNE-1,¢¥¥+y+)N(@+y+1, 3> +y+1)
=Pp1Np2Np3,
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where p; € SpecQ[z,y] for i =1,2,3.
We can further decompose I C C[z,y| as the intersection of maximal ideals

I=(a:—a,y—1)ﬂ(a:—a2,y—l)ﬂ(x—l,y—a)
Nz-—Ly—-a®)N(z+a+l,y—a)N(z+ao®+1,y—a?).

From this decomposition we obtain
Ve(I) = {a,1), (azal)’ (1, a), (Laz)a (az,a), (a;a2)}-

2. In the decomposition I = p; N py N ps, all ideals are prime.
Therefore,

I=VI, N(@Qlz,y]/I) = (0), and D(Q[z,y]/I) =Py UpyUps.

3. From the previous parts, the associated primes of I are all maximal.
Hence, p;, Pg, and p5 are the only primes of Q[z,y]/I.
4. Localizing at any of the primes p;, we obtain (p;); = 0, because for any

element @ € p; there exists 5 € (Q[z,y]/I) \ p; such that as = 0.
Thus, for all three primes, (Q[z,y]/I); is a field.

Solution E. 15.19. 1. Since, by hypothesis, I =1 = A, there exist i; € I and

m; € I~1 such that
n
1= Zijmj
=1

for some positive integer n.

Therefore, for all i € I, we have i = } 7, (im;)i;, where im; € A for all j.
Hence, I is generated by the elements i;.

2. By part 1, the homomorphism 7: A™ — I, defined on the elements of the
canonical basis of A™ by m(e;) = i;, with j = 1,...,n, is surjective. Hence,
the sequence of A-modules

0 — Kerm — A" 5T —0,

is exact, and it is sufficient to show that the sequence splits.

Consider the map s: I — A™ defined by s(i) = }_7_, imje;. It is easy to
see that s is an A-module homomorphism such that 7o s = idy, that is, s is a
section of 7.

Solution E. 15.20. Since I = v/I, we have

m = |V(I)| = dim¢ Clz1,...,z,]/I.

By hypothesis, the monomials 1,Z,...,%,™ ' are a basis of C[z1,...,xz,]/I.

Therefore, for every ¢ < n there exist b;; € C such that z; = ZT:_OI bijTp’.
Hence, the polynomials
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m—1
zi —pi(an) =i — »_ bijad,
Jj=0

belong to I and (z1 — p1,...,%n—1 — Pn—1,Pn) C I.
To prove the opposite inclusion, note that by using the Division Algorithm,

every f € C[zy,...,z,] can be written as
n—1
f= Z ai(z; — p;) + r(z,) for some a; € Clzy,...,z,].
=1

If f € I, then r(z,) € I N C[z,], and consequently,
I g (xl — D1y, Tp—1 _pn—lypn)~
Finally, since p; € C[z,] for all i, and degp; < degp,, for i # n, the set

{z1 —p1,. -, Zn—1 — Pn—1,Pn}

is the reduced Grobner basis of 1.
Solution E. 15.21. 1. Consider the commutative diagram

P—-u

i LidM
v

P —>M—>0,

¥

where f exists because v’ is surjective and P is projective.
If p = p(n) € Imp = Ker ¢, then

0= (idym o9)(p) = (¢' o f)(p), i-e., f(p) € Kery' =Imy'.

Hence, fi,(n) has values in ¢’'(N’), and we can define the homomorphism
g: N — N’ as the map that associates to every n € N the unique element
g(n) € N’ such that f(p(n)) = ¢’(g(n)). Since ¢’ is injective, g is well-defined.
The conclusion follows from a straightforward application of the Snake Lemma
to the commutative diagram
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2. Define a sequence
0—N2PeN s P —s0,

where A(n) = (¢(n),g(n)) and n(p,n’) = f(p) — ¢'(n).
Clearly, A and 1 are homomorphisms and A is injective because ¢ is injective.
Moreover,

(o A)(n) =n(p(n),g(n)) = f(e(n)) — ¢'(9(n)) = 0.

Therefore, Im A C Ker 7.
To prove the opposite inclusion, let (p,n’) € Kern. Then,

f(p) =¢'(n') and 0=1'(¢'(n)) =¢'(f(p) = idm ((p))-

Hence, p € Ker v = Im ¢ and, since ¢ is injective, there exists a unique n € N
such that ¢(n) = p. Thus,

¢'(n) = f(p) = f(p(n)) = ¢'(g(n)) and n' = g(n)

since ¢’ is injective.
Therefore,
(p,n') = (¢(n), 9(n)) = A(n) € ImA.
Finally, let p’ € P’. Then, ¢'(p’) € M and there exists p € P such that
P(p) = ¢'(p).

Therefore,
V' (f(p)) =¢() =¢'(p') and f(p) —p' € Kery' =Imy'.
Hence, there exists n’ € N’ such that f(p) —p’ = ¢'(n'), i.e.,
P =f(p) - ¢'(n') =n(p,n)

and 7 is surjective.
Since P’ is projective and we have proven that the sequence is exact, there is
an isomorphism P® N’ ~ N @ P’, as desired.
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