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1 Introduction

Motivated by a problem in mathematical finance, which, however, will not
be discussed in this note, we propose a theory of stochastic integration with
respect to a sequence of semimartingales. The case of stochastic integration
with respect to a sequence of square integrable martingales, is, in fact, a
special case of a theory of cylindrical stochastic integration, developed by
Mikulevicius and Rozovskii [15, 16]: indeed, a sequence of martingales can
be viewed as a cylindrical martingale with values in the set of all real-valued
sequences.

The approach to the general case essentially relies on a paper by Mémin
[10], which, in turn, is based on some results due to Dellacherie [4]. The basic
idea is the following: by making use of an appropriate change in probability,
it is possible to replace the integral with respect to a semimartingale with
an integral with respect to the sum of a square integrable martingale and a
predictable process with integrable variation; analogously, the integral with
respect to a sequence of semimartingales can be replaced with the sum of an
integral with respect to a sequence of square integrable martingales and an
integral with respect to a sequence of predictable processes with integrable
variation. It should be pointed out that the new probability is not “universal”,
but depends on the particular integral we are calculating.

We show that, with our definition, the stochastic integral keeps some good
properties of the integral with respect to a finite-dimensional semimartingale,
such as invariance with respect to a change in probability and the so-called
“Mémin’s theorem”, which states that the limit of a sequence of stochastic
integrals is still a stochastic integral. Yet, there are also some differences with
the finite-dimensional case, and some “bad properties”, which will be pointed
out by some examples.
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2 Definitions and preliminary results

Let be given a filtered probability space (Ω,F , (Ft)t∈[0,T ],P), which fulfills
the usual assumptions, and denote by P the predictable σ-field on Ω × [0, T ].
Let X = (Xn)n�1 be a sequence of semimartingales: X can be viewed as a
stochastic process with values in the set of all real sequences IRIN.

We call simple integrand a finite sequence of predictable bounded processes,
that is, a process H of the form

H =
∑
i�n

hiei, (1)

where {ei}i�1 is the canonical basis in IRIN, and hi are predictable bounded
processes. The stochastic integral of a simple integrand with respect to X is
naturally defined: if H has the form (1), then∫

H dX = H ·X =
∫ ∑
i�n

hi dXi.

The purpose of this paper is to extend the stochastic integral to an ap-
propriate class of processes, which will be called generalized integrands. The
construction which we propose keeps some good properties of the classical
stochastic integral for finite-dimensional semimartingales: in particular, the
stochastic integral is isometric in some proper sense and independent of the
probability. For the general theory of stochastic integration, we mainly refer
to [12]; a good description of this theory can be found also in [8], [9].

We denote by E the set IRIN, provided with the product topology: E is a
locally convex space. The dual set E′ is the space of linear combinations of
Dirac measures.

A simple integrand H can be represented as a process with values in E′

of the form H =
∑
i�n h

iδi, where, as usual, δi denotes the Dirac delta at
point i (henceforth we will use this notation for H). It is easy to check that a
E′-valued process H is weakly predictable, that is, Hei is predictable for all i
(or, equivalently, all its components are predictable processes) if and only if
H is strongly predictable, that is, there exists a sequence of simple integrands
(Hn)n�1, such that for all e ∈ E

Hω,t e = lim
n→∞

Hnω,t e.

Métivier [11] constructed an isometric integral for the case of a square
integrable martingale with values in a Hilbert space: he proved that, in this
case, it is necessary to include in the space of integrands some processes with
values in the set of not necessarily bounded (or continuous) operators on E,
provided with a proper measurability condition with respect to the predictable
σ-algebra P.
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Following this idea, we denote by U the set of not necessarily bounded
operators on E (U ⊃ E′) and, for all h ∈ U , we denote by D(h) the domain
of h (D(h) ⊂ E). We say that a sequence (hn) ∈ E′ converges to h ∈ U if
limn hn(x) = h(x), for all x ∈ D(h).

Analogously to the notion of predictable E′-valued process, we introduce
the following definition:

Definition 1. A process H with values in U is said to be predictable if there
exists a sequence (Hn) of E′-valued predictable processes, such that

H = lim
n→∞

Hn,

in the sense that for all (ω, t), and for all x ∈ D(Hω,t), the sequence Hnω,t (x)
converges to Hω,t (x), as n tends to ∞.

Remark 1. For a given sequence (hn) in E′, it always makes sense to define the
limit operator h = limn→∞ hn, where D(h) = {x ∈ E : limn→∞ hnx exists};
possibly, D(h) can be the trivial set {0}. Hence, for any sequence (Hn) of
E′-valued processes, there always exists the limit H = limnHn, which is a
process with values in U .

Besides the usual Banach spaces of semimartingales Hp(P) (see, for in-
stance, [14]), we will consider the Banach space of special semimartingales
M2 ⊕ A(P), introduced by Mémin in [10]: a special semimartingale X be-
longs to M2 ⊕A(P) if its canonical decomposition X = M + B is such that
M ∈ M2(P) and B ∈ A(P). As usual, M2(P) denotes the set of square
integrable martingales, while A(P) denotes the set of predictable processes
B with integrable variation, such that B0 = 0. The norm on M2 ⊕ A(P) is
defined by the formula:

‖X‖M2⊕A = ‖M‖M2 + ‖B‖A.

The importance of this space is evident in the following result, due to
Dellacherie. We state it as formulated by Mémin:

Lemma 1 ([4], Theorem 5; [10], Lemma I.3). Let be given a sequence
(Xi)i�1 of semimartingales. There exists a probability measure Q, equivalent
to P, with dQ/dP ∈ L∞(P), such that under Q,

(i) Xi is a special semimartingale, with canonical decomposition

Xi = M i +Bi;

(ii) M i ∈ M2(Q);
(iii) Bi ∈ A(Q).

In other words: Xi ∈ M2 ⊕A(Q), for all i.
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The next lemma is an easy consequence of the proof given by Dellacherie
to Lemma 1:

Lemma 2. Let X ∈ M2 ⊕ A(P). If Q is a probability measure equivalent
to P, such that dQ/dP ∈ L∞(P), then, X ∈ M2 ⊕A(Q) and

‖X‖M2⊕A(Q) � C ‖X‖M2⊕A(P), (2)

where C is a constant which depends on ‖dQ/dP‖L∞ .

Proof. Let X = M+B be the canonical decomposition of X under P. Denote
by Z the density of Q with respect to P and by (Zt)t�T the right-continuous,
bounded, positive martingale (IEP[Z | Ft])t�T . Then, by the Girsanov theorem
(see, for instance, [9], Theorem III.3.11), X is still a semimartingale under Q:
the canonical decomposition under the new probability measure is given by
X = N +D, where

N = M − Z−1
− · 〈M, Z〉, D = B + Z−1

− · 〈M, Z〉.

Clearly, both random variables V (B)T (where V (B) denotes the variation of
B) and [M, M ]T are in L1(Q): in particular,

IEQ[V (B)T ] � ‖Z‖L∞IEP[V (B)T ] = ‖Z‖L∞‖B‖A(P),
IEQ

[
[M, M ]T

]
� ‖Z‖L∞IEP

[
[M, M ]T

]
= ‖Z‖L∞‖M‖2M2(P).

As in the proof of Theorem 5 in [4], one can show that:

IEQ

[
V

(
1
Z−

· 〈M, Z〉
)
T

]
= IEQ

[∫ T

0

|d〈M, Z〉s|
Zs−

]
= IEP

[∫ T

0

Z |d〈M, Z〉s|
Zs−

]
= IEP

[∫ T

0

|d〈M, Z〉s|
]

� ‖M‖M2(P) ‖Z‖M2(P).

Then, D is a predictable process such that V (D)T ∈ L1(Q) and

‖D‖A(Q) � K1(‖M‖M2(P) + ‖B‖A(P)),

where K1 is a proper constant. Moreover, IEQ

[
[N, N ]T

]
� K2IEQ

[
[M, M ]T

]
(see, for instance, [10], Lemma I.1). Hence, inequality (2) holds. ��

Lemma 1 shows that, possibly by taking an appropriate equivalent proba-
bility, we can always assume that Xi is a special semimartingale, which is the
sum of a square integrable martingale and a process with integrable variation.
In this case, the following result can be proved:
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Lemma 3. Let (Xi)i�1 be a sequence in M2 ⊕A(P), with canonical decom-
position Xi = M i +Bi. Then, there exist:

(i) an increasing predictable process At, such that IE[AT ] < ∞,
(ii) a family Q = (Qij)i,j�1 of predictable processes, such that Q is symmetric

and non-negative, in the sense that Qij = Qji and
∑
i,j�d xiQ

ijxj � 0,
for all d ∈ IN, for all x ∈ IRd, dPdA a.s.,

(iii) a sequence b = (bi)i�1 of predictable processes,

such that

〈M i,M j〉t(ω) =
∫ t

0

Qijs,ω dAs(ω), Bit(ω) =
∫ t

0

bis(ω) dAs(ω). (3)

Proof. Let (ci)i�1 be a sequence of strictly positive numbers, such that∑
i�1

ci IE
[
〈M i,M i〉T + V (Bi)T

]
< ∞ ,

and define the process

At =
∑
i�1

ci
(
〈M i,M i〉t + V (Bi)t

)
.

This process satisfies the condition IE[AT ] < ∞; moreover, d〈M i,M i〉t and
dV (Bi) are absolutely continuous with respect to dAt by definition. Finally,
for i �= j, the measure d〈M i,M j〉t is absolutely continuous with respect to
d〈M i,M i〉t and d〈M j ,M j〉t by the Kunita–Watanabe inequality (see, e.g.,
[12]). Define (Qi,jt )i,j�1 and (bi)i�1 as follows

Qijt (ω) =


d〈M i,M j〉t(ω)

dAt(ω)
if dAt(ω) �= 0

0 otherwise.

bit =


dBt(ω)
dAt(ω)

if dAt(ω) �= 0

0 otherwise.
(4)

The processes Qij and bi are well-defined: they are predictable and fulfill
condition (3). Jacod and Shiryaev have proved, in the case of a finite number
of martingales, that Q can be chosen so that it is symmetric and non-negative
dPdA-a.s. ([9], Theorem II.2.9): it is rather easy to adapt their proof to the
case of a sequence of martingales. ��

Remark 2. The process A is minimal in the following sense: if D is a pre-
dictable process such that both measures dPd〈M i,M i〉t and dPdV (Bi)t are
absolutely continuous with respect to dPdDt, then the measure dPdAt is
also absolutely continuous with respect to dPdDt.
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We call negligible a predictable set C which is dPdA-negligible, that is,

IE
[∫ T

0

1C dAt

]
= 0.

This notion does not depend on the probability P: indeed, it is not difficult to
prove that C is dPdA-negligible if and only

∫
hdXi = 0 for every i and for

every bounded predictable process h, which is zero on the complement of C.
We denote by S(P) the space of real semimartingales, endowed with the

semimartingale topology, which was introduced by Émery [6]. We refer to [6]
for general definition and main properties of this topology: it is important to
recall that S(P) is a complete metric space. But we will mainly use this result,
which is due to Mémin:

Theorem 1 ([10], Theorem II.3). Let (Xi)i�1 be a Cauchy sequence in
S(P). Then, there exist a subsequence (which we still denote by Xi) and a
probability measure Q, equivalent to P, such that dQ/dP ∈ L∞(P) and (Xi)
is a Cauchy sequence in M2 ⊕A(Q).

Remark 3. Lemma 1 and Theorem 1 hold only when the time set is a compact
interval [0, T ]: this explains why we work in this framework. However if the
stochastic integral can be defined on a finite interval, then it can be defined
on the whole set [0,+∞[ by localization.

Finally, we introduce our definition of integrable process:

Definition 2. Let H be a predictable U-valued process. We say that H is in-
tegrable with respect to X if there exists a sequence (Hn) of simple integrands
such that:

(i) Hn converges to H, a.s.;
(ii) (Hn ·X) converges to a semimartingale Y in S(P).

We call H a generalized integrand and define
∫
HdX = H ·X = Y .

We denote by L(X,U) the set of generalized integrands.

Remark 4. Of course, Definition 2 makes sense if we prove that Y is uniquely
defined, in the sense that H · X is independent of the sequence Hn which
approximates H. This result, with all its consequences and applications, will
be the object of section 5.

We wish also to point out that our definition of integrable process is very
similar to the notion of integrable function with respect to a vector-valued
measure ([5], section IV.10.7).
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3 Stochastic integration with respect to a sequence
of square integrable martingales

For the case of a sequence of square integrable martingales, we refer to the
theory on cylindrical integration recently developed by Mikulevicius and Ro-
zovskii [15], [16]: indeed, a sequence of martingales can be viewed as a cylindri-
cal martingale with values in E. In this section, we briefly recall Mikulevicius
and Rozovskii’s main results, adapted to our setting.

We assume thatXi = M i ∈ M2(P) for all i and denote byM the sequence
(M i)i�1. The aim in this section is to define the stochastic integral

∫
H dM

on a proper class of processes, so that the integral is a square integrable
martingale. We recall that, even in the one-dimensional case, it may happen
that the integral with respect to a square integrable martingale is not even a
local martingale (see, for instance, [7]).

For a simple integrand Ht =
∑
i�n h

i
tδi, the Ito isometry holds:

IE

[(∫ T

0

Hs dMs

)2]
= IE

[∫ T

0

∑
i,j�n

hish
j
s d〈M i,M j〉s

]

= IE
[∫ T

0

∑
i,j�n

hish
j
sQ
ij
s dAs

]
, (5)

where Q and A are defined as in Lemma 3. The question is how to complete
the set of integrands with respect to the norm induced by the Ito isome-
try. Intuition may suggest that, to this aim, it is sufficient to consider, as
value set of the integrands, the space of the sequences (hi)i�1 such that
IE
[∫ ∑

i,j h
ihjQij dA

]
< ∞. In fact, this is not sufficient, as we will show

in Example 1 below.
Consider Q for fixed (ω, t) (which we omit, for simplicity). We can define

on E′ a linear mapping with values in E, which we still denote by Q, in the
following way: for h =

∑
i�n h

iδi ∈ E′, we define Qh as the sequence whose
i-th component is (Qh)i =

∑
j Q

ijhj . It is easy to check that Q is symmetric
and non-negative, namely 〈h,Qk〉E′,E = 〈k,Qh〉E′,E and 〈h,Qh〉E′,E � 0 for
all h, k ∈ E′, where 〈 , 〉E′,E denotes the duality. The mapping Q induces a
seminorm on E′, by the formula:

|h|2Q = 〈h,Qh〉E′,E =
∑
i,j�1

hiQijhj . (6)

Thus, the main problem is to find a completion of E′ with respect to this
seminorm. Following the approach by Mikulevicius and Rozovskii [15, 16], we
consider on the set QE′ the scalar product:

(Qh,Qk)QE′ = 〈h,Qk〉E′,E = 〈k,Qh〉E′,E .
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This scalar product induces a norm, with respect to which QE′ is a pre-Hilbert
space. Its completion K is a Hilbert space and can be continuously embedded
in E. Denote by K ′ the topological dual of K: the set K ′ contains E′ and
coincides with the completion of E′/kerQ, with respect to the norm induced
by (6). Thus, if h ∈ E′, then |h|2K′ = 〈h,Qh〉E′,E . We recall that K and K ′

depend on (ω, t): so we have defined a family of Hilbert spaces, depending
on Q. Note that, if H is a simple integrand, the isometry (5) can be rewritten
in the form:

IE

[(∫ T

0

Hs dMs

)2]
= IE

[∫ T

0

|Hs|2K′
s
dAs

]
.

Now, it seems natural to take as generalized integrand a predictable process
H with values in U , such that for all (ω, t), the domain of Hω,t contains Kω,t,
the restriction ofHω,t to Kt,ω is an element of K ′

ω,t, and IE
[∫

|H|2K′ dA
]
< ∞.

We observe that if H is predictable, then |H|2K′ is also predictable: this is a
consequence of the argument below.

Consider now the canonical basis in E′ and take the sequence ηn = Qδn.
By a standard orthogonalization procedure, we can construct an orthonormal
basis {ki}i�1 in K (once again, for simplicity of notations, we omit (ω, t)):
every ki is an element of span{η1, . . . , ηi}. Hence, ki = Qhi, where hi is an
element of K ′, such that hi ∈ span(δ1, . . . , δi) and {hi}i�1 is an orthonormal
basis in K ′ (see [15] pag. 141 for details).

If we consider hi as a function of (ω, t), it follows that hit =
∑
j�i α

ij
t δj

where αijt are real predictable. If H is predictable, in the sense of Definition
1, Ht(Qtδj) is predictable and so is H(kjt ).

Every process H, such that Hω,t ∈ K ′
ω,t, can be written in the form:

Ht =
∑
i�1

λith
i
t,

where λit = (Ht, hit)K′
t
= Ht(kit); then |Ht|2K′

t
=
∑
i(λ
i
t)
2 is predictable. Fur-

thermore, the process H can be approximated by the sequence

Hnt =
∑
i�n

λith
i
t =

∑
i�n

∑
j�i

λitα
ij
t δj =

∑
j�n

rnjt δj (7)

(a proof of this fact can be found in [16], Corollaries 2.2 and 2.3).
The following theorem is essentially due to Mikulevicius and Rozovskii: we

give a formulation which is slightly different from the original one, but better
fits into our context. We also recall the main steps of their proof.

Theorem 2. Let H be a U-valued process such that:

(i) D(Hω,t) ⊃ Kω,t for all (ω, t);
(ii) Hω,t|Kω,t ∈ K ′

ω,t;
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(iii) Ht(Qtδn) is predictable for all n;

(iv) IE
[∫ T
0
|Ht|2K′

t
dAt

]
< ∞.

Then, there exists a sequence (Hn) of simple integrands, such that Hnω,t con-
verges to Hω,t in K ′

ω,t for all (ω, t) and (Hn · M) is a Cauchy sequence
in M2(P).

As a consequence, we can define the stochastic integral H ·M as the limit
of the sequence (Hn ·M).

Proof. It is easy to check that the approximating sequence Hn defined by (7)
converges to H in K ′ and it is such that (Hn ·M) is a Cauchy sequence in
M2(P). However, every Hn may not be a simple integrand. Fix n: as we have
already observed, the process Hn is of the form

∑
i�n r

niδi, where rni are
predictable. We define the sequence

Hn,mt =
∑
i�n

rnit δi 1{maxi�n |rnit |�m},

for every m ∈ IN. Then, (Hn,m)m�1 is a sequence of simple integrands, which
converges to Hn in K ′ (as m → ∞), and it is such that (Hn,m ·M)m�1 is a
Cauchy sequence in M2(P) (see, for instance, [15], Proposition 9). Thus, by
a standard diagonalization procedure, we can build a sequence H̃n = Hn,mn

of simple integrands, which satisfies the required properties. ��

Remark 5. It may seem sufficient, in order to define the integral H · M, to
know the restriction of Hω,t to Kω,t. In fact, this is not exactly true: indeed,
let H be a process which fulfills conditions (i)–(iv), and (Hn) be the sequence
defined as in the theorem. If we set J = limnHn, we can say that J, but
not H, is M-integrable, according to Definition 2. This will be evident in
Example 1. However, an immediate consequence of Theorem 2 is the following:
assume that (Hn) and (Jn) are two sequences of simple integrands, such that
both sequences (Hn ·M), (Jn ·M) are Cauchy sequences in M2(P). Define
H = limnHn and J = limn Jn. If H|K = J|K a.s., then limn(Hn · M) =
limn(Jn ·M); hence, H ·M = J ·M.

Remark 6. The condition of measurability given by Mikulevicius and Ro-
zovskii (condition (iii) in Theorem 2) is strictly related to the probability
measure P: under an equivalent measure Q, the processes M i may not be
martingales and, in any case, the process d〈M i,M j〉 is no longer the same.
For this reason, we have decided to give a different notion of predictable
process, which does not depend on the probability.

Remark 7. Consider the stable subspace generated by the sequence M =
(M i)i�1 of square integrable martingales (for the definition of stable sub-
space, we refer to [12]). It is natural to expect that a characterization of this
space holds in terms of the stochastic integral with respect to M. Indeed,
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the following result holds: the set of all the stochastic integrals H ·M, with
H fulfilling conditions (i)–(iv) of Theorem 2, is a closed set in M2(P) and
coincides with the stable subspace generated by M in M2(P). A proof of this
can be found in [16]; it is, in fact, a simple extension of the analogous result
in the finite-dimensional case.

Remark 8. One could think that the above mentioned construction can be
adapted to the case of a sequence of local martingales, just replacing the
predictable quadratic covariation 〈M i,M j〉, with the quadratic covariation
[M i,M j ]. In fact, this does not work. The reason is that the process [M i,M j ]
is optional, not predictable: a factorization as in Lemma 3 can still be found,
but Q and A are optional. So, it is not possible to repeat the construction of
the approximating sequence and the proof of Theorem 2.

4 Stochastic integration with respect to a sequence
of predictable processes with finite variation

In this section we assume that Xi = Bi ∈ A(P) for all i and denote by B the
sequence (Bi)i�1. The property of finite variation is invariant with respect to
a change in probability. However, if Q is an equivalent probability measure,
it may occur that the variation of B is in L1(P) but not in L1(Q).

Assume that Bi has integrable variation for all i. Then, as we have proved
in Lemma 3, there exists a factorization dBit = bit dAt where A is an increasing
predictable process and (bi)i�1 is a sequence of predictable processes. In this
case, the construction of the stochastic integral H · B is easier than in the
previous case, since the set of predictable processes with finite variation is
closed in S(P) (see, for instance, [10], Theorem IV.7).

So, if H is a U-valued process such that H = limnHn, where Hn are
simple integrands, then it is easy to verify that H is B-integrable if and only
if bω,t belongs to the domain of Hω,t for all (ω, t) and the random variable∫ T

0

|Htbt|dAt (8)

is finite P-a.s. Note that Hb = limnHnb is a predictable process. Moreover,
assume that the random varable defined in (9) belongs to L1(P), and Hn is
a sequence of simple integrands which converges to H; then, the sequence

Jn = Hn1{|Hnb|�2|Hb|}

is such that (Jn ·B) converges to H ·B in A(P).
For this case, the result corresponding to Theorem 2 is much simpler:

assume that H is a U-valued process such that:

(i) bω,t ∈ D(Hω,t) for all (ω, t);
(ii) the process Hb is predictable;



Stochastic Integration with Respect to a Sequence of Semimartingales 129

(iii) IE
[∫ T
0
|Htbt|dAt

]
< ∞.

Then, there exists a sequence (Hn) of simple integrands such that Hnb con-
verges to Hb and (Hn ·B) is a Cauchy sequence in A(P).

As a consequence, we can define the stochastic integral H ·B as the limit
of the sequence (Hn ·B).

In fact, it is sufficient to find an E′-valued process H such that Hb = Hb:
assume, for simplicity that b1ω,t �= 0 for all (ω, t); then, we can define Hω,t =
Hω,tδ1/b1ω,t. If the predictable set {b1 = 0} is not negligible, it is clear how
to modify such a construction. Finally, H can be easily approximated by a
sequence of simple integrands.

5 The general case

The construction of a stochastic integral with respect to a sequence of semi-
martingales relies on the two previous cases: an appropriate change of prob-
ability allows us to reduce to the case of a stochastic integral with respect
to the sum of a sequence of square integrable martingales and a sequence of
predictable processes with finite variation.

Let H be a U-valued process and assume, as in Definition 2, that there
exists a sequence (Hn) of simple integrands, such that H = limnHn and
(Hn ·X) is a Cauchy sequence in S(P).

By Lemma 1, there exists a probability measure Q1, equivalent to P, with
dQ1/dP ∈ L∞(P) and such that X ∈ M2⊕A(Q1), that is, every Xi belongs
to M2 ⊕ A(Q1). Furthermore, by Theorem 1, we can find a subsequence,
which we still denote by (Hn), and a probability measure Q2, equivalent to
Q1, such that dQ2/dQ1 ∈ L∞(Q1) and (Hn · X) is a Cauchy sequence in
M2 ⊕ A(Q2). Lemma 2 makes sure that X belongs also to M2 ⊕ A(Q2): if
X = M + B is the canonical decomposition of X under Q2, then, for all n,
Hn ·M+Hn ·B is the canonical decomposition of Hn ·X. Moreover, (Hn ·M)
is a Cauchy sequence in M2(Q2), whereas (Hn · B) is a Cauchy sequence
in A(Q2). Then H · M and H · B exist, in the sense shown respectively in
sections 3 and 4. The integral H ·X, which is defined as the limit in S(P) of
the sequence (Hn ·X), coincides with H ·M+H ·B.

We are now able to prove what we claimed in Remark 4, namely, that
Definition 2 is a good definition:

Proposition 1. Let (Hn) and (Jn) be two sequences of simple integrands
such that:

(i) there exists a U-valued process H such that H = limnHn = limn Jn;
(ii) if Y n = Hn · X and Zn = Jn · X, then (Y n) and (Zn) are Cauchy

sequences in S(P).

Then limn Y n = limn Zn.
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Hence, the process H · X = limn Y n = limn Zn is well-defined. In other
words, the definition of the integral does not depend on the approximating
sequence.

Proof. If we apply twice Lemma 1 and Theorem 1, we can find a probability
measure Q, equivalent to P and such that dQ/dP ∈ L∞(P) and a subse-
quence (which we still denote by n) such that X ∈ M2⊕A(Q) and (Y n), (Zn)
are both Cauchy sequences in M2⊕A(Q). This means that, if X = M+B is
the canonical decomposition under Q, then, (Hn ·M) and (Jn ·M) are both
Cauchy sequences in M2(Q), whereas (Hn ·B) and (Jn ·B) are both Cauchy
sequences in A(Q). From hypothesis (i) and from the results of the previous
sections, it follows immediately that it must be

lim
n→∞

Hn ·M = lim
n→∞

Jn ·M, lim
n→∞

Hn ·B = lim
n→∞

Jn ·B.

So, the claim follows. ��

Remark 9. We have just proved that, when the stochastic integral exists, then,
by an appropriate change of probability, it can be represented as the sum of
an integral with respect to a sequence of square integrable martingales and
an integral with respect to a sequence of processes with bounded variation.

The converse does not hold true: it may happen that the two above-
mentioned integrals exist, but the process is not integrable in the sense of
Definition 2. Let be given a probability measureQ such that X ∈ M2⊕A(Q),
with canonical decomposition X = M + B, and a process H which is sepa-
rately integrable with respect to M and B in the sense of section 3 and 4;
namely, H fulfills the conditions of Theorem 2 and condition (i), (ii), (iii) of
section 4. Then, Theorem 2 suggests the construction of an approximating
sequence Hn such that Hn|K converges to H|K and (Hn · M) is a Cauchy
sequence in M2(Q). Yet, this does not imply that Hnb converges to Hb. So,
condition (i) of Definition 2 is not satisfied. However, if (Hn) can be chosen
so that Hnb converges to Hb, then the stochastic integral does exist in the
sense of Definition 2.

The following result is the extension to the infinite-dimensional case of
Mémin’s theorem ([10], Theorem III.4), which states that the set of stochastic
integrals with respect to a semimartingale is closed in S(P).

Theorem 3. Let be given a sequence of semimartingales X = (Xi)i�1 and a
sequence (Hn) of generalized integrands: assume that (Hn ·X) is a Cauchy
sequence in S(P). Then, there exists a generalized integrand H such that
limn→∞Hn ·X = H ·X.

Proof. Without loss of generality, we can assume that Hn = Hn are simple
integrands. We can choose an equivalent probability measure Q and a subse-
quence, which we still denote by Hn, such that Xi ∈ M2⊕A(Q) and (Hn ·X)
is a Cauchy sequence in M2 ⊕A(Q). Define H = limnHn. Since
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IE
[∫ T

0

|Hnt −Hmt |2K′
t
dAt

]
−→ 0 as n, m → ∞,

it is clear that the domain of Ht,ω must contain Kω,t for all (ω, t) and

IE
[∫ T

0

|Hnt −Ht|2K′
t
dAt

]
−→ 0 as n → ∞.

Analogously, since

IE
[∫ T

0

|Hnt bt −Hmt bt|dAt
]
−→ 0 as n, m → ∞,

it is clear that the domain of Ht,ω must contain bω,t for all (ω, t) and

IE
[∫ T

0

|Hnt bt −Htbt|dAt
]
−→ 0 as n → ∞.

So the claimed result is proved. ��

6 Examples

In this section, we show some examples to point out the main differences be-
tween the stochastic integral with respect to a finite-dimensional semimartin-
gale and with respect to a sequence of semimartingales. In the examples we
will consider, the spaces Kω,t do not depend on (ω, t) and the integrands
are constants. Nonetheless, even in these simple cases, some differences are
evident.

The first example is taken from [3] (Example 2.1): there it is shown that,
even in the case of a sequence of square integrable martingales, the set of
E-valued processes is not large enough as set of integrands.

Example 1. Consider the sequence of martingales M = (M i)i�1 defined by:

M i = W +N i,

where W is a Wiener process, (N i) is a sequence of independent compen-
sated Poisson processes all with the same intensity λ = 1, such that N i is
independent of W , for all i.

According to Lemma 3, we find a factorization of the quadratic variation
of M, by setting At = t, Qij = 1 + δij . In [3], it has been proved that K is
the subset of E of all sequences of the form (α+ y1, α+ y2, . . . ), with α ∈ IR
and (yi)i�1 ∈ l2, and the norm of such a sequence in K is α2 +

∑
i�1 y

2
i ; the

dual set K ′ is isomorphic to IR⊕ l2.
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Consider the sequence of simple integrands Hn = n−1∑
i�n δi. It is clear

that Hn converges to the constant U-valued process H, defined by

H(x) = lim
n→∞

x1 + · · ·+ xn
n

.

Notice that Hn does not converge componentwise to H: indeed, limnHni = 0,
for all i. Moreover,

Hn ·M = W +
N1 + · · ·+Nn

n
,

which converges to W in M2(P). Therefore, we have that H ·M = W .
Consider now the operator J(x) = limn xn; it is not difficult to check that

H coincides with J on K. However, we observe that there does not exist
limnMn = limn(W + Nn). This proves what we have claimed in Remark 5.
The sequence Hn converges to H and not to J on E: the sequence (Hn ·M) =
(Hn(M)) converges in M2(P) to H ·M = H(M), while J(M) is not defined,
although H|K = J|K . So, we can say that H is M-integrable, whereas J is
not M- integrable.

The following example is obtained by a modification of an example due to
Émery [6].

Example 2. Let (Tn)n�1 be a sequence of independent random variables, such
that Tn is exponentially distributed with IE[Tn] = n2. We take as filtration
the smallest filtration which satisfies the usual conditions and such that Tn
are stopping times. We define a sequence of martingales Mn as follows:

Mn
t =

t ∧ Tn
n2

− 1{t�Tn} =
t

n2
1{t<Tn} +

(
Tn
n2

− 1
)
1{t�Tn}. (9)

Consider the simple integrand Hn = n−1∑
i�n i

2δi. Then, with the usual
notation M = (M i)i�1,

Hn ·M =
M1 + 22M2 + · · ·+ n2Mn

n
=
N1 + · · ·+Nn

n
,

where N i = t ∧ Ti − i21{t�Ti}. The sequence (Hn) converges (as n → ∞) to
the operator H on E, defined by:

H(x) = lim
n→∞

1
n

∑
i�n

i2xi, (10)

for all x ∈ E such that this limit does exist, while the sequence (Hn · M)
converges to the increasing process At = t. Consider the stopping times
Sn = infm�n Tm. Using Borel–Cantelli lemma, it can be proved that Sn tends
to infinity (as n → ∞). In particular, the sequence Sn ∧ T converges to T
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stationarily, namely, Sn ≡ T definitely, P-a.s. So, for fixed ε, there exists
some n such that P(Sn � T ) < ε. On the stochastic interval [[0, Sn ∧ T ]], the
martingale Nm coincides with the process A, for m � n. Then, if we stop the
processes Hk ·M at time Sn, we have that, for k > n

(Hk ·M)Sn =
(N1 + · · ·+Nn)Sn

k
+

(k − n)
k

(t ∧ Sn).

It is not difficult to check that the sequence (Hk ·M)Sn converges to t ∧ Sn
as n tends to ∞: as a consequence, (Hk ·M) converges to At in S(P) (see [6]
for further details).

In the finite-dimensional case, it is well-known that, ifX ∈ M2⊕A(P) with
canonical decomposition X = M +B, and H ·X also belongs to M2⊕A(P),
then, necessarily, the canonical decomposition of the stochastic integral is
H · X = H ·M + H · B. This is no longer the case, when X is a sequence
of semimartingales, as the previous example shows: indeed, X ∈ M2 ⊕A(P)
and X = M+ 0, the process H is X-integrable, the integral H ·X belongs to
M2 ⊕ A(P), but the canonical decomposition is H ·X = 0 + A. The reason
for this different behaviour will be explained in Remark 10.

Ansel and Stricker [1] have proved that if M is a finite-dimensional local
martingale and H an integrable process, such that H · M is bounded from
below, then H ·M is a local martingale (hence it is a supermartingale). Ex-
ample 2 shows that, as opposed to the finite-dimensional case, this does not
necessarily occur when M is a sequence of local martingales. Indeed, in the
mentioned example, H is a M-integrable process, such that H ·M is bounded
from below, but the stochastic integral H ·M is not a local martingale.

However if, for a generalized integrand H, an approximating sequence
(Hn) of simple integrands can be found, such that Hn ·M converges to H ·M
and there also exists a random variable W ∈ L1(P) such that, for all t,∫ t
0
Hns dMs � W , then it can be proved, using Fatou’s lemma, that H ·M is

a supermartingale.
Moreover, we observe that, if every Xi is continuous, the result by Ansel

and Stricker still holds even in the case of a sequence of martingales; indeed,
the set of continuous local martingales is closed in S(P) (see [10], Theorem
IV.5). This is also a consequence of the following remark: assume that X is
continuous and H is an X-integrable process such that H ·X � −C, where
C is a positive constant. Then, for all ε � 0, there exists a sequence of simple
integrands (Hn) such that Hn ·X � −C − ε: indeed, given an approximating
sequence Hn such that Hn ·X converges to H ·X, we can define the stopping
time

Tn = inf
{
t :
∫ t

0

Hns dXs < −C − ε

}
.

Since limnP(Tn < T ) = 0, we can find a subsequence (which we still denote
by Tn) such that

∑
nP(Tn < T ) < ∞. We set Sn = infm�n Tm and H̃n =
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1[0,Sn]H
n. Then, clearly H̃n ·X � −C − ε. Moreover H̃n ·X = Hn ·X on the

set [0, Sn] and Sn converges to T , P-a.s.; hence H̃n ·X converges to H ·X.

Remark 10. When X is a IRk-valued semimartingale, a predictable process H,
with values in IRk, is X-integrable if the sequence Hn = H1{‖H‖�n} is such
that (Hn · X) is a Cauchy sequence in S(P) (see [2]). Moreover, if S is a
stopping time, and denoting, as usual, by ∆sX the jump Xs −Xs−, we have
that ∆S(H · X) = HS∆SX; for fixed t, the sequence

∑
s�t∆s(H

n · X)2 is
increasing and converges to

∑
s�t∆s(H ·X)2. Hence,

IE

[∑
s�t

∆s(H ·X)2
]
= lim
n→∞

IE

[∑
s�t

∆s(Hn ·X)2
]
, (11)

whether the expectation is finite or not.
Given a sequence of semimartingales X, a generalized integrand H and an

approximating sequence Hn, for all stopping times S, one still has ∆S(Hn ·
X) = HnS · (∆SX); this sequence converges in probability to ∆S(H ·X): thus,
∆SX belongs to D(HS) and it is equal to HS · (∆SX). However, in this
case, (11) does not hold. The sequence

∑
s�t∆s(H

n ·X)2 does not necessarily
converge: we can only say that

IE

[∑
s�t

∆s(H ·X)2
]

� min lim
n→∞

IE

[∑
s�t

∆s(Hn ·X)2
]
.

In particular, in the finite-dimensional case, if M is a purely discontinuous
local martingale such that IE

[∑
s�tH

2
s (∆sM)2

]
< ∞, then H ·M is a square

integrable martingale. This is no longer true for the case of a sequence of local
martingales, as we have seen in Example 2.
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