NON-LOCAL PLANELIKE MINIMIZERS
AND I'-CONVERGENCE OF PERIODIC ENERGIES
TO A LOCAL ANISOTROPIC PERIMETER

SERENA DIPIERRO, MATTEO NOVAGA, ENRICO VALDINOCI, AND RICCARDO VILLA

ABSTRACT. We investigate a homogenization problem related to a non-local interface energy with a
periodic forcing term. We show the existence of planelike minimizers for such energy.

Moreover, we prove that, under suitable assumptions on the non-local kernel and the external
field, the sequence of rescaled energies I'-converges to a suitable local anisotropic perimeter, where the
anisotropy is defined as the limit of the normalized energy of a planelike minimizer in larger and larger
cubes (i.e., what is called in jargon “stable norm”).

To obtain this, we also establish several auxiliary results, including: the minimality of the level sets
of the minimizers, explicit bounds on the oscillations of the minimizers, density estimates for almost
minimizers, and non-local perimeter estimates in the large.
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1. INTRODUCTION

Planelike minimizers are objects (such as surfaces or interfaces) that minimize a given energy func-
tional and lie at a bounded distance from a hyperplane. They tipically occur in periodic media, where
the energy density repeats periodically in space, allowing for suitable cancellations of the inhomoge-
neous minutiae of the environment that produce stable structures which, albeit not being perfectly
flat, appear as flat at a large scale. In this spirit, planelike minimizers show how a possibly complicated
structure at a fine scale behaves like a simple, averaged object in the large, and this phenomenon in
turn provides an essential building block to understand homogenization.

Moreover, planelike minimizers link the microscopic features of a medium to its macroscopic behav-
ior, often reducing the analysis to that of “effective energies”, called in jargon “stable norms”, which
play the role of homogenized “surface tensions” capturing the effective anisotropy of the medium at a
large scale (see below for further details).

Also, when planelike minimizers possess some geometric organization (such as foliations or lamina-

tions of space), they can help describe the global geometry of minimizers.
1
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In certain variational settings arising in the theory of dynamical systems (like twist maps or Frenkel-
Kontorova models), planelike minimizers correspond to Aubry-Mather sets, namely to configurations
that minimize action and exhibit periodic and quasi-periodic order (see [Mat82, ALD83, dILVOT7]).
In analogy to this, planelike minimizers have been constructed for elliptic functionals and minimal
surfaces (see [Mos86, CdIL01, AB0G,dILV09]), phase transition models and partial differential equations
(see [Val04,NV07,RS11]), fluid jets (see [PV05]), statistical mechanics and spin systems (see [CdIL.98,
CDV17)).

In this paper, we investigate a homogenization problem related to a non-local interface energy with
a periodic forcing term, extending the results presented in [CT09] to a non-local setting. Consider-
ing some assumptions on the non-local kernel K and the external field g, we show the existence of
planelike minimizers for such energy, i.e. minimizers that are at bounded distance from a plane (see
Definition 1.11 below). Moreover, we prove that the sequence of rescaled energies {.%.}. I'-converges,
as € approaches 0, to a suitable local anisotropic perimeter .%,. The anisotropy ¢ is also known as
“stable norm” (see [CGN14]), and is defined as the limit of the (normalized) energy of a planelike
minimizer in larger and larger cubes.

Adapting some ideas presented in [CdILO1, CT09] to our setting, we construct planelike minimizers
for our energy .# via a cell-problem. Then, we show that the stable norm ¢ is well-defined and we
prove the main I'-convergence result.

Setting and main assumptions. The mathematical framework adopted in this paper goes as fol-
lows. Let @ := (0,1)" be the n-dimensional cube of side 1, and let g € L*°(R™) be a Z"-periodic
function such that

(1.1) /Qg(x) dx = 0.

In all the paper, the following assumptions on the kernel K will be in force.
Suppose’ that, for all z, y, w € R", and for any rotation R € SO(n),

(1.2) K(y,z) = K(z,y) = K(z + w,y + w) = K(Rx, Ry) > 0,
and
(1.3) / WK (, 0) dh < +o0.

Namely, we require that the kernel under consideration is non-negative, symmetric, translation and
rotation invariant, and has some integrability properties.

Moreover, we assume that there exist parameters s; and so, and positive constants d, k1, ko and kK3,
such that

1
O<51<§<82<1, K1 < K,
and, for every z, y € R",
X(0,6) (|~ — yl) : 1 1
(1'4) k1 ‘I _ y‘n+251 < K<x’y) S K2 min ‘QZ _ y‘n+251 ’ ‘x _ y‘n+252
1.5 and inf  K(x,y) > Kks.
(15) (z,9)€QXQ (@)

Remark 1.1. We point out that, in light of (1.2), the lower bound in (1.5) is equivalent to
(1.6) K(x,y) = k3x(o,ym |z —yl), forall (z,y) € R" x R".

Indeed, for every z, y € @), we have that |z — y| < diam(Q) = /n. Thus, (1.6) yields (1.5).
Moreover, for every x, y € R™ such that |x — y| < /n, we have that z —y € Q. Hence, from (1.2)
and (1.5), we infer that
K(z,y)=K(zx—y,0) > inf  K(w,z) > ks,
(2,y) = K@ —y,0) 2 inf K(wz)>ns
which entails (1.6).
We also point out that if the lower bound in (1.4) holds true with § > y/n, then (1.5) and (1.6) are
always verified with k3 1= k77291,

Hypotheses (1.2) and (1.3) are very natural assumptions to work with. Compare for instance with [AB98b, Para-
graph 1.2].
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As model cases of kernels that satisfy (1.2), (1.3), (1.4), and (1.5), one can think about
X(0,vm) ([T —yl)

Ki(x,y) :=

|z —y|rtee
X(0,6) (17 = yl) o
Ky (z,y) == W + X[5,+00) (|12 = yl)e =3,
~ xoalz =) X0 (2 —yl)
and  K3(z,y) = |z — y[rtes |z — y[n+2s

with0 < s<§<S<1.

Remark 1.2. We point out that (1.4) entails

K2

K@y < o

for all (z,y) € R" x R™.

Hence, K is integrable at infinity (when x and y are very far apart). As we will see, this condition
yields a local energy in the I'-limit.

From now on, we will call a domain any open and bounded set, not necessarily connected.
For our purposes, we now recall the notion of K-nonlocal interaction between disjoint sets A,
B C R", that is

LedB) = [ K@y ey
AxB

and the notion of K-nonlocal perimeter of a set £ C R"™ with respect to a Lipschitz domain 2 C R"
(see Definition C.1 for the precise notion set with Lipschitz boundary), which is defined as

k(E,Q) //Q Shxe(@) — xe)| K(z,y) dedy
f
=Lrg(QNE,QNE )+ Lg(QNE,QNE)+ Lgk(Q°NE, QN E°),

where
Q= (A xQ)UQ° xQ)U(Q xQ°,
with Q¢ :=R"\ Q.
We will also use the notation
Px(FE) := Lk(E, E°).
Moreover, we define the energy functional J in ) as the perturbation of Px with the periodic
external forcing term g, given by

J(E,Q):=Pg(E, Q)+ /Eng(x) dx.

However, taking into account the periodicity of g, in order to account for the energy contributions
of 012, we will also consider the energy functional .# defined as

(1.7) F(E,Q) = PK(E,Q)—F/EOQ( ) g(x) dz,

where

QM) :={k+Qst. keZ" k+QCQ}.

Construction of planelike minimizers. To construct minimizers for J and .%, given p € R", we

define
wim [[ )~ uly) +p- (@) Koy dody+ [ gla) (o)
QXR" Q

Then, we will address the cell problem:

find w, e W := {u € L (R") s.t. u is Z"-periodic and /

Qu(az) do = 0}

(1.8)
such that €,(u,) = r%n &
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Remark 1.3. We stress that the choice of the domain of integration in the definition of E’p is tailored
so that the energy functional under consideration is additive with respect to unions of disjoint sets
(compare @ x R™ with Q4 and Q x Q).

Moreover, this choice of gp is the right one for deriving the desired Euler-Lagrange equation (see
Corollary 3.2) and for constructing (class-A) minimizers of 7.

The problem in (1.8) is well-defined, according to the following result:

Theorem 1.4 (Existence of minimizers for §,). Let K : R" x R® — R satisfy (1.2), (1.3), (1.4),
and (1.5).
Then, there exists v > 0, depending only on n, k1, §, and s1, such that, if HgHL% < v, there

1(Q)
exists u € W such that

(1.9) Eo(u) = mmi}n £,
(1.10) and u € L7%1(Q).

A key step to find minimizers for 7 is the following integral condition for minimizers w, constructed
in Theorem 1.4.

Proposition 1.5. Let K : R" x R" — R satisfy (1.2), (1.3), (1.4), and (1.5) and let u, be the
minimizer for Ep in W given by Theorem 1.4.

Then, there exists z : R™ x R" — [—1,1] such that, for all n € C*>°(R"™) that are Z"-periodic, we
have that

(1.11) / /Q L@ ) (@) — () K (@) do dy + /Q g(@) n(x) da = 0.

<R" 2
Moreover, for a.e. (z,y) € R" x R"™ and for all k € Z",
(1.12) up(x) —up(y) +p - (x —y) = 2(z,y) [up(x) —up(y) +p- (x -y,
(1.13) z(z,y) = —2(y,z),
(1.14) and z(z+k,y+k) = z(z,y).

A proof of Theorem 1.4 will be presented in Section 2, while Section 3 is devoted to showing
Proposition 1.5.

We utilize the function z constructed in Proposition 1.5 as a “calibration” to show that the level
sets of the minimizers provided by Theorem 1.4 are in turn (class-A) minimizers of our geometric
problem.

As a counterpart of the classical theory of minimal surfaces, and in the wake of [Pag20, Cab20], one
can define calibrations in our setting as follows:

Definition 1.6. Let F C R" be a set of finite K-perimeter. We say that a function z : R” x R® — R
is a calibration for F in € if

PiB.0) = [[ Gea) (vela) = xo) Kavn) do .
#

By analogy with the notation introduced in [CdIL01], we also give the following definition of mini-
mality for 7.

Definition 1.7. We say that a set £ C R” is a class-A minimizer for J if, for any domain 2 C R",
we have that

J(E,Q) < J(F,Q), for any F such that FF\ Q= FE\ Q.

Remark 1.8. Observe that if E is a class-A minimizer for 7, then, for any Lipschitz domain 2, it
holds that
F(E,Q) < F(F,Q),
for every F' C R™ such that F'\ Q(2); = E \ Q(Q);.
Indeed, by the properties of Py, for any A and B subsets of R™ such that AAB C Q(Q2)1, we have
that
Pr(A,Q) — Pg(B, ) =Pk (A, Q()1) — Pk (B, Q()1).
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Alternatively, observe that if F'\ Q(2); = E'\ Q(f2);, then in particular F'\ Q@ = E \  and

/ g(z)dx — / g(z)dx = / g(z)dr — / g(z) dz.
ENQ FNQ ENQ(Q)1 FNO(Q)1

For the rest of our discussion, we adopt the short notation

(1.15) vp(x) == up(x) +p- 2
and define, for any t € R,
(1.16) Epy = {z € R" s.t. vy(z) > t}.

Then, we have the following result:

Theorem 1.9 (Minimality of level sets). Let K : R™ x R™ — R satisfy (1.2), (1.3), (1.4), and (1.5)
and let u, be a minimizer for €, in W. Let also v, and E,; be as in (1.15) and (1.16), respectively.
Then, for everyt € R, the set E, is a class-A minimizer for J in the sense of Definition 1.7.

A proof of Theorem 1.9 can be found in Section 4. The idea is to first prove a weaker version of
Theorem 1.9, in which the conclusion holds for a.e. t € R only. Then, exploiting the closedness of
class-A minimizers with respect to the LlOC convergence, we will obtain the desired result.

Thanks to suitable density estimates (see Proposition 5.1 below), we also infer that a minimizer u,
of €, has controlled oscillations in Q. To this end, we recall that, for any ¢ € BV(Q),

0sc 1= esssu — essinf .
5 (¢) s Py —essinfy

Theorem 1.10 (Minimizers of €, have controlled oscillations). Let K : R™ x R™ — R satisfy (1.2),
(1.3), (1.4), and (1.5) and let u, be a minimizer for €, in W.

Let also v, be as (1.15).

Then, there exists a constant ¢ > 0 independent of p such that

osc(vy) <clpl  and oseluy) < (e Vi)l

As a consequence of Theorem 1.10, we obtain that the collection of level sets {Ej ¢ }te7,, where
Ty ={teRst. 0E,: NQ # 2},

can be trapped within a strip of height M, for some M > 0 independent of ¢t and p. For this reason,
we call such level sets “planelike”, according to the setting below.

Definition 1.11. Let p € R\ {0} and let E C R” be a class-A minimizer for the energy functional 7.
We say that E is a planelike minimizer for 7 in direction p/|p| if there exists M > 0 (independent
of p) such that

either {z e R" s.t. -
or {reR"st. x-

—Mp|l} CEC{zxreR"s.t. x-p< Mp|}

p <
p=Mlpl} CEC{reR"st. z-p>—-M|p[}.

In both cases, it also holds
OF C {x e R" s.t. |z -p| < M|pl|}.

Corollary 1.12 (Level sets are planelike minimizers). Let p € R" and let K : R" x R" — R sat-
isfy (1.2), (1.3), (1.4), and (1.5). Let u, be a minimizer for €, in W and let also v, be as in (1.15),
t € R and E,; be defined as in (1.16).

If t € Tp, then Ep; is a planelike minimizer in direction p/|p| in the sense of Definition 1.11.
Namely, there exists M > 0 independent of p and t such that
(1.17) E,; C{z eR" s.t. x-p>—M]|p|}
(1.18) and {x eR" s.t. x-p> Mp|} C Epy.

In particular, it holds
OEp; C{z € R" s.t. [z -p| < M|p|}.

Section 5 is committed to showing the density estimates needed for Theorem 1.10, while a proof of
the latter and Corollary 1.12 is contained in Section 6.
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I'-convergence results and the stable norm. With the planelike minimizers of Corollary 1.12, we
are able to prove the main result of this paper, which is the I'-convergence of a sequence of rescaled
energies to the so-called stable norm.

Let €2 C R™ be a Lipschitz domain and let, for any £ > 0,

Q) :={e(k+Q)st. ke Z", e(k+Q) CQ}.
Then, for any set F, we define the rescaled energy .%. in {2 as
1
7B = [[ Shw) ~xew)Klog)dedy+ [ ga)de
(1.19) o Q(Q)NE

=P . (E,Q) —I—/ g:(x) dz,
Q(N)NE

where

1 Ty 1 /x
Kg(flf,y) = €n+1K <*7 7) and ge(:r) =g (7> .
For later convenience, we also set

6.(E,Q) = F.(E,Q) — Lxc.(ENQ, E°NQ°)
20 [ e @re s [ g

Q(NQ)NE

We will show that the sequence {.%#.}.~¢ I'-converges to a local anisotropic perimeter.

To this end, let p € S"! and let QP be a cube of side 1 with a face perpendicular to p. Moreover,
let E, be a planelike minimizer for 7. Then, in the wake of [CGN14], we define the stable norm ¢ :
S~ 5 R as

= lim Z.(¢E,,QP) = lim R™Z(E,,Q"),
(1.21) ¢p) == lim Fe(ekp,QF) = lim 1(Ep, QR)
whenever such limit exists. Here, we are adopting the notation Q%, for the cube of side R with a face
perpendicular to p.
Besides, for any set 2 C () of finite perimeter, we define

(1.22) Fy(E,Q) := / o(ve(x))dH 1 (2).

OENQ
Then, the following holds true:

Theorem 1.13 (I'-convergence of the energies .#.). We have that F. L Fg, as € — 0, with respect
to the L}OC(R”)—convergence of sets. Namely, for every set E C R"™, we have that

(i) for any sequence of sets {E.}. such that E. — E in LL _(R") (i.e. |E.AE| =0 ase — 0),

loc

(1.23) limint .(E., Q) > (B, Q):
(ii) there exists a sequence of sets {E.}c such that E. — E in L] _(R™) and
(1.24) limsup Z.(E-, Q) < Fy(E,Q).
e—0
Some preliminary results needed for Theorem 1.13 can be found in Section 7, while we will present

some properties of ¢ such as well-definedness in Section & and continuity in Section 10. Then, Sections 9
and 11 are devoted to proving Theorem 1.13-(i) and Theorem 1.13-(ii) respectively.

We stress that Proposition 7.3 in Section 7 entails that the energy % is non-negative in every large
domain. However, there is no Poincaré Inequality available for generic non-local kernels as the ones
considered by our” setting. Thus, given a sequence of sets {FE.}. with sup. .Z.(E.,Q) < 400, to the
best of our knowledge, Proposition 7.3 does not provide any useful uniform bound either on the BV-
norm |xg. ||pv(q), or on any Gagliardo seminorm [xg,|ws»(q) (compare with [CT09, Remark 2.2]).
For this reason, it remains an open question whether a compactness result holds for sequences of sets
with uniformly bounded energy.

2Check [CN18, Proposition 4.1] for a Poincaré Inequality for a non-local kernel K under some additional assumptions.
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Complementary results. Additionally, we state and prove in the appendices of this work a few
interesting results concerning some uniform density estimates for almost minimizers (defined in a
suitable sense, to be compared with [DVV, Definition 1.1]) of Px and the behavior of our non-local
perimeter in large balls (i.e. in Bg, with R — +00).

Comparison with the existing literature. In relation with the existing literature for the non-local
setting, we recall that problems entangled with phase-transition, both at the macro-scale and at the
meso-scale, have been addressed in [AB98a, AB98b] and [Pagl7], respectively. However, our setting
is quite different, since in [AB98a, AB98b] the authors only consider a model with no external fields,
while in [Pagl7] no I'-convergence results have been investigated. Moreover, we drop the presence of
the double-well potential, that is peculiar of the Allen-Cahn model.

In our setting, we have to face two main difficulties. First, we observe that the forcing term g
requires a careful treatment. Indeed, even though the energy contribution of g does not need to be
positive, we still have to guarantee that the energies .#. eventually are. Moreover, we want to avoid
the contribution due to g near the boundary of the domain.

The second main concern is that, since the kernel K accounts for long-range interactions, we will
need specific assumptions to ensure that K “localizes in the limit”. In fact, on the one hand, to have a
well-defined stable norm ¢, we need that the “volume term” measured by K and the contribution due
to g scale compatibly. On the other hand, we want to avoid an infinite energy contribution coming
from outside the domain.

Further developments. A possible further research direction could be investigating the existence
of class-A minimizers for J under a mass constraint. Suppose that such minimizers exist and
let {Em}m>0 be a sequence of class-A minimizers for J such that |E,,| = m. Then, in the fashion of
the classical case, it is reasonable to expect that a suitable rescaling of F,, converges, as m — 400,
to the Wulff shape (i.e. the isoperimetric set) for Py.

As another further development of this work, we point out that it would be interesting to investigate
the differentiability of the stable norm. We refer to [AB0G] for the analogous in the classical case on
manifolds. See also [CGN14] for a different approach using the local version of the cell problem (1.8).

Finally, it would be interesting to determine whether it is possible to prove the existence of plane-
like minimizers when the kernel K is integrable (dropping the lower bound in (1.4)). For instance,
in [DLNP21], the authors have proved that a suitable rescaling of the fractional perimeter Perg I'-
converges, as s — 0, to an integral operator with an L' kernel, now commonly referred to as 0-
Perimeter. However, addressing this problem goes beyond the purpose of this paper.

2. EXISTENCE OF MINIMIZERS FOR &, - PROOF OF THEOREM 1.4

The first step to construct planelike minimizers for the energy functional J is to prove that the cell
problem (1.8) is well-defined, as stated in Theorem 1.4.
To do this, we observe that

, 1
§0 = [[ S G-viKapdeay< D[] oy Ky dedy
QxR™ QxRn

_ nlle|
2

thanks to (1.2) and (1.3). Hence, the minimization process takes place on a nonempty set of competi-
tors.
Accordingly, we take a minimizing sequence u; € W with &,(u;) < €,(0). Thus, using (1.4), the

fact that g € L>®(R™) C L%(Q), and the Holder inequality, we obtain

0> [[ S -uel eyl [[ Sl Ke ) dedy

|h| K (h,0) dh < +o00,
Rn

2.1) - /Q 19(2)] ()] de
1

K Juj(x) = u;(y)] /
> = Y NI e dy —€,00) = llgll o Jusll .
2 J@xrmn{la—yl<s} |z —y[rF2 y =50 = lgll i g Il sy g
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Also, by the fractional Poincaré inequality (see e.g. [Leo?% Theorem 6.33]),

[uj(@) —u;(y)]
(22) it <c ff Oy
and, thanks to the fractional Sobolev inequality (see e.g. [DNPV12 Theorem 6.7]),

|uj (@) — u;(y)]
(2.3) HujHLnfgSl(Q)S <‘U1HL1 //QXQ \a:— ‘n+251 dx dy

for some constant C' > 0 depending only on n and s; and possibly changing from line to line.
Combining (2.2) and (2.3), we infer that

’uj u;i(y)|
<C dx dy.
” ]”L‘QTI(Q //C;xQ |:1:_ ‘TL+281 Tray

This, together with Lemma A.1, gives that

u u
sl o// luy(@) vy g, g
L= ( @xQn{z—yl<s} 1T =Yl

uy(x) ~ )]

(QxRMN{Jo—y|<s} T — y|"T25

up to renaming C > 0, in dependence only of §, n, and s1.
Therefore, plugging the latter inequality into (2.1), we deduce that

n uye) ~ws )l

4 J@xrmn{la—yl<sy T —y|" T

|uj(@) — u;(y)|
<(™_¢ / W) = %)L g dy < 28,(0),
( HgHLQSl )> (@xBRMN{Jo—y|<s} T —y|"T25 v < 25(0)

as long as | g|| L% (0) < -

Lemma A.1, (2.2), and (2.4) provide a uniform bound for u; in W*t1(Q). Accordingly, by (2.3),
the sequence {u;}; is also bounded in L™=%1(Q), and hence precompact in L1(Q) (see e.g. [DNPV12,
Theorem 7.1]). It thereby follows that, up to a subsequence, the sequence {u;}; converges to some u

in L'(Q) and, by periodicity, a.e. in R”. In particular, we have that u € W.
Now, by construction, and thanks to the Fatou Lemma, we have that

mfgp— lim &, (uj)

j—+oo

(2.4)

(2.5)
// |u )—u(y) +p-(z—y)| K(z,y) dxdy—f— lim g(x)uj(z) de.
QxR" 2 —+00 Q
Notice also that, again by the Fatou Lemma,
2. = o > A s > .
(2.6) S sup leill s ) 2 Hm Ml w2 Ml s )

Moreover, given ¢ > 0, using the absolute continuity of the Lebesgue integral (see e.g. [Fol99,
Corollary 3.6]), we find > 0 such that, whenever a subset V' of () has measure less than 7, we have
that

(2.7) Il o, <

At this stage, we invoke the Severini-Egorov Theorem (see e.g. [Fol99, Theorem 2.33]) to find a
set U C @ of measure less than 7 such that u; converges to u uniformly in @ \ U. As a result, we
come to

= lim
j—+o0

| [ o) (o) = ) do [ 9@ (u5(0) = u(e) da

< i (sl g+l i g )l 2 <
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From this and (2.7), we infer that

lim ‘ /Q g(x) (uj(x) — u(x)) du

. <e.
J—+o0

i — O-

Plugging this information into (2.5), we obtain that
w6, > [ @) - ul)+p @ - ) Ky dedy + [ gle) @) do = §,(w),
w QxR" Q

showing that w is a minimizer (i.e. (1.9)). The statement in (1.10) is a consequence of (2.6).

Remark 2.1. We point out that, by inspection of the proofs of Theorem 1.4 and Lemma A.1, we

infer that
R1

n_ < —
LZ1(Q) ~ 4C
where k1, s1, and 0 are as in (1.4), C is a multiple of the constant appearing in Lemma A.1, ¢ =
¢(n, s1,K1) is a positive constant, and ¢ is a function such that

9]l <O p(5),

li 0) =0.
25 #10)

3. PROOF OF PROPOSITION 1.5 AND EULER-LAGRANGE EQUATION FOR THE CELL PROBLEM (1.8)

Here, we present the proof of Proposition 1.5.

Proof of Proposition 1.5. We first show (1.11) for every n € C*°(R") that is Z"-periodic, and such
that [, 7(z)dz = 0. Let us consider

X = {u 1= L2 (Q) s.t. u is Z™-periodic, / u(z)dr =0,
Q

and // o %\u(m) —u(y)| K(z,y)dedy < —i—oo}.

For any v € X, in the spirit of [MRT16, Theorem 2.3] (see also [MRT19a, MRT19b, BDL 23, NO23]),
we define the subdifferential of €, at u as the collection of all ¢ € X satisfying

(3.1) Ep(w) — Ep(u) > /Q (w(z) — u(z)) p(z)dz, forallw e X,

and we denote it by 98, (u).
Now, given a minimizer u, for §, (as constructed in Theorem 1.4), let us define a function z :

R" x R" = R as

up(@) —up(y) +p- (2 —y)

|up(x) = up(y) +p - (x = y)]

, o ifup(z) —up(y) +p- (@ —y) #0,

(32) oy =
0, otherwise.
We have that
(3.3) up(z) —up(y) +p- (x = y)[ 2(2,y) = wp(x) = up(y) +p - (x =),
namely (1.12) holds true.

Also,
z(z,y) = —z(y,x) € [-1,1] for a.e. (z,y) € R" x R",
and z(x+k,y+k)=2z2(x,y) foral keZ",
that are (1.13) and (1.14), respectively.
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Now, we claim that, for all ¢ € 9&,(u,) and n € X N C>®(R"), the function z satisfies

6 [ S - ) Kepdrdy+ [ g@ne)de= [ o)) d.
QxR" Q Q
To check this, we recall the notation for v, in (1.15) and we stress that, by (3.3),

|op(2) = vp(y)] 2(2, ) = vp(2) = vp(y).
Now, let € € (—1,1)\ {0} and w := up,+en. Notice that w € X, since both ), and 1 are (recall (1.10)
in Theorem 1.4), therefore we can employ (3.1) with u := u, and w as above and we obtain that

aéwwmmm—gém@mmm

[vp(2) — vp(y) +e(n(x) —n(Y))| — |vp(x) — vp(y)!> K(z,y)drdy

/N TN

= 0p(y)lz(w,y) + e(n(2) = 1) = [oy(x) = vp(v)]) K (2.y) da dy

§

=
8

~—

[l
===
N = N = N =

/01 %"’Up(x) —vp(y)|2(z,y) +te(n(z) — n(y))‘ dt) K(z,y)dzdy

VN

[
QXR’H 2

In addition, for all ¢ € [0,1],
(lep(@) = ()22 9) + t=(n(2) = n(y))) (1(2) = ()
(3:6) [10p(2) = wp(w) () + te(nl) = n(v))|
< [n(z) = n(y)| < 2|nllor (gn) min{|z —yl, 1}.

On this account, dividing by € in (3.5) and discussing the sign of €, thanks to the Dominated Conver-
gence Theorem (whose application is justified by (1.3) and (3.6)), we deduce that

Aﬂmmmm—émmmwm

(@) = )20 9) + telin(a) = n(w)) (1) = n(w))
= lim dt | K(x,y)dxd
Ew/éwv2(/ () = 02 ) + t=(n(a) = n(w))| ) v

- //Qan % </1 [0p(2) —vfij()g(fvfj((yn)(f) —n(y) dt) K(o,y) dudy

//Qan2 z,y)(n(z) —n(y)) K (z,y) dx dy,

showing (:

Now, by the minimality of u,, for all w € X C W, we have that &,(w) — §,(u) > 0, which entails
that 0 € 0€,(u,). Hence, employing (3.4) with ¢ = 0 yields (1.11) for every n € C*(R") that
is Z"-periodic, and such that fQ n(z) dx = 0.

Let now n € C*°(R™) be Z"-periodic, and define
)= @)~ | aw)dy

In particular, 7 € C*°(R") N X and (1.11) holds true for 7.
Therefore, taking advantage of (1.1) and the definition of 77, we infer that

// ! z(z,y)(n(z )—n(y))K(%y)dxder/ g(x) n(x) dx
Q Q

<RP 2

t/EO%@ﬁ%@)d%w+tdmwnwbﬁmwnwh
|

dt) K(z,y)dx dy.
[op() = vp(y) |22, ) + te(n(@) = n(y))|

/_\

— [[ e - ) Ky dedy+ | o)) ds =o.
QxR"™ 0
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concluding the proof. O
By a direct computation, from Proposition 1.5, we also obtain the following:

Corollary 3.1. Let K : R" x R" — R satisfy (1. ‘), (1.3), (1.4), and (1.5) and let u, be the minimizer
for Ep in W given by Theorem 1./. Let also z : R™ x R™ — [—1,1] be as in Proposition 1.5.
Then, for alln € C*°(R™) that are Z™-periodic, we have that

//Q Q; z2(z, y)(n(x) —n(y)) K(z,y) de dy
(3.7) X

+ [ e K [ e o

Proof. Let n € C*°(R™) be Z"-periodic. Observe that (3.7) will follow from (1.11) if we show that

//Q ! 2(z,y)(n(z) — n(y)) K (2, y) do dy

<RP 2

- //Q w0~ @) K dedy+ ([ segnte) Ko,y dady,

Q2 QxQe
that is, if we show that
(3.8) J[ e k@dd=- [ g Ky dedy
QxQe QxQe

To achieve this, notice that Q¢ = UjGZ"\{O}j + Q. Moreover, according to [CN18, Remark 2.1], we
have that

Il i) K@)l dedy < o) Pr(@) <+
2%

Thus, using Fubini-Tonelli’s Theorem together with the periodicity of 7, z, and K (see (1.14) and (1.2)),
we obtain

//QchZ( yn(y) K(z,y) dx dy = Z //X]+Q n(y) K(x,y) dz dy

jez\{0}

= > // o n(y) K(z,y) dwdy://CQCXQZ(:v,y)n(y)K(x,y) dz dy

jez"\{0}

=[] won@ K dedy == [| o K dedy

where we have also used (1.13) and the symmetry of K to obtain the last equality. This shows (3.8),
concluding the proof. [l

As a byproduct of Corollary 3.1, we deduce the Euler-Lagrange equation for the cell problem (1.8).

Corollary 3.2 (Euler-Lagrange equation for the cell problem (1.8)). Let K : R® x R" — R sat-
isfy (1.2), (1.3), (1.4), and (1.5). Let also z : R™ x R™ — [—1, 1] be as in Proposition 1.5.
Then, for every n € CX(R"), we have that

1
(3.9) L @ =) K dedy+ [ g@)nte) ds o
TL>< n n
Proof. We use the notation QU) := k; 4+ Q, for some k; € Z™ and we first claim that
(3.10) formula (3.9) holds true for n € C°(QWYW)).

To do this, we extend 7 periodically in R™ and we call this new function 7.
Taking advantage of the periodicity of 77, z, and K, we obtain

// o ;Z(%y)(n(w)—n(y))K(xyy)dxdynL//  z(zy)n(e) K(z,y) dody
QU xQU) QU x(Q))e
gy =[] 0@ ) Ky ey [ e i) Ky dedy
1 - ~
-/ /Q 3 ) =) Ko dedy -+ / /Q ) K dedy
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Besides, from the periodicity of 77 and g, we deduce that

(3.12) L, sem@de= [ o@yi)dr= [ o)) de

Therefore, using (3.7) with n:=17, (3.11), and (3.12), we infer that
1
S oy 32 00E) () K )

@) x QW) 2
(3.13) xay

i //Q<j)x(cg<j>)c 2z, y)n(@) K(z, y) de dy + /Q(j) g(z) n(x) dz = 0.

Now, recall that ' ' .
(QW)y = (R" x R™)\ ((QV)° x (QW))°).
Thus, since supp(n) € QU), (3.13) entails that
I e @ =) Kepdedy+ [ a@n do

= [ S o) - ) Kepdedy+ [ ga)nte) i
(QU))y Q)
1

— [ S )~ n(w) Key)dody
QU xQU)

+// , z(wy)n(z) K(z,y) dmdy—i—/ g(w)n(z) dx
QU x(QW)e QW)
=0,

where we have also used (1.13) to obtain the second equality. This establishes the claim in (3.10).
Let now n € C°(R™) with supp(n) € Q, for some domain Q2 C R", and consider a finite covering
of Q made of unit cubes QW, ..., QW) with QU) = k; + @Q, for some k; € Z".
Let also &, be a sequence of functions in Cg°(Q, [0, 1]) such that &, — x¢ (pointwise), as m — +o0.

We set
Nm,j () 1= n(2)sm (@ — kj)
and observe that
(3.14) Thn,j € C22(QW).

Moreover, for all z € R",

N N
z) ZXQ(j)(x) = n(z) ZX (

(3.15)

- ml—lg-loo 77 Z ‘gm T - ml—lg—loo Z nm,]
In light of (3.14) and (3.10), we can employ (3.9) with 7 := 1y, j, obtaining that
1
316) [ ) Ohns(@) = s 0) Klas)dody+ [ g(a) () da =0,
TL>< n n

Therefore, recalling (3.15), we sum (3.16) over j and pass to the limit as m — +oo (using the
Dominated Convergence Theorem) to obtain the desired result. ]

4. MINIMALITY OF LEVEL SETS - PROOF OF THEOREM 1.9

This section is committed to the proof of Theorem 1.9. Our strategy goes as follows: we first prove
a weaker version of Theorem 1.9, in which the conclusion holds only for a.e. t € R, then we conclude
thanks to the closedness of class-A minimizers with respect to the Llloc—convergence. Therefore, we
now focus on showing the following:

Proposition 4.1. Let K : R" xR"™ — R satisfy (1.2), (1.3), (1.4), and (1.5) and let u, be a minimizer
for €, in W. Let also v, and Epy be as in (1.15) and (1.16), respectively.
Then, for a.e. t € R, the set E,; is a class-A minimizer for J in the sense of Definition 1.7.
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Our argument relies on the following technical results:

Lemma 4.2. Let K : R" x R™ — R satisfy (1.3) and (1.4).
Then, for every set E, we have that

Py (E,Q) < +oo.
Proof. Thanks to the assumptions on K in (1.3) and (1.4), we have that

Pi(B.9) = [[ S x| K dedy = [ ol e )K o) dady
#

Qy

-/ xele)xe K (o) dedy + [[ X (x) e (o) K (7, ) i dy
Qsn{|z— y|<5} Qn{lz—y|>6}
// KoX (% +2( )d:cd + - // |z — y|K(z,y) dz dy
Q |v-— y|” o QxRn

g//EE ‘x_y’mﬁ dxdy+/n|h]K (h,0)d

< 400,
as desired. O

Lemma 4.3. Let K : R" x R" — R satisfy (1.3) and (1.4) and let u, be a minimizer for &, in W.
Let also v, and Ep; be as in (1.15) and (1.16), respectively.
Then, for a.e. t € R,

(41) Prc(Bpan) = ([ 52(00) (x5,0(0) = x5 () K w9 ddy <
#

Proof. First, observe that, thanks to Lemma 4.2,
PK(Ep,ta Q) < +00.

Now, by the layer cake representation (or by direct inspection of the integrals), for any function f,
we have that

flx)—fly) = /:O (X{f>t}(x) - X{f>t}(y)> dt,
as well as
1@ =101 = [ xirn® - x|

Thus, by virtue of (1.12), we come to

) [ () = 0) e = 200) [ (oo (2) — X100

= z(x7y)(vp(ﬂf) - Up(y))
(4.2) S

“+o0o

— [ o @) = i )]
+o0

— [ Ptate) = ) e

“+oo

Let us introduce the short notation

T(t) =[xy (2) = Xy )] = 22 9) (X3, (®) = X3, ).
Then, using that |z(x,y)| < 1 and (4.2), we infer that T > 0, and

/_:OT(t) dt = 0.

As a consequence, YT vanishes for a.e. t € R, and hence

XEp () = X8, ()] = 2(2,9) (X, (2) = x5, (0)).
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This leads to )
k(B = [[ 52600 (x6,.(0) = x5,.0)) K () dady,
#
as desired. O

Proof of Proposition /.1. Let t € R. We consider a set F' such that F'\ Q = E,; \ Q. By Lemma 4.2,
we have that Pg (F,Q) < 4oc0.
We define the function X := xg,, — xr. We notice that ¥ = 0 in Q¢ and

Rlusor + [ 51X~ XK 0) e dy <200 + Pr(Bpos ) + Pr(R0) < o
Thus, by [FSV15, Theorem 6], there exists’ a sequence of functions 7, € C°(£2, [~1,1]) such that
(1.3 i f] 31k =)@ = (1~ ) 0| Koy oy =0
(4.4) and i ||XEpt xr = el @) = 0-

Owing to Corollary 3.2, we have that, for every £ € N,

I 3wt —n) Ko dedy+ [ o)) =o.
R™ xR™ R™

In this way, using also the Dominated Convergence Theorem, we obtain

Jopsrde= [ g == [ o) (@) xe) do

(4:5) == Jim [ ga)m(e) da
:zﬁinoo//nxw 57(@,9) (ne(x) = ne(y)) K () d dy.

Now, from Lemma 4.3, we know that
By = [ 5ot (x5 ) ~ x5, 0)) K)oy
Since |z| < 1, we also have that
P> [ ) (xr )~ xr ) Ko oy
and hence
Pi(Bpe )~ PP < [ [ | 529 ( (X~ xP) (@)~ (Xy, — x6) () K (2, 3) ddy.
Using this and (4.3), we find that

Pic(Bp @) - Pu(E) < lim [ [ Sa(e.)(mle) = m) Kov) dody
Qu

l—+o0

= 1li — — K(x,y)dx dy,
Jim //RWW 5@ 9) (@) = me(y)) K (2, y) dv dy
where the last equality is due to the fact that 7, vanishes outside €.

30n the one hand, we point out that Theorem 6 in [FSV15] is stated and proved for general open sets Q2 C R™ with
continuous boundary and the space

Xg? = {uELp( ) s.t. ||u\|Lp<Q)+// ()| K(z —y)dedy < 400 anduinch},
<R7

for some p > 1, and K : R™"\ {0} — R. In particular, the shape of the kernel K plays a role in proving [FSV15, Theorem 6]
(see in particular [FSV15, Lemma 12]).

On the other hand, by inspection of the proofs contained there, we see that analogous results with a more general
kernel K : R™ x R® — R satisfying (1.2), (1.3), (1.4), and (1.5) can be established using the same arguments and
considering the space X3'* N L°°(£2), as in the setting studied here.
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This, in tandem with (4.5), yields

(4.6) Pr(Ep:, Q) —Pg(F,Q) < /FmQ g(z)dx — /E . g(z)dz,

showing the class-A minimality of E, ;. O

Now, since we think it is interesting per se, we show that the functional 7 is continuous with respect
to the Llloc—convergence of class-A minimizers. As a byproduct, we obtain that class-A minimizers
are closed with respect to the L%OC-Convergence, i.e. the limit of a convergent sequence of class-A
minimizers in L] _ is a class-A minimizer itself. Our proof follows the ideas of [CRS10, Theorem 3.3]

(see also [DVV, Proposition 2.1]).

Lemma 4.4. Let K : R" x R" — R satisfy (1.3) and (1.4) and let {E;}; be a sequence of class-A
minimizers for J such that E; — E in L _(R"), for some set E C R".

Then, E is a class-A minimizer for J.

Moreover, for any domain 2 C R", we have

(4.7) lim J(E;,Q) = J(E,Q).

j—+oo

Proof. Let Q be a smooth domain of R". Let also F' C R"™ be a competitor for F in 2, namely F'\ Q =
E\ Q. Define the sequence of sets {F}}; as

Fj:=(FnNQ)U(E;NQ°).
In particular, we have F; \ Q = E; \ Q and therefore, by the class-A minimality of Ej,
J(E;,Q) < J(F;,9Q).

Consequently, thanks to the lower semicontinuity of P and the Ll
with the fact that g is bounded), we infer that

(4.8) J(E,Q) < ljmlnfj(Ej, ) < liminf J(Fj, Q).
J—+0o0

Jj—+oo

convergence of E; to E (together

loc™

Now we observe that

J(F;,Q) :PK(Fj’Q)+/1:.ng(x)dx

)2 [ xela) ()~ xr) K@) dody+ [ g(o)do

=F) <2 [[ () (v, () = xe0) K o) do dy.

This, recalling also (1.4), yields that

T = TED <2 [ xrele)xsan0)K e g) dody

(4.9) < 2y // XE; AE+2) iz dy
axqe |z —y[nts

Now, we have that
lim b; =0,

Jj——+oo
see [DVV, Appendix A] (see also the proof of [CRS10, Theorem 3.3]).
It follows from this and (4.9) that

(4.10) limsup J (Fj,Q) < limsup (J(F,Q) + b;) = T (F, Q).
j—+oo Jj—+oo

This and (4.8) give that

(4.11) J(E,Q) < J(F,Q),

hence FE is a minimizer for J in €.
In addition, choosing
Fj = (E N Q) U (Ej N QC),
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we deduce from (4.8) and (4.10) that
J(E,Q) < liminfj(Ej,Q) < limsup J (£}, Q) < J(E,Q),
j—+4oo

Jj——+o0o
which entails (4.7) for every smooth domain §2.

Moreover, if 9 is not C*°, by interior smooth approximation, there exists a sequence {Q"}, of
smooth domains such that Q" C Q, for every h, and Q" — Q locally in R”. Then, since Px is
continuous with respect to the Ll -convergence of the domain, we obtain (4.7) and (4.11) for every
domain 2 C R".

By the arbitrariness of €2, we conclude that E is class-A minimizer for 7. O

Proof of Theorem 1.9. Let t € R and consider a sequence {t;}; C R such that t; — ¢, as j — +o0,
and Proposition 4.1 holds true for every ¢;. Moreover, up to take a subsequence, suppose that

t<t;<tj 1 <...<to
Thus, recalling that E,; = {v, >t} (see (1.16)), we have that, for a.e. x € R",

A IxEy (2) = XBy, (@) = 1m X0, 50 (%) = X, >4, (@) = 1M X(eco,<t) (@) = 0.

Therefore, for any domain  C R", thanks to the Dominated Convergence Theorem (with domi-
nant xg,, € L'(2)), we obtain

lim_ [ x5,0(@) = X, ()| do = .

j—+o0
Hence,
: 1 n
Ep7tj - Epvt m LlOC(R )'

Thus, thanks to Lemma 4.4, we infer that also E,; is a class-A minimizer for J and this concludes
the proof. O

5. DENSITY ESTIMATES FOR MINIMIZERS OF THE FUNCTIONAL %

In this section we show that the level sets E,; defined in (1.16) satisfy some uniform density
estimates. Heuristically, if 9 € OE, 4, then, for any small r > 0, the sets B, (z9)NEp; and B, (xo)ﬂEg’t
have comparable measure. The precise statement goes as follows:

Proposition 5.1. Let K : R" xR"™ — R satisfy (1.2), (1.3), (1.4), and (1.5) and let u, be a minimizer
for &, in W.

Let also vy(x) and Ep,; be defined as in (1.15) and (1.16), respectively.

Then, there exists a constant ¢y € (0,1), depending only on n, s1, and ke, such that, for any zy €
(OE)NQ and r € (0, min{d/4, dist(xo,0Q)}),

(5.1) cor” < |Epy N Byr(zo)| < (1 —co)r™,

whenever ||| pn/2s gy < (co/2)~ /%51,
This result is a direct consequence of the fact that every set F,; is almost minimal in the following
sense:

Definition 5.2 (Almost-minimality). Let @ C R™ be a Lipschitz domain. Let A > 0 and £ € R. We
say that a set £ C R™ with finite K-perimeter is (A, §)-minimal in 2 if

Py (E,Q) < Pk(F,Q) + A|[EAF|',
for any set F' C R"™ such that F'\ Q= FE\ Q.

In [DVV], the authors have proved the Holder-regularity for (A, 0)-minimizers of the 2s-perimeter
(compare Definition 5.2 here with Definition 1.1 in [DVV]). In particular, they have shown in [DVV,
Theorem 2.2] that (A, 0)-minimal sets satisfy suitable uniform density estimates. A slight modification
of the argument used there produces uniform density estimates for (A, %)—minimal sets, for any s €

(0,1/2). We refer to Appendix B for a detailed proof. Here, we focus on proving the following:
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Lemma 5.3. Let K : R” x R" — R satisfy (1.2), (1.3), (1.4), and (1.5) and let u, be a minimizer
for Ep m W.
Let also v, and E,; be defined as in (1.15) and (1.16), respectively.

Then, By is a (|lgll g/ gy 22 )-

L) -minimal set in Q (in the sense of Definition 5.2).

Proof. Let ' C R™ be a set such that F'\ Q = E,; \ Q. Then, by Theorem 1.9 and using the Hélder
inequality, we infer that

Pr(Ep:, Q) —Pr(F,Q) = T (Eps, Q) — T (F, Q) — /Qg(fﬂ) (XB,.(2) — xr(2)) dz

_2s1
< /Q 19()] [ Xy (@) = X (@) dar < (191 s2es )| Epe SFI 5 O
With this, we can now complete the proof of Proposition 5.1.

Proof of Proposition 5.1. According to Lemma 5.3, E,; is a (HgHLn/zsl(Q), 2%)—minimzﬂ set in @ in
the sense of Definition 5.2. Thus, Proposition .1 yields the desired result provided that ||g|;n/2e; () <
(co/2)~"/?%1 (e.g up to considering v in Theorem 1.4 small enough). O

6. MINIMIZERS OF §, HAVE CONTROLLED OSCILLATIONS - PROOF OF THEOREM 1.10

In this section, we focus on the proof of Theorem 1.10. Our argument relies on the following result
which provides a lower bound for P N
In the following, we will use the notation Qg ¢ := ¢+ (—=¢, ()", with ¢ € R™ and ¢ > 0.

Lemma 6.1. Let E C R" satisfy the uniform density estimates in Proposition 5.1 in a Lipschitz
domain ) C R™. _ B
Moreover, suppose that there exists a cube qu C Q, for some q € Q and some small { > 0, such

that @@35 CQ and @q,g_ NOE # @.
Then, there exists a constant C' > 0, depending only on n, s1, k1, ko, §, and 2, such that

(6.1) Px(E,Q) = C.

Proof. Let us decompose R™ into disjoint cubes of side ¢, for some given ¢ € (0, min {%, ¢ }), with ¢
as in (1.4). Consider the set

q( = {QV(LC such that @%C - qu73< C Q, qu,C NOE # &}.

Notice that QQ # & since @@5 € G{C. Define N := #(G{C), namely the number of elements of QQ'

Let ¢ € éq,g N OF, for some @q,g € G{C. Then, we have that B¢ (zg) C éq,3< C Q. Thus, since E
satisfies (5.1) by assumption, we obtain that

[ENQuacl > co¢™  and  |E°N Qqac| > co™
From this, using also that |z — y| < 3y/n{ < 4, for every z, y € @%34, and (1.4), we deduce that

~ ~ dx dy
Lx(EN Qo B° O Qyac) > / _ / P TES
ENQq,3¢c Y E°NQq 3¢ |':U - y|

—n—2s
(6.2) 2&1/]3 N / N (3\/50 Y dx dy
NQq,3¢ ¥ E°NQq,3¢

—n—2s ~ c A
=K1 (3\/ﬁ<) llEﬂQq,3(j| |E ﬂQq,3C|
2 CCn_2sl,

for some C' > 0, depending only on n, s1, k1, and Ka.
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Set now R¢ to be the family of all cubes éq,c such that @q’gc C Q, and notice that QC C R¢. Thus,
using (6.2), we see that

LkENQLENQ) > Y Lx(ENQue.E°NQue) 23" > Lix(ENQqsc, BN Qq 3¢)

@q,(ekgz Q‘LCGRC’
quyCERC Qq/7<ERC
>3 Y Lr(ENQusc, BN Quac) 237 Y Lr(ENQyac, B°N Qyac)
éq,CERC @q,Ceq ¢

> 3—2710]\&(71—281 )
From this, we infer that
Pr(E,Q) > 3_2nCN<Cn_251,
which entails the desired estimate. |

Before proving Theorem 1.10, we observe that, since u,, is Z"-periodic by assumption, we have that

Ocsgc(up) = osc(up) = %snc(up) = es?Riup Up — esﬂsyilnf Up.

Thus, in what follows, we will simply write osc(uy).

Proof of Theorem 1.10. Let us recall that E,; = {v, > t} (see (1.16)). In virtue of Proposition 5.1,
we have that E,; satisfies the assumptions of Lemma 6.1 with © := @. Thus, integrating (6.1) over
the set

Tp={teRst. E,;NQ # @},

we obtain

(6.3) / Pic( By Q) dt > CITy| = Cogelry),
Ty

P

where C is as in Lemma 6.1.
On the other hand, by the layer cake representation we have that

+o0
| peEe@as [ ( /I, ﬁ§|><E,,,t<m>—xE,,,t<y>\K<x,y>dxdy) at

N //Qn (/:o %'XEPM — XEp WK (2,9) dt) dz dy

(6.4) _ / /Q %|vp(:v)—vp(y)|K(x,y)dxdy
f
<2 f[ @) K () dedy

=2 (&) [ eyuy(oras ).

Also, by the minimality of u, and (1.3), we deduce that
(6.5) &, (up) < €,(0) < fpl,

for some constant ¢ > 0 independent of p.
Moreover, since fQ up(z) dz = 0, we have that

ess inf Up = englnf up < 0 < esssupuy, = es?R Sup up,

and hence |u,| < osc(up). It thereby follows that

- /Q g(@)up(a)de < /Q 9(@) [y @)z < 1QI™ /gl ey ) 05C(up)

< lgllinriay (g6t + Vo).
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Plugging this and (6.5) into (6.4), we obtain

[ PrcEBpas Q< el + 2l g 5o

Tp
up to renaming c.
This and (6.3) entail that
asc(vy) < clpl,

provided that [|g|[;n/s) (@) < C/4 (where C'is as in Lemma 6.1).
Besides,

osc(ty) < ose(vy) + Valp| < (c+v)lpl O

Proof of Corollary 1.12. For any t € T, (i.e. t € R such that E,; N Q # @), by Theorem 1.9 we have
that E,; is a class-A minimizer for J.
Moreover, notice that for any z1 € E,;, we have by definition that
(6.6) p-x1 >t —up(z).
Now, since 0F, : N Q # &, there exist y; € @ such that

up(y1) +p -y <t
In particular, we have that
up(y1) — v/nlp| < t.
Hence, using also (6.6), we infer that
pro1 >t —up(@1) = up(y1) — up(z1) — Vnlp| = — osc(up) — Vnlpl.
From this and Theorem 1.10, it follows that
p- a1 > —(osc(up) +vnlp|) = —(c +2v/n)lp|.
Thus, setting M := ¢ + 2y/n, we obtain (1.17).
Analogously, for any x5 € Ej ;, we have that
p-xa <t —up(z2).
Moreover, from 0E,; N Q # &, we deduce that there exist y2 € @ such that

up(ya) + vnlp| = up(y2) +p-y2 > t.
We infer from the last two displays that

pr w2 <t —up(r2) < up(ye) — up(2) + Vnlp| < osc(uy) +v/nlp| < M.
This entails that
By C{r e R" s.t. x-p < Mlp|}
which reads (1.18), concluding the proof. O

7. PRELIMINARY RESULTS FOR THE I'-CONVERGENCE

In this section, we state and prove some preliminary results which are useful for the proof of the I'-
convergence stated in Theorem 1.13.

In what follows, we will often use a stronger version of [AB98b, Theorem 2.8] to show that the
energy contribution due to the interactions with the outside of the domain are negligible in the limit.
We recall such result for the convenience of the reader.

Lemma 7.1 ([AB98b, Theorem 2.8]). Let A and B be open subsets of R"™ and assume that A is
bounded with Lipschitz boundary. Moreover, define ¥ := 0AN OB.
Let also K satisfy (1.2), (1.3), (1.4), and (1.5) and let {e;}; be an infinitesimal sequence.
Consider a sequence of functions {u; : AUB — [—1,1]}; and assume that there exists an infinites-
imal sequence {n;}; such that

lim wj(z+n;h) =v(z), forae x€X and a.e h € A,

j—+oo

and lim wj(x +njh) =w(zx), for a.e. x €X and a.e. h € B,
J—+oo

for some functions v, w: ¥ — [—1,1].
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Then, there exists a constant Cx > 0 depending only on K such that

i () —u; (z T v(z) —w(x n=Lg).
thUP//AxB!UJ() iWIK, (2, y)d dyéCK/EH) ()| dH" ()

Jj—+oo

Notice that, in our setting, a suitable rescaled sequence of planelike minimizers (for [J) satisfies the
assumptions of Lemma 7.1.
For later convenience, for any p € S*~! let us define the set

(7.1) T, ={x-p <0}

Then, we have the following:

Lemma 7.2. Let p € S* ! and let E, be a set such that

(7.2) {r - p<-M}CE,C{z p< M},

for some M > 0.
Let {e;}; be an infinitesimal sequence and define u; := Xe, B, -
Then, for every Lipschitz domain 2, we have that, for a.e. x € 02 and a.e. h € R™,

lim u;(z+ E?h) = xz, ().

Jj—+oo
Proof. We observe that, thanks to (7.2),
(7.3) {v-p<—giM} CejE, C{x-p<e;Mi.

Now, let x € 002\ 0Z,, then = - p # 0 and therefore |x - p| > €;(M + 1) as soon as j is large enough.
Moreover, if h € (092N 0Z,)¢, possibly taking j larger, we can assume that £;|h| < 1.
Suppose first that = - p > €;(M + 1). In this case, we see that

(a:—i—ejzh)‘p:a:-p—i-sih-p}x-p—5?|h] >ei(M+1)—¢ej=¢;M.
It thereby follows from this and (7.3) that, for any j large enough,
uj(z +e5h) = xz,(2) = Xe; 5, (x + £7h) = xz,(x) = 0.
If instead - p < —;(M + 1), then
(x—H-:?h) -p:x-p—i—s?h-péx-pjts?\h\ < —gj(M+1)+¢e; =—¢; M.
Thus, recalling (7.3), we get that, for any j large enough,
uj(x + egh) — X7, (7) = Xz, B, (T + 6]2-h) —xz, () =1-1=0.
These considerations establish the desired limit. U

Another crucial step to prove Theorem 1.13 is showing that, for every set F' C R",
sRBn) = [[ el @K@yddys [ gl ds
BprxR"? Q(Br)1NF

(namely (1.20) with € := 1 and  := Bpg) is non-negative in any large ball.

Proposition 7.3. Let K satisfy (1.2), (1.3), (1.4), and (1.5).
Then, if ||g|l oo (rny < %, we have that

&(F,Bgr) > 0,
for every set FF C R™ and for every R > 1.
This result is a consequence of the following lemma.

Lemma 7.4. Let K satisfy (1.2), (1.3), (1.4), and (1.5).
Then, for every set FF C R"™,

K3

I xe@ewK @y dedy+ [ goydo > (5 = lollean) min(F 0 QLIF N Q).
QxQ QNF
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Proof. Notice that
FAQIF N Q| =min{|F N QL,IF* N QI}(1 - min{| PN QL IF N QL})
(7.4) 1
> min{[FNQLIF 0 Ql}.

Moreover, recalling (1.1), we have that

| a@de== [ g@)dn > ~lgliemn min{F N QLIF N Q).
QNF QNFe

Thus, from this, (1.5), and (7.4), we obtain that

// xF(2)xpe(y) K (2, y) dz dy + / g(z)dz
QxQ QNF
> ks F 0 QI F N Q| — llgl| oo ey min{ |[F 0 Q1. [F€ 1 QI}
K3 . c
> (5 = Igllqen) ) min{|F 0 QL IF* N QY
showing the result. O

Proof of Proposition 7.3. Notice that

fuzBR>=:[/ XFCWXdeﬂ(@awdxdy+l/ o(x) da
Br xR Q(Br)1NF
>

> //Q(BR)lxR” Xr(z)xre(y) K (z,y) dﬂ:dy+/ g(x) dx

Q(Br)1NF

> Z (// K(:c,y)d:cdy—i—/ g(a:)dac).
(FN(G+Q))x (Fen(j+Q)) FN(j+Q)

jezr
j+QCBR

In light if this, the claim in Proposition 7.3 will follow if we show that

(7.5) / / K (x, y)dwdy + / g(z)dz > 0,
(FAG+@)% (Fen(i4Q)) FOG+Q)

for every j € Z" such that j + Q C Bg.
Now, using Lemma 7.4 in combination with (1.2) and the periodicity g, we deduce that

// K(z,y) dxdy+/ g(x)dz
(FNG+Q))x(Fen(i+Q)) FN(i+Q)

:// K(:z:,y)dmdy—i—/ g(x) dx
(F=)NQ)x ((Fe—3j)NQ) (F—5)nQ

K3 . . .
> (5 = lglliooqeny ) min{| (F = 3) N QLLI(F* = 5) N QI
2 0,
whenever [|g|| zoorny < 5. This shows (7.5), as desired. O

8. WELL-DEFINEDNESS OF THE STABLE NORM ¢

In this section, we prove that the stable norm ¢ given in (1.21) is well-defined. The results presented
below are the analogues in our setting of Lemma A.1 and Corollary A.2 in [CT09].

Proposition 8.1. Let K satisfy (1.2), (1.3), (1.4), and (1.5). Let g € L>®(Q) be a Z"-periodic
function such that ng =0.

Assume that for any p € S*~! there exists a planelike minimizer E, for J in direction p such that
(8.1) OF, C {|z-pl < M},

for some M > 0 independent of p.
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Then, there exists a function ¢ : S*~1 — R such that, for any infinitesimal sequence {e;}; and any
planelike minimizer E;, for J in direction p satisfying (8.1), it holds

1
_ : Nl _ . n—1 A
(8.2) o(p) = jhm Fe, (5B, QF) = jhm £; F <Ep, - Qp> .

In order to prove Proposition 8.1, we need the auxiliary results in Lemmata 8.2 and 8.3 here below.

Lemma 8.2. Let E C R" satisfy (8.1). Let also o € (0,289 — 1), where s9 is as in (1.1).
Then,

F(E, AR pi+a
53 e il
where A, 1, r:={L1 <|v-p| < L, |z-pt| < R}.
Proof. Let us call for simplicity
AE,RI'“",R = A pito g N{z-p >0}

Without loss of generality, we suppose that

(8.4) {r-p>M} CE.
Let us also take R so large that
m<
2
We claim that
(85) EnN AR,RhLO‘,R - AI-;,RH'“,R’
To check this, we first show that
(8.6) z-p>R for every x € EN Ap pi+a p.

Indeed, if # € Ap gi+a g, we have that |z -p| > R, namely either z-p < —Ror z-p > R.
Let now € E'N Ag pi+o g and suppose that z - p < —R. Then thanks to (8.1) and (8.4) we have
that
R
—R>x-p>—M>—§,
which gives the desired contradiction and establishes (8.6).
In light of (8.6), we see that

(8.7) EN AR,Rl'H",R - AE,R1+‘1,R'

Furthermore, for every = € AE,RHQ,R’ we have that z - p > R > M, which entails that z € F,

thanks to (8.4). This proves that

C EﬂAR,Rl"'C‘,R'

+
AR’R1+a’R =

The claim in (8.5) then follows from this and (8.7).
As a consequence of (8.5) we also have that

EN Q(AR,RHQ,R)l = Q(AJ}%’RHa’R)l'

Hence, recalling also (1.1), we infer that

(8.8) g(x) dx

Il
o
—
b
+
o
B
QL
IS
Il
o

/EOQ(AR’RH_a’R)l
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Additionally, using (8.4) and (8.5), and recalling (1.4), we obtain

dx d

/] X () K ) dedy < vz [ [ _dody

Ap gita gXR7 (ENAp p1ta g)xEC |z — ] 2
(8.9) A;,Rwaﬁx{y'?’g]\/f} |x — y|n+2sz
dz dy dz dy
=r2 ] [z —gptes T2 ) R
AR7R1+a7RX({y-p<M}ﬂBR) Ty AR’R1+Q,RX({Q'P<M}QB%) r=y

=: I + S,

and we aim to estimate .#; and %5.
First, notice that for every = € AR rita g and y € {y-p < M}, we have that = -p > R and

R
e~y > (@-y)-p=a-p-y p>R-M> .
It thereby follows that
R
(8.10) A;RHaRx{y p < M}C{(a:,y)e]R"x]R" : \x—y\>2}.
Using this, we see that
dx dy
SH2 [ far o X Qyp<MINBR) g — i35
{lz—y|>R/2}
_ 25| Ap v gl [{y -p < M} 1 Bl
(811) ~ Rn+252
< C(R1+a _ R)Rn—l R"
= Rn+2s2
— cRn+a—282

for some positive constant ¢ = ¢(n, sa, k2, M), possibly changing at every step of the calculation.
Besides, exploiting again (8.10) and changing variable h := y — z,

dz dy 4 dh
S 2 AR Rl+a R x({y-p<M}NBg) W = HQ’ R,Rlt R| |h|n+252

{jz—y|>R/2} Phye
+oo d
1+« n—1 14 n+a—2s
(R —=R)R /R/2 pE=r =cR 2

Gathering this, (8.9), and (8.11) together, we deduce that
// XE(®)XEe(y) K (2,y) do dy < cRTa—2s2.
AR R1+(¥ RXR"

From this and (8.8), we conclude that

F(E,A o 1
( fi}fl-‘r ,R) = —5— PK (E,AR,R1+°‘,R) —|—/ g(l’) dr < C_Rl-i-(l—QSQ7
R R EQQ(AR7R1+0¢7R)1
which entails (8.3). 0

Lemma 8.3. Let E be a planelike minimizer for J satisfying (8.1).
Then, there exist C1, Co € R independent of € such that

1
(8.12) Ciel™ < 7 <E EQP) < Coel™

Moreover, let n € (0,1) such that n**® < e <, for some parameter a € (0,2s9 — 1).
Then, there exists a constant c independent of € and n such that

1 1
(8.13) F <E, ng \ nQp> < c(sl_" — 4 77252_1_a),
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whenever 1 is small enough (and hence ¢ is small enough).
Proof. Since FE satisfies (8.1), we suppose, without loss of generality, that
(8.14) {z-p>M} CE.

We will use the notation @ =k + Q, for some k € Z". Notice that Q(@)l = @ Thus, by the
class-A minimality of E (for J), we find

F(E,Q) = 7(E,Q) < T(E\Q,Q) = P(E\Q,Q) + /(E\@m@g@) dz < Pie(Q) = Px(Q).

Hence,
(8.15) Pr(E.Q) = FE.Q) - [ o@)ds <Pr(@ +lgllia)
n
Now, let Sy := {|x - p| < M} and take a (finite) covering of the strip Sy; N QP /e, namely

B:={k+Qst keZ", (k+Q)N(SuNQ’/e)# }.

Observe that #(B) < 2(M + /n)el ™.
Then, using (8.15) together with the monotonicity and the subadditivity of P with respect to the
domain, we infer that

(8.16) " Pk (E Sy N iQ”) <Y Pr(E,Q) <2(M + \/ﬁ)(PK(Q) + ||9||L1(Q))

QeB
and
s e f g(w) do| = e Z / g(x) dz| < 20M + v)lglzr (o)
ENQ(QP/e) EQQ(QP/E)N']Q
In particular, (8.17) yields
1
(5.15) o1 (E QP) = 9(@) o > —2(M + V)l o)
€ ENQ(QP/e):
Moreover, we claim that
1
(8.19) " 1Pk (E gQﬂ“ \ SM) <ec

To achieve this, let m € N be such that 27 < e < 27+, We define, for every j € {0,...,m — 1},
1 ) .
— 20PN {sz <lr-pl < MQJ“} C R™.
€
We recall (8.14) and we also set
S]TJ = {a:-p>M} CFE
and S&::{x-p<—M}§EC.

Then, we have

m—1
*QP\SMC UC

7=0

Moreover, notice that every C; can be covered with at most M 9m(n=1)+j+1 cubes of side 1 centered
at points in Z™ (let us call B; such covering).

Let Q =k4+Q € BJ, for some k € Z" and some j € {0,.. — 1}. Without loss of generality,
we can suppose that Q N S+ # &, and hence Q NSy = 2. Notlce also that QC NSy € B(CQJH)M(k).
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Thus,
//~ ><5;1(af)st(y)K(ar,y)dﬂcdy—//~ _ K(y)dedy
Qy QX(QCHSM)

coff sl ff
Ox(Qensy,) 1T — yl"2e2 QB ) |z — y|nt2s2

(8.20) . / / dudy v / / dz dh

. _ +2 . n+2s

QXB(2J+1)M ‘m y‘n " QXB(WH)M(x) ‘h‘ :

/{2|Q|/ ’h‘n+2$2 < C1 2_282j’

27 M

for some positive ¢; = ¢1(n, s2, ke, M) independent of m.
Now, observe that, by (8.14) and the definitions of S]\J;I and S, we have that

ENS§ =Sy, and E°NSy =85,

As a consequence,

P E ( )P K
— = Mi c a d.]f d

:// XEe(T)XE(y) K (2,y) dr dy
(QP/e\Sn)x(QP/e\Snr)
+// XE(x)XE(y) K (2,9) dv dy
((QP/e)e\Sar)x(QP/e\Sar)
+f xe(@)xze (9)K (2, y) de dy
(@QP/2\Sa1)x ((QP /2)°\Sr)
+// XE(x)xE:(y) K (z,y) dwdy+// XE(x)XE(y) K (2,9) dv dy
Sarx(QP/e\Snr) (QP/e\Snm) XS
= Xg+ (@)xg- (y) K (z,y) dx dy
//(Qp/a\SM)u Slt[( ) SM( ) ( )
+// XE(T)xg- (y)K(z,y) dwdy+// Xg+ (@)xEe(y) K (7, y) dzr dy
S x(QP/e\Snr) M (QP/e\Sn)xSu M

< // Xg+ ()X g- (v) K (2z,y) dz dy + // K(x,y)dx dy.
(Qr/e\Snm)y M M S x(QP/e\Sn)

Moreover, by Proposition C.2, there exists a positive constant co, independent of e, such that
(8.21) // K(z,y)dedy < Pr(QP/e N ST,) + Pr(QP/e N Siy) < cac ™.
Sy x(QP/e\Sm)

Thus, the estimate in (8.20), in combination with (8.21) and the subadditivity of Px with respect
to the domain, entails that

1
n—1 n—1 1-n
€ PK<E7Q1’ SM)<5 // Xo+ ()xo- (Y)K(z,y) dr dy + coe
ZQ@7\ 0\, st (@)xg- (W) K(2,y)

g 2~ (m=Dn-1) // Xg+ (@)xg- W) K (z,y) dz dy + ¢
(@Qr/e\Sa)y M M

/

(m—1)(n—1) Z Z //y Xs+ Xs: (y)K(x,y)d:cdy+c2

<2 (m—=1)(n— 1)262mn 1)+j2 PEDY] +eo < 01221 252)j 4+ cg =: ¢ < 400,
j=0 =0

showing (8.19).
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Therefore, gathering (8.16), (8.18) and (8.19), we obtain

—2M +Vn)lgllr g <"F (E iQp> <2AM + V) (Pr(Q) + 29l + e,

showing (8.12).
Now, to prove (8.13), let us consider n't® < ¢ < 1, for some a € (0,2s2 — 1). We assume again
that 27 < e < 27™F! for some m € N, and we decompose éQ” \ %Q” as

1 1 1 1 mel
EQP \ EQP = <€QP \ nQp> NSy U jLJo Cj’

where, for all j € {0,...,m — 1},
- 1 1 A 1
Ci=(=Qr\=qQ? ) n {MQJ <lz-pl < M2 }
€ n

Notice that (%Qp \ %Qp> NSy can be covered with at most 2M (e}~ —n'~") cubes of side 1. Similarly,

each cylinder C; can be covered with at most 27(e!=" — ') translated unit cubes.

Therefore, arguing as for (8.12) and recalling Lemma 8.2, we deduce that, for every n small enough,
1 1 1— 1— 2s0—1—a
y E77QP\7QP <C(€ n—77 n+7752 )7
€ n
for some positive constant ¢ independent of 1 and €, concluding the proof. [l

Proof of Proposition 5.1. Let p € S*~1. In order to prove that the limit function ¢ in (8.2) is well-
defined, we show that if F), and EI', are two planelike minimizers for J with respect to some p such
that

OE, NOE, C {|x - p| < M},

and g, ¢/ > 0 are infinitesimal sequences such that the limits

&0 el

1 1
(:=lime" 1.7 <Ep, Qp> and ¢ := lim ()" 17 (E;) QP)
e—0 e

exist, then it must be £ = ¢/. To this purpose, up to taking subsequences, let us assume that & < ¢
(e.g. &' ~ el for some a € (0,2s2 — 1)).
Following the footsteps of [CT09], we recall the notation for Z, in (7.1) and we consider a finite

-1
covering of Z, N Q(QP/e’); made of N := Mm)n J cubes that are translations of (24/n +

1/e)QP centered at Z,. Notice that each of this cube contains at least one translated cube QU .=
Jj+ QP /e, with j € Z™. Let also

Bj=j+ (Ep N iQp) c QY.

Also, we define

N N
(8.22) R:=JQYco@/)y and F:=||JE | U(E,\R).
j=1 J=1

In particular, we have F' \ Q(QP/e')1 = E}, \ Q(QP/¢')1 (see Figure 1).
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OE,

FIGURE 1. The construction of the set F’ as in (8.22).
Thus, by Remark 1.8, the subadditivity of Px with respect to the domain, and (1.2), we infer that
1 1 1
g <E;,/Qp> § egz <F/,/Qp> :egz <F/,RU (/QP\R>)
€ € €

N
< yE-,U>+// ' ne(y)K (z,y) dx d
37 (BQ) + [ xE @ K @) dody

=1

e

(8.23) + g(x)d

/F’ﬁ(9(62?’/6’)1\U§V_1 0(QM)1)

1
(Ep, Qp) + / / (@)X e () K () de dy
€ (QP/e'\R)y
g

< NF
+ (x) dx.

/F/ﬁ(Q(QP/g/)l\U;_V_l Q(QW)1)
At this stage, observe that
OF'N(Q"/<\ B) € {|z -3l < M + 2V}

can be covered with [ (M + 2y/n) ((¢)}™™ — Ne'=") | cubes Q of side 1 and centered at Z™. Therefore,
it follows from (8.13) that

/ / s (@)x e () K (2, ) de dy
(Qr/e'\R)4

< (M 4+ 2y/n) ((5')1_” — Net ™ + 5252_1_a)

G2 _dmravm (- (2) | Gam) | ) e+ v

(e)n—1 5 e'(1+ 2ey/n)

for some function £ such that {(e,e’) — 0, as ¢, ¢/, and &’ /e ~ e* — 0.
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Furthermore, since

OF' N (Q QP/€1\UQ ) € {lepl <M +2vn}
7=1
can be covered with |(M +2y/n) ((¢/)'™" — N|e!7"]) | cubes QP of side 1 and centered at Z", we also
have

/ N g@)dzr < gl (M+2f)(( oF n_thl—nJ)
FI((QF /e)1\Uj= Q(QW)1))

HQHLl (M +2y/n) A1 1—n 5 n-l _ C(e€)
s (e | o)) = 59

for some function ¢ such that {(g,¢’) — 0, as e — 0 (and also &’,&’/e — 0). Indeed,

: n\n— —-n € ot
al’lino ()" et {(E’(l + 25\/ﬁ)> J

e—0

- e ((caiem) o) )

e—0

=1

(8.25)

Y

where {-} := (-) — || denotes the fractional part of a real number.
Now, recalling the definitions of ¢ and ¢, and putting (8.23), (8.24) and (8.25) together, we obtain

e (B der) < @ KW)J (B 207) 462 + o)

Hence, taking the limits for ¢, &', and &’/e ~ e* — 0, we deduce that ¢’ < £.
Interchanging the roles of € and &', we also get that £ < ¢, concluding the proof. ]

We stress that the construction of the cubes Q) in the proof of Proposition 8.1 remains unaltered if
we replace QP /¢’ with one of its translated along 9Z,,. Indeed, notice that when we consider translations
of the cube (2v/n + 1/¢)QP, we do not ask any requirement on those translations but the fact that
they are centered at 0Z,. Therefore, we infer that ¢(p) is independent of translations of the domain
in directions orthogonal to p.

The precise statement goes as follows:

Corollary 8.4. Let K satisfy (1.2), (1.3), (1.4), and (1.5). Let g € L*(Q) be a Z™-periodic function
such that ng =0.

Let p € S ! and let E, be a planelike minimizer for J in direction p that satisfies (8.1) . Let
alsov € 0Z,, i.e. v-p=0.
Then,

. e 1
b(p) = lim ¢ Lz <Ep,v + 5QP> .
As a consequence, we deduce the following:

Corollary 8.5. Let K satisfy (1.2), (1.3), (1.4), and (1.5). Let g € L*°(Q) be a Z™-periodic function
such that ng =0.

Letpe S" ! andt e Tp, so that Ey; is a planelike minimizer for J in direction p that satisfies (8.1)
(according to Corollary 1.12).
Then, for any Lipschitz domain Q C R™,

(8.26) S(PH" QN OT,) = lim Fe(cEpy, Q),
E—
where I, is defined as in (7.1).
Proof. Let us consider sequences ¢;, p; such that
€j

(527 LS L AL
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Also, we consider the collection
Bj = {pj@ = e;v; + p;Q s.t. v; € 0Z,, and p]@ C Q}.
In particular, N; :=#(B;) = Lp;_"H"_l(Q N0ZI,)|. Let us also denote
Rj = U ij.
p;QEB;
It is convenient to look at the family of cubes
Qr, 2/ = (£ +Q)

where the union is taken over all £ € Z™ such that £+ Q C Q/e; and ({ + Q) N OE, # @.
Thanks to (8.27), we can take j sufficiently large such that p;/e; > M, and we have that

n—1 o —1
o gt [ g
EpnQ(Q/e) EpNQE, (/g1

o n—l/ n—1
= g B g + £ / B g
(8.28) pjéZij ( J EpNQEg,(pjQ/ei > J Epm(QEp(Q/aj)\Uijegj QEp(ij/Ej)l>
T (5] 0
i5e8, Fun1Q0p;/e)n
where

/Epm(QEpm/ej)l\Upj@EBj 0, (1,Q/e))1) g
Now, let n; := €;/pj, and define
Mo =4{{+Q CQfejst. LcZ" and ({ + Q) NOE, # @}
and Mg =14 {€+ QcC @/77]' st. £ €Z" and ({+ Q) NOE, # @}, for every pj@ € B;.
Since F), is a planelike in direction p, we have that

ET " Mg ; = 221 f{e;(l+ Q) CQst. £ €Z" and €;({ + Q) N O E, # O}
(8.29) e Jree
=H"1(QNdL,)

and, similarly, for every pj@ € Bj,

: n—lar_ _ . ) ~ n ' '
(8.30) dim 0" Mg, jgrfooﬂ{m(ucg) CQst. £€7Z" and n](uQ)ﬂa(mEp)#@}

= H"HQNIT,) = 1.

Moreover, recalling that the fractional part of a real number is a bounded function, we deduce that

(831) lim p''Nj= lim pl! (pjl.—”mfl(sz NOL,) — {p\ "1 (N azp}) = HH QN IT,).

j—+oo j—+o0

Thus, from (8.29), (8.30), and (8.31) together, we infer that

, -1
0N < Mgl [ Moy — 30 Mg,
p;QEB;
(832) n—1 n—1 n—1
=gl |H"HQNIT,) +o(1) = Y (0" +o(p" )
p;QEB;
= [lgll L2 (@) [H" 1 (2N DT,) + o(1) = N; (0" " +0(p" 1)) ] —— 0.

Jj—00
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Therefore, from (8.28) and recalling the definition of & from (1.20), we obtain that
e F(By, Qfej) = €] E(Bp, Uej) + €] Lic(By N QYej, By N1 Q°e)
= % e (5 20)] + v+ PtE @\ R
p; QEB; !
— eV L (B N (Q\ Ry) /25, ESN (2 Ry)/5)
+ s?_lﬁK(Ep NQ/ej, B, N QY gj5)
> [eg Lz (Ep, Pi Q) — "Lk <Ep N %@, ESN ?@)]
=y j j
+ (i) + &) Pr(By, (2\ R))/ej)
& Lre(By 0 (Q\ Ry) ey, By (R By)/2))
+el T LK (B, N Qe g N Q°ey).
At this point, observe that it follows from Corollary 8.4, Lemma 7.1, and our choice of pjé that
17 (1,2 Q> e (B 53,550 ”@) = 2 16(p) + ().
Thus, we infer that
ef  F (Ep, Q/e;)

(8.33) =N; (05 "00) + 0o} 1)) + 00) + & Pr(Ep 2\ Ry)/e)
— &5 LBy 0 (Q\ Ry) /25, By N (Q\ By)/ey)
+ 8?_1£K(Ep N Q/z’:‘j, E; N Qc/gj).

Furthermore, by inspection of the proof of (8.13) in Lemma 8.3, we infer that

JEI—iI-looan 1PK Epaﬂ/gj\ U 57]@
(8.34) pseB;

< lim c(H"HQNOL,) — Njp" ! + el L (Njpje; )22 71 7) = 0.

Jj—+oo

Additionally, thanks to Lemma 7.1, we also have

(8.35) limsup e}~ "Lr(Byn (2\ Ry)° /g5, By N (Q\ Rj)/e5) +€§-‘_1£K(Ep NQ/ej, E,NQej) =

Jj—+oo
Using (8.31), (8.32), (8.34), and (8.35) in (8.33), we conclude that
yginoo eV F(Ep, Qfej) = H' 1 (QN IL,)é(p). O

9. PROOF OF THE I'-liminf INEQUALITY

Here we present a proof of the I" — lim inf inequality in Theorem 1.13-(i). To this purpose, let E C
, and let {E.}. be a sequence of sets such that E. — E in L{ (R").
Moreover up to extracting a subsequence, we suppose that

liminf Z.(E., Q) = lim .%.(E., Q)
Hari)%l J‘a( =) ) 81_I>I(1)J€( =) )<+OO,

loc

otherwise the result is trivial. In particular, without loss of generality, we assume that

Sup Fe(Ee, Q) < +o00,

Now, following the ideas of [BF'94] (see also [BEM98, ABI8b, CT09]), we consider the Radon measure

(9.1) /// )X (9) Ko(z,y) de dy + e // 0o(2)de,
ﬂQxR“ Ne(£+Q)

ZEZ”
c(+Q)CQ
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where, for any set A C R",

0, ifeldA,

0z0(A) =
c¢(4) {1, if el € A

By Proposition 7.3, we have that A, > 0. Moreover, the total mass of A is bounded uniformly in .
Indeed, by construction, we have that

®) 0@ = [ nnsR e didy [ g

E:NQ(N).
= &.(E:, Q) < Fe(E, Q) < supﬂ (Ee, Q) < 400,

where &, si defined as in (1.20).
Therefore, there exists a positive measure A such that

Ae =5 A, Le. Ao converges weakly* to A as measures
and A(A) < lim ig1f Ae(A), for every set A such that \(0A) = 0.
E—r

In particular, we have that
(9.2) A(Q) < liminf A.(Q) < liminf % (E., Q).
e—0 e—0

Then, let T be a regular point of E, namely a point T € JF with (n — 1)-density 1 and such that
the blow-up of E around T converges to {(z — ) - vg(Z) > 0}, e.g.

i HTUOEN B.(@)

=1
r—0 Wp—1T"" ) ’

and lim 7“_”/ |XE_X{(3: Z)vp (T >0}|d$
Bar (%)

r—0t

where wy,_1 := H" (B?"!). We consider the Radon-Nikodyn derivative of X with respect to the (n —
1)-dimensional Hausdorff measure at =

D MB@) L AB@)

dHr1 (.T) © =0 ’H”*l(@E N B, (f)) =0 w171 ’

and observe that, in light of (9.2) and the Besicovitch derivation theorem (see [AFP00, Theorem 5.52]),
Theorem 1.13-(i) will follow if we show that

(9.3) W(T) 2 ¢(ve(T)).
At this stage, let us consider subsequences {¢;};, {r;};, and {n; := €;/r;}; such that

A, (Bry () dX

Jj—+oo wn_lrj -1 d’Hn 1

(7)

lim r./ XE — X{(z—7)vi( dr =0,
j B%()' {e—7)ve(@)>0}]

Jj—+oo

and lim n; =0.

j—+o0

In what follows, in order to lighten the notation, we will write E; := F,;, A., := \j, and v 1= vg(T).
We now focus on proving (9.3), that now is

lim A(Br, j)l) > o(v).

J=+oo wy 1TJ
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To achieve this, let us introduce, for every set A, the notation A’ := (A — z)/r;. Thus, taking
advantage of the scaling properties of \;, we obtain

Aj(Br, (7))

1;71

T]
—ln ( I/ e, ()8 () Ky () ddy + [ o, <x>dx>
r; (@) xR™ E;NQ(Br; (T)

(9.5) .
N //B Rn XE; (m)XE}C (y)Knj( +Z/rj,y+T/r;)drdy
+/ 9n; (@ +/rj)d,
E}QQ,(BT]' (E))s]-
where
B, @), = (@B, @, =) fry = U{ ZEL ot ke 2 e+ Q) < B
J

We also set A” := A"+ n;{%/e;}, where {z}; := {z;} = x; — |x;] is the fractional part of the j-th
component of a point . Then, (9.5) boils down to

A (B, (7))
= // Xy (@)X e (y) Ko, (2, y) da dy +/ g
3 By (1; {7/e;}) <R" E/NQ" (B, @),

— [ ek, @ dedy+ | g, (@),
B}'XR"

E/NQ"(By, (7)),

(x)dz

N5

where, to be consistent with our notation, we wrote B := Bi(n;{Z/e;}). Moreover, observe that

&5, @), =U{ DT [T o ez, 4@ € B,

5 €5

= {nj (k _ BJJ + Q> st. k ez, n; <k — {;J + Q> c B}-’(x)}
= Q(BY)y,.

Hence, it follows from the last two equations in display that

9. B (D) _ 555,
Wn—1T; Wn—1

Furthermore, since 7; — 0 and the fractional part is a bounded function, we deduce from (9.4) that

lim \xE" — Xz, |dx
J=+00 By )y !
(9.7) . |
< lim " — (e, dr 4+ lim o fm /e ). — X7, |dx
A IXE? = X{(z—n,{@/e;})v>0}] A IX{(c—n;{@/e;})v>0) — XTo|

In particular, B/ = XT, a-e. in By/s (up to a subsequence).

Now, let E, be a planelike minimizer for J in direction v constructed combining Theorem 1.4,
Theorem 1.9, and Corollary 1.12. Then, let us define sets

(98) Fy = (13, \ Q(B)1) U (B 1 Q(BY)y).

Since F; \ Q(BY)1 =n;E, \ Q(BY)1, by Theorem 1.9, Remark 1.8 and Corollary 8.5, we infer that
(9.9) T, (Fy, BY) 2 Z, (0B, BY) = H""HOT, N B1)g(v) = wn-16(v),
as j — 4o0.

Also, observe that
(9.10) &, ( }’, B;’) — ﬁnj(Fj,B;-’) > —EK"J_ (FjnN B;.’,ch N (B;-’)C).
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12
E

FIGURE 2. The competitor Fj as in (9.8) that produces the correct I' — lim inf inequality.

Since both E;’ — 7, and n; E, — 7, a.e. in R", thanks to Lemma 7.1, we have that

(9.11) lim Lg

j—o0

(F; N B, Fyn(B})°) =0.

)
Therefore, putting together (9.9), (9.10), and (9.11), we find that
liminf &, (E}, Bj) > lim .7, (n;E,, B}) — Lx,, (F; N B, Fy N (B})) = wn-16(v).

Jj—4oo Jj—+oo

This, together with (9.6), entails the desired result.

10. CONTINUITY OF THE STABLE NORM ¢

In this section, we discuss the continuity of the stable norm ¢. This result is a version of [CT09,
Corollary A.4] covering our setting, which will play a crucial role in proving the I' — lim sup inequality
(see Theorem 1.13-(i1)) in Section 11.

Remark 10.1. Before presenting our result, we point out that, in [CT09, Corollary A.4], the authors
claim that the same argument of [CdILO1, Lemma 10.2] suffices to prove the convexity of the stable
norm ¢. However, because of—plausibly—a typo in the proof of the latter, such argument cannot be
directly applied in our context.

Proposition 10.2. ¢ : S"~! = R is a continuous function.

Proof. Let p, ¢ € S* ! and define # as the angle between p and ¢ (i.e. 6 is defined through p-q = cos ),
so that if Ry € SO(n) denotes a rotation of angle 6, then p = Ryq.
The continuity of ¢ will follow if we show the existence of a function 1) such that

[¢(q) —o(p)| <9(0)  and  lim¢(0) = 0.

6—0

To this purpose, we use Theorem 1.13-(i) (notice indeed that eRgE, converges to Z, as ¢ — 0) and
Proposition 8.1 to obtain

liminf 7. (=R By, Q) > Fo(Tp, Q) = 6(p) = lim F. (B, Q).
E— e—
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From this and the fact that K is rotation invariant (see (1.2)), it follows that
8la) = 6(p) = lim (7 (cE,, Q") — F(cE,, Q"))

> liminf (ﬁs(eEq, Q%) — F.(cRoE,, Qp))

= liminfe™ ! / g—/ gl.
e—0 E,NQ(Q7/e)1 RoE4NQ(QP/e)1

OB C{lz-q| < M} =:5%,

(10.1)

We now recall that

and hence
U{k+Qst. keZ"and (k+ Q)N OE, # @} C Sty
Thus, in light of (1.1), we find that

g.

-,
RgEqﬂQ(Qp/E) ngs]bL!»f

=, J
[Em@q/en RoENQQ /)1 JENQQe/enns]

M+yn

=GP we obtain

Therefore, using also a Holder inequality in (10.1) and observing that RyS? Mty

¢(q) — ¢(p)
> lim inf (—s”legHLw(m

M+yn

(BanQ(@/en N8y, /) A(RoE, 0 QQP/2)1 N RS, 2)

(E N Q(Q9/e)1 N SMJrf)A(RgEq N O(QP/2), N SM+\/E) ) .

Now, observe that, arguing as in (8.25), we have that

(B, N Q(Q"/2): ﬂSMJrf)A(ReE NO@/en NS, )

> lim inf (—5"_1H gl Lo @)
e—0

MmN g(J‘I]A[R@Eq nst  -n ng] +e7¢(e),

q
c[ians .

where C'? is the (unitary) square-based cylinder with axis ¢ and
€)=, m N St m T ROETNCP 2\ QQP/2)1]]

|88 1 8 N B[O\ Q12|
with {(¢) — 0, as ¢ — 0.
Thus,

#(q) — ¢(p)

1 1
. n—1 q P
>hrsn_>1(§1f—e |g[|oo’[E ﬁSMJrfﬁng]A[RgEqﬂSM mgcp] .

+vn
Let us define

1
CUA[RGE, NS},

)

¥(0) :=limsupe™™ '[E NS4

1
n-C?
e—0 M—hf € ]

so that
d(q) — d(p) = —lglloct(0).

Moreover, notice that ¢ () — 0, as § — 0 (namely as p — q).
Interchanging the roles of p and ¢, we obtain again that

6(p) — 6(g) > liminf — gl |[By 1 5, N CPA[R 4183, 0O
— —lgllocl TR:(6) = —lgllocts(8),

and hence

19(q) — ()| < llgllocr(0),
as desired. O
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Now, we define the 1-homogeneous extension of ¢ as
~ £, if 0,
(10.2) ) = 1P (\pl> P#
0, if p=0.
As a byproduct of Proposition 10.2, we obtain that also 5 is continuous (in the whole R™).
Corollary 10.3. 5: R™ — R is a continuous function.

Proof. Let ¢ € R™. Then, it follows from the homogeneity of 5 and Proposition 10.2 that

;LH;@U—;;H;WW(,M)—; <<|p| \q|>¢<‘ ,>+q|¢<,p‘))
i (A1~ la)o () +1ato (1)) = s (0~ labo ( 2)) + 360

Since ¢(p/|p|) is bounded, we conclude that
lim 6(p) = ¢(q),

p—q

showing the continuity of % at q. [l

11. PROOF OF THE I'-limsup INEQUALITY

This section is devoted to proving I'-lim sup inequality in Theorem 1.13-(ii). Our argument adapts
to the setting under consideration here the ideas of [CdILO1, CT09], in which the result follows from
a standard polyhedral approximation taking advantage of the existence of planelike minimizers. For
this, we need the following technical result.

Lemma 11.1. Let E C R" be such that E N Q is a polyhedron. Then, there exists a sequence of
sets {E:}e such that
limsup Z(E:,Q) < Fy(E,Q).

e—0

Proof. Since E N is a polyhedron, there exist points z; € 0E N {2 and directions p; € St with j =
., N, for some N € N, such that

N
0ENQ = J(z; +I,)nQ.
j=1

Here above and in the rest of the proof, the notation in (7.1) for Z,,, is used.
Also, there are N disjoint Lipschitz domains €2; such that

N
Q=[JQ and (2;+7Z,)NQCQ;

Now, for any € > 0, we define

N
(11.1) E.:=(E\Q)N U (9 (2 +2By)) ).
where, for every j = 1,..., N, E,, is a planelike minimizer constructed as in Theorem 1.4 (see Figure 3).

Therefore, we obtain

N
7.(E-,Q) < Zﬂ}(@%—aEpj,Qj)—i—/ N ge(z) dx
=N(Q(Q)\Uj=1 2(25)e)

j=1
N N

(11.2) + Y Li.(eEp Ny, EENQS) + > Lk (eEy, Ny, B-N Q)
: =

N N
— Y Li.(eEp, NQy,eE; NQS) = > Lk (B NQy,eE, NQS).
j=1 J=1
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x, + €E,

FIGURE 3. The planelike approximation of the polygonal set E as in (11.1).

By Corollary 8.5, for every j € {1,..., N}, we have that
Furthermore,
|g(2)| dz

/ ge(x) dx < 8n_1/
E=N(Q(V):\Uj=; Q(2)e) (Be/e)Q(Q/2)1\UjLy Q(Q5/2)1)
N

—iy | 9(2)] da
= iy /o4 By (2, /0020 \ QA /2
N
<2AM +V)lgllpnge ™t Y (8T HT Ry N 0T,,) — [T HTH 9, N 0T, )
7=1
Thus,

(11.4) lim sup

/ g:(z) dx < 0.
=0 JEN(QQ)e \U;'\Ll Q(2))e)

Moreover, thanks to Lemma 7.1, we infer that
N N

hmZEK (eBp, Ny, EENQS) + > Lk (eEy, Ny, B.N Q)

(11.5) =

- Z Lk.(eEy, NQy,eE; NQOS) — Z Lk.(eE; NQy,eE, NQ5) =0
j=1 j=1
for all j € {1,...,N}.
Hence, gathering (11.2), (11.3), (11.4), and (11.5), we conclude that

e—0

N
limsup % (E., ) < Zgb (p))H" 1 (N (zj + 9T, ;) = / p(vg) dH" L.
= 2ENQ

as desired. N

Proof of Theorem 1.13-(ii). By astandard approximation argument, there exists a sequence of sets { £ };
such that F; N{} is a polyhedron, for every j, and

lim H"'(E; N Q) = Per(E, Q).

j—+o0
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Therefore, recalling that (the 1-homogeneous extension of) ¢ is continuous by Corollary 10.3, we
deduce from [AFP00, Theorem 2.39] that
lim J(z)(Ej, Q) = g‘\d)(E, Q)

Jj—+oo

Using Lemma 11.1 and taking a diagonal sequence, we construct a sequence of sets {E,}; such
that E., — E in L (R"), and

hmsupy&j(Eé‘pQ) < y(i)(EvQ%

Jj—+oo
showing Theorem 1.13-(ii). g

Remark 11.2. We point out that, in light of Lemma 7.1, one can equivalently consider ener-
gies Z:((+),Q), &:((-), ), or even Z.((+),Q) := L. ((-) N2, (-)¢N Q) in Theorem 1.13. Indeed, since
the rescaled planelike €, converges to the straight line Z,, as € — 0, such limit crosses transversely
any Lipschitz domain. Therefore, the energy contribution due to the interactions with the exterior
of 2 in the limit.

As a corollary of the I'-convergence, we improve Proposition 10.2. Indeed, since a I'-limit is lower
semi-continuous by construction, we infer that the stable norm must be convex. N

Recall the definitions of the stable norm ¢ : S*™! — R in (1.21), and of its homogenization ¢
in (10.2). Then, the following holds true:

Corollary 11.3. The function 5: R™ — R s convez.

APPENDIX A. NORMS SUBJECT TO SHORT-RANGE INTERACTIONS

We point out a useful equivalence of norms when a kernel is restricted to close-by interactions (see
e.g. [ADPLT26, Lemma 2.1] for related results). For the rest of this section, let s € (0,1/2).

Lemma A.1. There exists C > 0, depending only on §, n, and s, such that, for all u : R™ — R such
that

we have that

// n+2s)|d dy < C// huta) = :£23|d dy.
QxQ |~”U— | (@xQn{jz—yl<s} 1T =Yl

Proof. Up to renaming constants, the desired result follows if we prove that

// Jute) = nJ£2s)‘d$dy C// fule) = nJEQS)‘d dy.
@xQn{la—yz5} |T =Yl (@xQ)n{jz—yl<} 1T —

Moreover, since

u(z) ~ u(y)|
LA

= ez [ )l e
it suffices to show that

/yu ) dz < C// Julz) = “+(2)|d dy.
(@xQ){ja—yl<s} T — Y|

We argue for the sake of contradiction and suppose that this is not true. Namely, we suppose that
there exists a sequence of functions u; : R" — R such that

(A1) /Qu](x) dr =0

and

. |uj(x) — u;(y)|
(A.2) 1:/ |u(:z:)|da:>j// (A A’ 1S 22 dy.
Q ' (@xQN{la—yl<s} 1T —y["+?
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We decompose Q as the disjoint union of cubes Q1, . .., @y of side less than % and we deduce from (A.2)
that, for all £ € {1,..., N},
(AS) j > // Qex(Qr)s ‘u‘j( ) ‘n—i—?s d dy // ‘U‘J _ ’:fj—gf)’ dx dy7
(@xQ) ﬂ{lz y|<é&} T QexQe 1T
where

(Qe)s :={x € R" s.t. dist(z,Qy) < d}.

Then (see e.g. [DNPV12, Theorem 7.1]), the sequence u; is precompact in L(Q,) and consequently,
up to a subsequence, u; converges to some function ugp in L*(Q,) for all £ € {1,..., N}, and thus
in L1(Q) and a.e. in Q.

Thus, from (A.3) and Fatou Lemma,

[uo(z) — uo(y)|
dx dy = 0,
//QZXQZ ’x - ’n+28

which implies that wug is constant. As a result, since we have from (A.1) that
we conclude that ug is the null function.

/ up(z) dx =0,
Q
However, according to (A.2),

= lim /]uj(m)|dl‘:/ o ()] da,
J—+00 Q Q

providing the desired contradiction. (I

APPENDIX B. UNIFORM DENSITY ESTIMATES FOR (A, 251) MINIMIZERS OF P

In this section, we revisit the proof of [DVV, Theorem 2.2] adapting it to the setting under consid-
eration here. The precise statement goes as follows:

Proposition B.1. Let K satisfy (1.2), (1.3), (1.4), and (1.5) and let @ CR™ be a Lipschitz domain.

Then, there exists Ao > 0 such that for all A € (0, Ag] the following statement holds true.

Let E be a (A, 281) minimal set for Pr in Q (in the sense of Definition 5.2).

Then, there exists a constant ¢y € (0,1), depending only on n, s1, and ke, such that, for any zy €
(OE) N and r € (0, min{d/4, dist(zo,0N)}),
(B.1) cor” < |EN Bp(xo)| < (1 —co)r™

For the proof of Proposition B.1, we employ the following auxiliary results in Lemmata B.2 and B.3.
Lemma B.2 (Lemma 7.1, [Giu03]). Let f € (0,1), N > 1, and M > 0. Let {x}r be a decreasing
sequence in R such that

x,lﬁ’f NkMa:k.
1_ 1 1

If xg < NP 82M 7, then x, — 0 as k — +o0.
Lemma B.3 (Isoperimetric lower bound for the kernel K'). Suppose that K satisfy (1.2), (1.3), (1.4),
and (1.5).

Then, there exists a positive constant C', depending on n, s1, k1, and &, such that
rno2s if 0<r<4d/4,
rnt if r>0/4.
Proof. To show (B.2), let us start by assuming 0 < r < §/4. In this case, by (1.4) and the scaling
properties of the kernel |z|~" 7251, we have that

D= Kewdsays [f K (z,y) dz dy
X B¢ B, x (B2, \Br)
dad
(B.3) > Ky / / ——
o x(Bar\By) 1T — y[251

= g2 // drdy Cfg»Qs =: C1(n, s1, k1)r" 2L
BlX(BQ\Bl) |l’—y| !

(B.2) Py(B,) > C {
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Also, if r > /4, let us consider the covering { Bs/3(%0) }zocoB, of 0B;. By compactness, we extract
a finite sub-covering B. In particular,

(B.4) 1B =c(3)"

for some constant ¢ > 0 depending only on n. Thus, we have that

:// K(z,y)dzdy> ) // K(z,y)dzdy
X BE (BrNBss(x0))x (BENB; /5(wo))

Ba/ $0)€B

dx dy
(B.5) Z K1 Z //B y[r 2

c T —
Bs s(z0)€ +NBs/s(20))x (BfNB;ss(x0)) |

dx dy
n—2s
DY //B y[rr2s

By a@ayes? J (Bar/snBi(8ro/)x (B, ;0B (820/3) |z —

We now use the notation

—
6 = S
and we claim that
1 i)
(B.6) (0Bsg,/s) N Bi(xs) C 1< (x —z5) - 2ol <O0p.

To check this, we pick x € 0Bg,/5s N Bi(z5) and we observe that

8r) 2 8\ 2 162 - g sr\? 16z - o
12— (]2 2 _ o o (O °© 2 _ ory
1> |z — x5 |z|* + |x5|* — 22 - 5 < 5) + <6> | o] 3 2 ( 5) 5

and accordingly

) 6 16x-xo ) 8r) 2 8r 1)
(B-7) Tlml T 1er 6 16r |7 \S 5 16r
Moreover,
xo xo xo  8lxo xry  8r
B.8 — ek VR — .20 oo 20 27
(B.8) (z — xs) ol ~ % ool 5] = = ol 0 Tael 0
from which we arrive at
o 8r
(B.9) (@) T < el =
Also, from (B.7) and (B.8),
i) 0 1
(x — xg) Zol > 6r >

Combining this and (B.9), we obtain (B.6), as desired.
It thereby follows from (B.6) that

// dx dy
(Bsy/sNB1 (25)) % (BS, 5NB(x5)) [© — y[" 21

8r/d

dx dy

2 —_—
//( (Ifxg)-‘%gl>0}ﬂBl(x5))>< ({(yfx(;)-l%gl<7i}031(:v§)> |1E - y|n+281

Plugging this information into (B.5), we obtain that

dx dy
n—2s
Pg(By) = k10 1 Z // - . >|x_y‘n+23;.

By s(w0)€ 8) 2 >0} NB1 () ) x ({ (y=25) 120 <~ }NB1 ()



40 SERENA DIPIERRO, MATTEO NOVAGA, ENRICO VALDINOCI, AND RICCARDO VILLA

By the translation and rotation invariance of the fractional kernel |z|="~2%1 and (13.4), we infer that

Pz 3]

(Bin{zn>0})x B1ﬂ{yn<—f} ‘.ﬁ(} - y‘n+2$1

B6/8 IQ)EB
B.10 dx d
( ) 2 0515172317,7171 // €L ngigs
(Bin{zn>0})x (Bin{yn<—1/4}) [T — y["21
=: Cy(n, K1, s1, 5)7“”_1.
We conclude the proof from (B.3) and (B.10) by setting C' := min{C4, Cs}. O

Proof of Proposition B.1. Let us recall that, by definition, if F is a (A 281) minimal set, for some A >
0, then

(B.11) Pr(E,Q) < Pr(F,Q) + A|[EAF|'=

for every F such that F'\ Q2 = E \ Q.

Let zp € (OF) N Q. Up to a translation, we suppose that xy coincides with the origin.

Define A, := E N By, with r € (0,§/4), where § is as in (1.4), and observe that A, C Q. Also,
let 41(r) := |A,| and notice that, by the co-area formula, u'(r) = H* Y (E N dB,).

2s
Our strategy now is to provide an estimate for '~ (r) in terms of x(r). For this, let us con-
sider p, € (0,7) such that |A,| = wy,p}’. Then, observe that, thanks to Lemma B.3 and [CN18, Propo-
sition 3.1],

(B.12) [Ixa, | = |47 < CPr(By,) < CPx(Ay) = CLK(Ar, A7),

Ln— 251 R"
up to renaming C, and we stress that C' depends only” on n, s1, and x.
Now, since
£K(AT7 Ai) = EK(AM EN Ai) + ‘CK(ATv Ec)7
it follows from the subsolution property in [DVV, Definition 1.2] that
(B.13) Lx(Ar, AS) < 2L (Ar, E N AS) + A= 5 (1) < 2L (Ay, BE) + Aul= 5 ().

Moreover, by the co-area formula and (1.4), we have that

dy dx Tl
k(A By) = // K(z,y)drdy < Hg// <C/ / — | dx
Apx B¢ ArxBe |7 —y[rrEs Ay \Srjz) 225011
w(
<C < 7d ;
/ (r— Ix! (r — [a])? / (r—pyz

for some C' > 0, depending on n, s1, and ko and possibly changing from line to line.
Plugging this into (B.13), we obtain that

" W(p) 124
Li (A, AS gC’/ ————dp+ Au (7).
Un A <€ J = )
From the last inequality and (B.12) we deduce that
-2 " W(p) -2
n = n < —_— n
(B.14) L (r) IIXATIILm(Rn) <C </O e dp+ Ap (r)> :

up to renaming C.
Furthermore, we assume that A is so small that

CA <

N | =

Using this into (B.14), we thus obtain that

-2 " W)
n < .
pemin s C/o r— oy

“Notice indeed that, once we assume that p, < §/4, we can select C' := C given by (B.3) in Lemma B.3. Thus, the
constant C' in (B.12) is independent of 4.
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Hence, integrating the latter inequality in r € (0,t), we deduce that, for all ¢ € (0,0/4],
t t r !
0 o (r—p)*
d
of ( / )
(B.15) —p)*
— C/ 1 2s1 dp

)tl 251

Now, we set
n___ n2 n
0:=2%1 0% (4C) 21
and we claim that

(B.16) w(t) = cot™  for all t € (0,0/4].
To prove this, we argue by contradiction and assume that there exists tg € (0,6/4] such that
(B.17) ,u(to) < C()tg.
We define t; := %’ + 2,5% Then, using (B.15), we have that
bo q-2 1-21 KUY 1-2s1 1-2s
W“ n(ter1) = (e =t (ter) < p () dr < Cpulte)t, ™ < Culte)ty
tet1

Notice that, by continuity,

k—+

to
hm w(ty) = p (2> = |EN By, /o] > 0.
Therefore, using Lemma B.2 with zy := u(ty), 8 :=s/n, M = 4Cta2sl, and N := 2, we find that

n a2 .
ulte) > NP~ M™5 = 221 @ (4C152) %0
Thus, thanks to (B.17) we deduce that

cotgy > p(to) > 270 CoU (4Ctg ™) "B = 230 G0 (4C) BTt = ot

which gives the desired contradiction and proves (B.16).
So, (B.16) yields
|[ENB,| > cor™ forall re(0,§/4],
proving the first inequality in (B.1).
Moreover, if E is an almost minimal set, then also E¢ is almost minimal . Thus, we exploit (B.16)
replacing F with E€, obtaining that, for r sufficiently small,

|E° N B| > cor™,

from which we infer the second inequality in (B.1). O

APPENDIX C. BEHAVIOR OF Py IN LARGE DOMAINS

Here, we show that if 2 is a Lipschitz domain and
Qp:={xr eR"st. 2/R € Q},
then Px (Q2g) is bounded by R"~ 1.
First, let us consider the space of Lipschitz function on B;L_l, for some p > 0,
Lip(Bg_l) ={f: Bg_l — R is Lipschitz-continuous},
endowed with the norm
1 Lipan-ty == fllcoggn—1y + [Fleo g1y,

(@) = f(¥)]
n— = su R re—
[f]CO(B/J R T/,y/eg}}” lz — /|
z'#y’

where
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denotes the usual Lipschitz seminorm.
Then, we recall the following notion of Lipschitz set (see [HP18, Definition 2.4.5]).

Definition C.1. We say that an open set 2 C R™ has Lipschitz boundary (or that €2 is a Lipschitz
set) if there exist rq > 0, Lo > 0, and aq > 0 such that for every zy € 92 there exist a rotation R,

(of an angle 6, € [0,27)) and a Lipschitz function ¢, € Lip(Bj, ) such that:
1) [w0] Lip(ppty < Lo
ii) Ro,,2(=z0) N (Bt x (—ag,aq)) = {(z/,2n) st. 2’ € B! and 2y, € (—aq, ¢ay () }5
it)) & (Ra,, =20)) N (Bi ! x (—a0,00)) = {(@', 6ay(2")) st. o' € Br ).
The main result of this section is the following:
Proposition C.2. There exist positive constants n € (0,1) and C = C(n, s1, s2, k2, d,1, ) such that
Px(Qr) < CR™ 1,
for every R > 1 large enough.
The proof relies on the following one-dimensional observation:

Lemma C.3. Let s € (1/2,1) and § € (0,1). Then,

400 1-2s
X(8, +oo y|) 1)
dr dy < .
/ /‘ \w—mH% WS

Proof. The claim follows from a direct computation that we provide here for the facility of the reader.
We observe that

+o00 X(6+oo d d 400 prmin{R,xz—§} dl’dy
’J)— ’1—&—25 y)1+23

1 mln{R z—8}
By
T2y L@-wEl,

Since z — 6 = min{ R,z — 5} if and only if x € (R, R + ¢], we obtain that
/+00/ 6+oo _ ‘ d dy 1 /R+6 di N /+oo dx B /+oo di
|.T _ |1+2$ 25 §2s Rts (gj _ R)Qs R 1r2s

R+96 400 1-2s 1-2s
<L / dz n / dz 1 5125 | ) _ 0 ' 0
2s 625 " Jpis (x— R)%s T 2s 2s —1 2s —1

Another important tool for proving Proposition C.2 is an adaptation of [CV11, Lemma 10] for
Lipschitz domains. For this, let us define for any p > 0 and A > 1

Cox = {(a,zn) ER" st 2| < p, |zn] < Ap} = B’;*l X (=Ap, A\p),

C’;t/\ ={(2,z,) ER" s.t. 2] < p, 0 <2y < Ap} = B’;*l x (0, Ap),

Coyi= {(@',2,) € R" s.t. 2| < p, =Ap <z <0} = B;‘fl X (=Ap,0),
and CS =CoaN{x, =0} = B;“l x {0}.

Lemma C.4. Let us consider s € (0,1), p > 0, and X > 1, and let ¢ € Lz’p(Bg_l) be a Lipschitz
function such that ¢ =0 and V¢(0) =

(C.1)

Let also
CR(@) = {(a/,zn) ER™ s.t. [2'] < p, ¢(a') < zn < Ap},
and C,\(¢) == {(@',2,) €R" s.t. |2] < p, —pX <z, < P(2)}).
If
A
(C.2) [¢]Llp(3 S 10

then there exist a transformation ¥ : R™ — R™ such that \I/(C’;E(qﬁ)) = C’;t and

dxdy dxdy
(C-3) y//~¥ _ Lr__pﬁassicj6/+ eyt
CH(@)xCo (@) 1T =Y crxe, e =y
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for some positive constant ¢ independent of p.
Proof. Since ¢ is Lipschitz and ¢(0) = 0, we have that

sup ¢(z') < [‘b]Lip(Bg*l)P-
lz’[<p

Then, we define function ¢ € C*°(R"™) such that

0, if |z, — ¢(2')

Y(a) = :

| <
| >
and

2

V| < .
V4l (/\—[qﬁ]up(gg*l))P

Notice that, for any |2/| < p, we have that

AL

)

A= 8] iy

|¢($/) +Ap| = Ao —|o(p)| = (A — [¢]Lip(B:}_l))pa

and hence

(C.4) (', £p) = 0.

On the other hand, for any |z’| < p, we have that

(C.5) P(a, ¢(a’)) = L.

Now, we consider the transformation ¥ : R" — R" defined as

U(z) = (2, 20 — P(x)d(a")) = 2 — Y(2)p(2")en,

where e, := (0,...,0,1) is the usual unit vector in the n‘*-direction.
By Rademacher’s Theorem, ¢ is differentiable almost everywhere, and, if 7 := ¥(x) and y := ¥(y),

we have

dz dy = |1 — 0, (x)$(a")| |1 — 0¥ (y)d(y)|d dy

> (1 |0uU(2)d(a') + Ou V() S() — 00 (2)6(x)0, T (y)(y')|) da dy

> (1 —cy)dxdy,
(see also [EG15, Theorem 2, Sec. 3.3.3]) with

2
(C.6) o e gy Al

(A= [‘b]Lip(Bg*l))Q

1 1
+- <1,

where we have employed (C.2) to obtain the last inequality. It thereby follows that

1 ~
(C.7) dx dy < 1 dz dy.

Besides, recalling (C.4) and (C.5), we deduce that
©8) W(CE(9)) = CZ,.
Moreover, for almost every z,y € C,, we have that

7=yl = |z — P(2)p(2")en — y + () (Y )en]

<z =yl + [$(@)]o(2") — ¢ + o) 1(z) —

Y(y)l
2

<z =yl + Bl e’ — v + [gb]Lip(B?_l)p()\

< el -yl
for some constant co > 0 independent of p. This yields
(C.9) |z —y| 7" < eT - g,

up to renaming cs.

- [¢]L,~p(3;b*1)),0

|z —yl

43
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Using the change of variable z := ¥U(z) and y := ¥(y) together with (C.8), (C.7), and (C.9), we

conclude that o
/R -

X = <o

C;A(¢)XC;>\(¢) |.T — y|n+2s 1—0¢ C;LAXC;)\ |1; — y|n+25

showing (C.3). O
Proof of Proposition C.2. Let R > 0 and take n € (0,1) such that
§ <nR < 6ynnR < R.

Since € is bounded, there exists a constant ¢ > 0 such that 2 € B;. Up to scaling, we can suppose
that ¢ = 1, otherwise we consider 77 := n¢ € (0,1).
Moreover, let rq, Lo, and ag be as in Definition C.1. We define

A :=max{10Lq, 1}.

Wa assume that R is so large that
3v/né < Rrq and 3vné\ < Roq,

and that 7 is so small that
3vnn <rq and 3vVnn\ < aq.
Then, we have

Pr(QR)
(C.10) ://QRXQC (z,y dxdy+// anxas, K@y dxdy+//sz e, B(,y)dedy
{lz—y|<d} {0z~ y|<nR} {lz— y|>nR}
=:71+1y +13.

We aim to provide estimates for each 7;, with j = 1,2, 3.
First, notice that, by compactness, there exists a finite covering of 92z made of balls of radius ¢,

Bs := {Bs(xj) s.t. x;j E@QR}J 11

where Nj := #(Bs) < ¢, 6" "R"~!, for some ¢, > 0 depending only on the dimension n.
Moreover,

Ns
(Qr x Qf) N {lz —y| <8} € | Byms(ai) x Bymg(z;) N {lz —y| < 5}
i,j=0
Ns
< U By s (i) X By /s (€i)-
=0

Besides, since {2 has Lipschitz boundary, for every ¢, let Ry, := Rg
be a Lipschitz function as in Definition C.1, so that

O(Ro, Qn(~2:)) N Cysn = { (@, 6i(a")) st o € Bk}

Thus, recalling also (1.2) and (1.4), and taking advantage of the rotational symmetries, we infer

be a rotation and let ¢; := ¢,

Tq

that
dx dy
. K(z,y)drdy < Ko // —
//2 2&5} 2 (QRNBg, /75 (2:)) X (QRNB3 /5 (i) ) |z =yt
(C.11) < Z”? / / %
i=0 (Ro, Qr(—2:)NB3, /m5) X (Re, Q% (—2:)NBg /ms) ‘x - y‘ !

Ns
drd
<2“2// ’$_ ’ngi2sl'
i—0 (Ro; 2r(—2:)NC3 /m53) X (Ro; 23 (—2:)NC3 /75, 3) Y

Now, thanks to Lemma C.4, for every i, there exists a transformation ®; : R — R"™ such that

P;(Ro, 2r(—2:) N Csms0) = {xn <0} N Cs3 5
and @i(RgiQ%(—xi) N 03\/557/\) = {l’n > O} N 03\/55,)\.
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and
// dx dy
©.12) (Ro, Q(—2:)1Cs s ) X (R, 0 (—2)1Cy s 1) 1T — Y20
' i dx dy
<a ERpTETEe
({2n<OMNCyms) X ({20 >040Cy ) 1T — Y[

for some positive constant ¢} depending only on n, s1, and ®;.
Moreover, recalling (C.6) and (C.9) from the proof of Lemma C.4, we infer that

2(0i Lip(pn-1) Ty 16
C7i 1"‘[(;51]/;1 (B + L TS 5
< " FA- [¢]LZP(BQ ) 1 -5 7
for every i. Let us set
dx d
(C.13) ¢ = — // e < oo,
7 ) ({20 <03nCy ) X (n>011C5 ) 1T = Y
which is independent of .
Thus, plugging(C.12) and (C.13) into (C.11), we arrive at
(C.14) ngcl koc1Ns < p RV1,

up to renaming c¢; > 0, now also depending on k9 and 4.
Let us now focus on estimating Zo. To do this, we cover 0Q2r with balls of radius nR. By compact-
ness, we find a finite covering

B nR ‘= {B,]R(xl) s.t. x; € GQR}Z 0 s

with Nyg < ¢pon' ™" (independent of R), and

Nyr
(2 % ) N {le =yl < 1R} € | (2N Bayigr) X (N Bayigr) ) 0 {2 =yl < nR}.

i=0

Therefore,
dx dy
Z k2 (QrNB3 /5y r (%)) X (QZNB3 sy r (i) ‘1. — ‘n+252
{0<|z—y|<nR}
dx dy

(015) Z k2 //R(.) QR —x; mBBfnR)X(RH Qc —x; mBBfnR) |.%' y|n+252

{6<]z— y|<nR}
K -
2 | J(Ro, Qr(~2:)NCy smpr 1) %X (Ro, 25 (—2:)NCs Jmn 2) |z — y|n 2
{o<|z—y|<nR}

Thus, in the same spirit as above, recalling the notation in (C.1), we find a transformation ¥; : R” — R"”
such that

Ui(Ro,Qr(2:) N Cs mnr ) = {#n <0} N Cs /mpra = Bg\;nR x (—3v/nnAR,0)
and \I/Z(RQZQ%(xz) N 03\/577]%7/\) = {xn > O} N 03\/EUR,)\ = 3\/577R (0, 3\/577AR)
For the sake of simplicity, let us call

(C.16) r:= 3vnnR.
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Then, using again Lemma C.4 and setting cp := max; ¢, (which does not depend on R), we have

dx dy

/%RgiQR(—Z‘i)ﬂBr)X(RgiQ%(—Z‘i)ﬂBr) ’.’IT _ y|n+252
{o<|z—y|<nR}

i dz dy
(C.17) N2 | JBr ) (A0 < (BE x (00) [or — y|n+2s2
{o<]z—yl<nR}
o // dx dy
xC2 n—1 n—1 n+2sg )
B (=Ar,0))x (BE % (0,M 2
eyl =y P+ o — yal?)
where we have used the notation x = (z',z,) € R* ! x R.
Adopting the change of variable 2’ := ‘é/n:in‘ and z, := y,, we obtain

// dx dy
B x(=ar, B 1% (0,Ar n+2sy
(BE Xm0 (BE IO (o — 2 4 [z — ga2) 3

AT —1-2s9
x
/ 1/ / / X(6R) ‘-rn_Zn’\/l“l“ ’]2) 20 = 2l T dx' d2’ dx,, dz,
By~ JRrL S 1_‘_‘2,/’ )
v Arp) el
X (6,+00) ]:Un — zp|V/ 1+ |7 ) 2 dx' dz' dx,, dzy,
Rt Joar 1+ [2)

/ / / /)ﬂ‘ |3§‘ — Zn ‘ 1—2s9 , ,
= X - (|xn — 2zn|) ey v d2 dry, dzy,
ey oy By M C/AVRAEIERT) R (1+[2[2) 2> o

where the notation B"~! stands for the ball of radius r in R*~!.
Now, thanks to Lemma C.3, we have that

/0 /)‘T X((S/ 1+‘z/|27+oo) (lzn = 2nl) o 1 5 1287
Ty A2y < .
—xrJo |23 — 2| F252 TS 25— 1\ 1+ |22

// dx dy
:.l_l —>\7‘, ;rll—l 7)\7, n+2s9
BBy O (fa? /2 4 [z — 9 2) 3

1—2s2
0 / / _ dde r <" <RV
282—1 Br—! Jrn-1 1+|Z" )

up to changing co > 0 at every step, where we used (C.16) in the last inequality.
Plugging this information into (C.17), we conclude that

Therefore,

dx dy 1
/ﬁRgiQR(mi)ﬁBT)x(RgiQ"R(mi)ﬁBr) |z — y|n+2se S R
{0<|z—yl<nR}

It follows from this and (C.15) that

(C.18) I < Z Koco R = nRE202R" T < ¢y 977 Moo RV < RV,

up to renaming cs.
At last, we exhibit an estimate for Z3. By virtue of (1.4), we have that
dx dy

QRXQ% |x_y|n+282
>nR
(C.19) {lz—y[>nR}

dx dy dx dy
=2 [ Jopx (s 1+n>R\QR) |z — y|nt2s2 e CrxBlimr |4 — y|rt2se

{lz—y|=nR} {lz—y|=nR}

13 < k2
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Notice that

dx dy Q[ Bainr \ Qrl n—2ss
(020) /%)RX B(1+n)R\QR) |l’ — y|”+282 < (nR)n+232 < CSR ’

{lz—y|=nR}

for some positive c3 = c3(n, s2,1).
Additionally, by the change of variable z :=y — «,

drd dx dz _
/%2 X B¢ ny+2s n+2s < C3Rn 252'
RXBaynr |z — y 2 QrxBig |2 ?

{lz—y|=nR}

This inequality and (C.20), together with (C.19), yield that
(C.21) T3 < KoczR"2%2,
As a result of (C.10), (C.11), (C.18), and (C.21), we obtain that
Pr(Qr) < iR+ caR" ! 4 3R 2,

concluding the proof. [l

APPENDIX D. WELL-POSEDNESS OF THE PLATEAU PROBLEM FOR THE ENERGY #

In this section, we use a Sobolev embedding and a simple covering argument to show that the
minimization problem for the energy functional .# with fixed external datum is well-posed. To do
this, let us consider a Lipschitz domain 2 C R” and a set £ C R" of finite K-perimeter. Suppose K
satisfies (1.2), (1.3), (1.4), and (1.5). Let also g € L>°(R") be a Z"-periodic function satisfying (1.1).

We recall that the functional .# is defined in (1.7) as

F(E,Q) =Pg(E,Q) +/ g(x)dz
ENQ(Q)

and we investigate the problem:

find E C R" such that £\ Q= E\ Q

(D.1) _
and Z(E,Q) < ZF(F,Q), forevery Fst. F\Q=FE\Q,
We claim that:

Proposition D.1 (Well-posedness of the minimization problem (D.1)). There exists a minimizer
for F in Q with external datum E \ Q.

This result is a consequence of a standard compactness argument, whose precise statement goes as
follows:

Lemma D.2. Let {E;}; be a sequence of sets such that E; \ Q = E\Q and

sup # (E;,Q) < 4o00.
J

Then, there exist a set E C R"™ and a subsequence {Ej, }m such that E\ Q = E\Q and
E;, — E in L (R™), asm — +o0.

Proof. Let us consider the covering {Bs/2()},cq of £ made of balls of radius 6/2. By compactness,
there exist finitely many points 21, ..., zy €  such that, setting B := By a(x¢) N €2, we have

and BYN EH) # &, for every £ € {1,...,N — 1}.
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Now, observe that, in virtue of (1.4), for any ¢ € {1,..., N} and for any set F,

K1 2 K1 ’XF(CC) _ XF(y)|2
s . _ M o
2 [XF]H 1(B(4) 2 //%(Z)XB(Z) ‘x — y’n+51 T ay
1
S 2// Ixr(x) = xr(y)*K (2, y) dz dy
B xB®)

- / / X (@)xre () K (2,y) do dy < / / X (@) xre () K (2, y) da dy
B x BW)

QxN

FﬁQ(Q)l

where [-]gs denotes the (2s)-Gagliardo seminorm.
In particular, we deduce that, for all j € N,

R1

?[XEj]%Sl(B(l)) < Supﬂ(Ej, Q) + HgHLOO(Q)KZ‘
J

Hence, by the compactness of the Sobolev embedding H*1 (BM) < L2(BM) € L1(BM) (see [DNPV12,
Corollary 7.2]), there exist a set By C B() and a subsequence {Ej,, }.n, such that Ej,, — Ey in L'(BW)
and pointwise in BW.
Similarly,
K1

Py e sty < 50D F (B )+ g |z @]

Therefore, up to considering a further subsequence, we also have that F; — Fs in LY(B®) and
pointwise in B®, for some set Fy C B®. Moreover, by the uniqueness of the limit, it follows
that £y = By in BY N BA).

Repeating the same argument in every ball B®) | up to considering further subsequences, we infer
that E;,, — E in L'(Q2), where

N
E = (UEZ> UE\Q,

=1

concluding the proof. O

Proof of Proposition D.1. First, notice that the energy functional .% is uniformly bounded from below.
Indeed, for any set F' we have

F(F,0) > / g(x) dz > —||g] ooy Q-
FﬂQ(Q)l

Thus, we consider a minimizing sequence {E;}; such that E; \ Q = E\ Q, and
F(E;,Q) —» inf{Z(F,Q) st. F\Q=FE\Q}, asj— +o0.
Now we take
Fi= {%\Q EIE;\Q
and we observe that, for any j large enough,

F(50) < F(F.0) = Pe(F) + [ 1, 900 < PR ¢ Lol 0] < o0
FNO(N)q

Therefore, the desired result follows from Lemma D.2 and the lower semi-continuity of the func-
tional 7. O


HTTPS://RESEARCH-REPOSITORY.UWA.EDU.AU/EN/PERSONS/SERENA-DIPIERRO
HTTPS://RESEARCH-REPOSITORY.UWA.EDU.AU/EN/PERSONS/ENRICO-VALDINOCI

NON-LOCAL PLANELIKE MINIMIZERS 49

ACKNOWLEDGMENTS

Matteo Novaga is member of the INDAM-GNAMPA, and was supported by Next Generation EU,
PRIN 2022E9CF89. Serena Dipierro and Enrico Valdinoci are members of the Australian Mathemat-
ical Society (AustMS). Serena Dipierro and Riccardo Villa are supported by the Australian Research
Council Future Fellowship FT230100333 “New perspectives on nonlocal equations”. Enrico Valdinoci
is supported by the Australian Laureate Fellowship FL190100081 “Minimal surfaces, free boundaries
and partial differential equations”. Riccardo Villa is supported by a Scholarship for International
Research Fees at the University of Western Australia.

[AB98a]
[AB98b)

[AFPOO]

[ADPL*26]

[ALDS3]
[ABO6]
[BF94]

[BFMOS]

[BDL 23]

[Cab20]
[CdILO1]
[CRS10]

[CV11]
[CAIL9S]
[CN18]
[CGN14]

[CT09]

[CDV17]

[DLNP21]
[DNPV12]
[DVV]
[EG15]
[FSV15]
[Fol99)]

[Giu03)

REFERENCES

G. Alberti and G. Bellettini, A nonlocal anisotropic model for phase transitions. I. The optimal profile
problem, Math. Ann. 310 (1998), no. 3, 527-560, DOI 10.1007/s002080050159. MR1612250

, A non-local anisotropic model for phase transitions: asymptotic behaviour of rescaled energies, Eu-
ropean J. Appl. Math. 9 (1998), no. 3, 261-284, DOI 10.1017/S0956792598003453. MR1634336

L. Ambrosio, N. Fusco, and D. Pallara, Functions of bounded wvariation and free discontinuity prob-
lems, Oxford Mathematical Monographs, The Clarendon Press, Oxford University Press, New York, 2000.
MR1857292

D. Arcoya, S. Dipierro, E. Proietti Lippi, C. Sportelli, and E. Valdinoci, Nonlocal operators in divergence
form and ezistence theory for integrable data, J. Funct. Anal. 290 (2026), no. 7, Paper No. 111317, DOI
10.1016/j.jfa.2025.111317. MR5007887

S. Aubry and P. Y. Le Daeron, The discrete Frenkel-Kontorova model and its extensions. I. Fxact results
for the ground-states, Phys. D 8 (1983), no. 3, 381-422, DOI 10.1016,/0167-2789(83)90233-6. MR719634

F. Auer and V. Bangert, Differentiability of the stable norm in codimension one, Amer. J. Math. 128 (2006),
no. 1, 215-238. MR2197072

A. C. Barroso and 1. Fonseca, Anisotropic singular perturbations—the vectorial case, Proc. Roy. Soc. Edin-
burgh Sect. A 124 (1994), no. 3, 527-571, DOI 10.1017/50308210500028778. MR1286918

G. Bouchitté, I. Fonseca, and L. Mascarenhas, A global method for relaxation, Arch. Rational Mech. Anal.
145 (1998), no. 1, 51-98, DOI 10.1007/s002050050124. MR1656477

C. Bucur, S. Dipierro, L. Lombardini, J. M. Mazén, and E. Valdinoci, (s, p)-harmonic approzimation of func-
tions of least W*' -seminorm, Int. Math. Res. Not. IMRN 2 (2023), 1173-1235, DOT 10.1093/imrn/rnab284.
MR4537323

X. Cabré, Calibrations and null-Lagrangians for nonlocal perimeters and an application to the viscosity the-
ory, Ann. Mat. Pura Appl. (4) 199 (2020), no. 5, 1979-1995, DOI 10.1007/s10231-020-00952-z. MR4142859
L. A. Caffarelli and R. de la Llave, Planelike minimizers in periodic media, Comm. Pure Appl. Math. 54
(2001), no. 12, 1403-1441, DOI 10.1002/cpa.10008. MR1852978

L. Caffarelli, J.-M. Roquejoffre, and O. Savin, Nonlocal minimal surfaces, Comm. Pure Appl. Math. 63
(2010), no. 9, 1111-1144, DOI 10.1002/cpa.20331. MR2675483

L. Caffarelli and E. Valdinoci, Uniform estimates and limiting arguments for nonlocal minimal surfaces, Calc.
Var. Partial Differential Equations 41 (2011), no. 1-2, 203240, DOI 10.1007/s00526-010-0359-6. MR2782803
A. Candel and R. de la Llave, On the Aubry-Mather theory in statistical mechanics, Comm. Math. Phys.
192 (1998), no. 3, 649669, DOI 10.1007/s002200050313. MR1620543

A. Cesaroni and M. Novaga, The isoperimetric problem for nonlocal perimeters, Discrete Contin. Dyn. Syst.
Ser. S 11 (2018), no. 3, 425-440, DOI 10.3934/dcdss.2018023. MR3732175

A. Chambolle, M. Goldman, and M. Novaga, Plane-like minimizers and differentiability of the stable norm,
J. Geom. Anal. 24 (2014), no. 3, 1447-1489, DOI 10.1007/s12220-012-9380-7. MR3223561

A. Chambolle and G. Thouroude, Homogenization of interfacial energies and construction of plane-like
minimizers in periodic media through a cell problem, Netw. Heterog. Media 4 (2009), no. 1, 127-152, DOI
10.3934/nhm.2009.4.127. MR2480426

M. Cozzi, S. Dipierro, and E. Valdinoci, Planelike interfaces in long-range Ising models and connections
with nonlocal minimal surfaces, J. Stat. Phys. 167 (2017), no. 6, 1401-1451, DOI 10.1007/s10955-017-1783-
1. MR3652519

L. De Luca, M. Novaga, and M. Ponsiglione, The 0-fractional perimeter between fractional perimeters and
Riesz potentials, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 22 (2021), no. 4, 1559-1596. MR4360596

E. Di Nezza, G. Palatucci, and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci.
Math. 136 (2012), no. 5, 521-573, DOI 10.1016/j.bulsci.2011.12.004. MR2944369

S. Dipierro, E. Valdinoci, and R. Villa, On non-local almost minimal sets and an application to the non-local
Massari’s Problem, J. Math. Pures Appl., to appear.

L. C. Evans and R. F. Gariepy, Measure theory and fine properties of functions, Revised edition, Textbooks
in Mathematics, CRC Press, Boca Raton, FL, 2015. MR3409135

A. Fiscella, R. Servadei, and E. Valdinoci, Density properties for fractional Sobolev spaces, Ann. Acad. Sci.
Fenn. Math. 40 (2015), no. 1, 235-253, DOI 10.5186/aasfm.2015.4009. MR3310082

G. B. Folland, Real analysis, 2nd ed., Pure and Applied Mathematics (New York), John Wiley & Sons, Inc.,
New York, 1999. Modern techniques and their applications; A Wiley-Interscience Publication. MR1681462
E. Giusti, Direct Methods In The Calculus Of Variations., World Scientific, 2003.




50

[HP18]

[Leo23]
[dILVO07]

[dILV09]

[Mat82]

[MRT16]

[MRT19a]
[MRT19b)]
[Mos86]
[NO23]
[NVO7]
[Pag17]
[Pag20]
[PVO05]

[RS11]

[SV12]

[Val04]

SERENA DIPIERRO, MATTEO NOVAGA, ENRICO VALDINOCI, AND RICCARDO VILLA

A. Henrot and M. Pierre, Shape variation and optimization, EMS Tracts in Mathematics, vol. 28, European
Mathematical Society (EMS), Ziirich, 2018. A geometrical analysis; English version of the French publication
[MR2512810] with additions and updates. MR3791463

G. Leoni, A first course in fractional Sobolev spaces, Graduate Studies in Mathematics, vol. 229, American
Mathematical Society, Providence, RI, 2023. MR4567945

R. de la Llave and E. Valdinoci, Ground states and critical points for generalized Frenkel-Kontorova models
in Z*, Nonlinearity 20 (2007), no. 10, 24092424, DOIT 10.1088/0951-7715/20/10/008. MR2356117

, A generalization of Aubry-Mather theory to partial differential equations and pseudo-differential
equations, Ann. Inst. H. Poincaré C Anal. Non Linéaire 26 (2009), no. 4, 1309-1344, DOI
10.1016/j.anihpc.2008.11.002. MR2542727

J. N. Mather, Ezistence of quasiperiodic orbits for twist homeomorphisms of the annulus, Topology 21
(1982), no. 4, 457-467, DOI 10.1016,/0040-9383(82)90023-4. MR670747

J. M. Mazén, J. D. Rossi, and J. Toledo, Fractional p-Laplacian evolution equations, J. Math. Pures Appl.
(9) 105 (2016), no. 6, 810844, DOI 10.1016/j.matpur.2016.02.004 (English, with English and French sum-
maries). MR3491533

J. M. Mazén, J. D. Rossi, and J. J. Toledo, Nonlocal perimeter, curvature and minimal surfaces for mea-
surable sets, Frontiers in Mathematics, Birkhauser/Springer, Cham, 2019. MR3930619

J. M. Mazén, J. D. Rossi, and J. Toledo, Nonlocal perimeter, curvature and minimal surfaces for measurable
sets, J. Anal. Math. 138 (2019), no. 1, 235-279, DOI 10.1007/s11854-019-0027-5. MR3996039

J. Moser, Minimal solutions of variational problems on a torus, Ann. Inst. H. Poincaré Anal. Non Linéaire
3 (1986), no. 3, 229-272. MR0847308

M. Novaga and F. Onoue, Local Hélder reqularity of minimizers for nonlocal variational problems, Commun.
Contemp. Math. 25 (2023), no. 10, Paper No. 2250058, 29, DOI 10.1142/S0219199722500584. MR4645235
M. Novaga and E. Valdinoci, The geometry of mesoscopic phase transition interfaces, Discrete Contin. Dyn.
Syst. 19 (2007), no. 4, 777-798, DOI 10.3934/dcds.2007.19.777. MR2342272

D. Pagliardini, Minimizers for a fractional Allen-Cahn equation in a periodic medium, posted on 2017, DOI
https://arxiv.org/abs/1710.02205, available at 1710.02205.

V. Pagliari, Halfspaces minimise nonlocal perimeter: a proof via calibrations, Ann. Mat. Pura Appl. (4) 199
(2020), no. 4, 1685-1696, DOI 10.1007/s10231-019-00937-7. MR4117514

A. Petrosyan and E. Valdinoci, Geometric properties of Bernoulli-type minimizers, Interfaces Free Bound.
7 (2005), no. 1, 55-77, DOI 10.4171/IFB/113. MR2126143

P. H. Rabinowitz and E. W. Stredulinsky, Eztensions of Moser-Bangert theory, Progress in Nonlinear Dif-
ferential Equations and their Applications, vol. 81, Birkhduser/Springer, New York, 2011. Locally minimal
solutions. MR2809349

O. Savin and E. Valdinoci, I'-convergence for monlocal phase transitions, Ann. Inst. H. Poincaré C Anal.
Non Linéaire 29 (2012), no. 4, 479-500, DOI 10.1016/j.anihpc.2012.01.006. MR2948285

E. Valdinoci, Plane-like minimizers in periodic media: jet flows and Ginzburg-Landau-type functionals, J.
Reine Angew. Math. 574 (2004), 147-185, DOI 10.1515/crll.2004.068. MR2099113

SERENA DIPIERRO, DEPARTMENT OF MATHEMATICS AND STATISTICS, THE UNIVERSITY OF WESTERN AUSTRALIA,
35 STIRLING HIGHWAY, PERTH, WA 6009, AUSTRALIA
Email address: serena.dipierro@uwa.edu.au

MATTEO
Pisa, ItaLy

NOVAGA, DIPARTIMENTO DI MATEMATICA, UNIVERSITA DI PISA, LARGO BRUNO PONTECORVO 5, 56126

Email address: matteo.novaga@unipi.it

ENRICO VALDINOCI, DEPARTMENT OF MATHEMATICS AND STATISTICS, THE UNIVERSITY OF WESTERN AUSTRALIA,
35 STIRLING HIGHWAY, PERTH, WA 6009, AUSTRALIA
Email address: enrico.valdinoci@uwa.edu.au

RICCARDO VILLA, DEPARTMENT OF MATHEMATICS AND STATISTICS, THE UNIVERSITY OF WESTERN AUSTRALIA, 35
STIRLING HIGHWAY, PERTH, WA 6009, AUSTRALIA
Email address: riccardo.villa@research.uwa.edu.au


HTTPS://RESEARCH-REPOSITORY.UWA.EDU.AU/EN/PERSONS/SERENA-DIPIERRO
HTTPS://RESEARCH-REPOSITORY.UWA.EDU.AU/EN/PERSONS/ENRICO-VALDINOCI
1710.02205

	1. Introduction
	2. Existence of minimizers for Ep - Proof of Theorem 1.4
	3. Proof of Proposition 1.5 and Euler-Lagrange equation for the cell problem (1.8)
	4. Minimality of level sets - Proof of Theorem 1.9
	5. Density estimates for minimizers of the functional F
	6. Minimizers of Ep have controlled oscillations - Proof of Theorem 1.10
	7. Preliminary results for the -convergence
	8. Well-definedness of the stable norm 
	9. Proof of the - inequality
	10. Continuity of the stable norm 
	11. Proof of the - inequality
	Appendix A. Norms subject to short-range interactions
	Appendix B. Uniform density estimates for (,2s1n)-minimizers of ¶K
	Appendix C. Behavior of ¶K in large domains
	Appendix D. Well-posedness of the Plateau problem for the energy F
	Acknowledgments
	References

