Regularity results for boundaries in $\mathbb{R}^2$ with prescribed anisotropic curvature
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Abstract  
In this paper we consider the anisotropic perimeter

$$P_\varphi(E) = \int_{\partial E} \varphi(\nu_E) \, d\mathcal{H}^1$$

defined on subsets $E \subset \mathbb{R}^2$, where the anisotropy $\varphi$ is a (possibly non symmetric) norm on $\mathbb{R}^2$ and $\nu_E$ is the exterior unit normal vector to $\partial E$.  
We consider quasi-minimal sets $E$ (which include sets with prescribed curvature) and we prove that $\partial E \setminus \Sigma(E)$ is locally a bi-lipschitz curve and the singular set $\Sigma(E)$ is closed and discrete.  
We then classify the global $P_\varphi$-minimal sets. In particular we find that global minimal sets may have a singular point if and only if $\{ \varphi \leq 1 \}$ is a triangle or a quadrilateral and that sets with two singularities exist if and only if $\{ \varphi \leq 1 \}$ is a triangle.  
We finally show that the boundary of a subset of $\mathbb{R}^2$ which locally minimizes the anisotropic perimeter plus a volume term (prescribed constant curvature) is contained, up to a translation and a rescaling, in the boundary of the Wulff shape determined by the anisotropy.

1 Introduction

The aim of this paper is to characterize the subsets of a given open set $\Omega \subset \mathbb{R}^2$ which minimize (locally in $\Omega$) a general anisotropic functional of the form

$$E \mapsto \int_{\partial^* E \cap \Omega} \varphi(\nu_E(x)) \, d\mathcal{H}^1(x) - \lambda |E|,$$

where $\varphi$ is a generic positive one-homogeneous convex function expressing the anisotropy, $\nu_E$ is the exterior unit normal to the reduced boundary $\partial^* E$ and $\lambda \in \mathbb{R}$ is a given constant. When $\lambda = 0$ the functional in (1) provides a notion of anisotropic perimeter in $\mathbb{R}^2$. 

1
In the isotropic case, i.e. when $\varphi(x) = |x|$, this problem has been studied by several authors in any dimension [11], [10]. In particular, it is well-known that, given a set $E \subset \mathbb{R}^2$ minimizing (1), the part of $\partial E$ lying inside $\Omega$ is smooth and has constant mean curvature equal to $\lambda$; this implies (because we are in two dimensions) that $\partial E$ coincides, locally in $\Omega$, with the boundary of a circle of radius $1/\lambda$.

As it is shown in [7], the isotropic version of (1) is strictly related to equilibrium surfaces in capillarity phenomena, like for example the problem of identifying the shape of a liquid rising in a narrow tube.

When the function $\varphi^2$ is smooth and uniformly convex, it is well-known [6], [1] that problem (1) always admits minimizers which are hyper-surfaces of class $C^{1,\alpha}$ out of a closed singular set of zero $\mathcal{H}^{n-1}$-measure. We point out that, in our case, the function $\varphi^2$ is not necessarily differentiable nor uniformly convex, hence such regularity results cannot be applied. However, in two dimensions one can still get some regularity results. Indeed, in [4] a class of functionals more general than (1) is studied and it is proved that a minimizer has boundary which is locally a lipschitz curve out of a closed singular set $\Sigma$ of zero $\mathcal{H}^1$-measure. In this paper we improve this result by showing that $\Sigma$ is a discrete set (see Theorem 3.4).

When $\varphi$ is piecewise linear the anisotropy is called crystalline. In this respect, another motivation for considering the functional (1) comes from the theory of evolutions by crystalline mean curvature. Indeed, as it is shown in [14], [5], when the starting set is an “admissible” polyhedron, during such evolutions some facets may break or bend. If we let $\Omega$ be one of these facets then the appearing fracture corresponds to the boundary of a set $E \subset \Omega$ which is a minimum of (1) (see [15], [14]).

We point out that in [12] a problem strictly related to ours is considered, that is to analyze the structure and regularity properties of two-dimensional clusters minimizing the anisotropic perimeter, under variations which preserve the volume.

The plan of the paper is the following: in Section 2 we introduce some notation that we shall use throughout the paper. In Section 3 we introduce the class of $\omega$-minimal sets, which include the minima of (1). In Theorem 3.4 we prove that the singular points of an $\omega$-minimizer are isolated. In Theorem 3.11 we completely describe the minima of (1) for $\lambda = 0$ and $\Omega = \mathbb{R}^2$. In Section 4 we prove that, given a minimizer $E$ of (1), the connected components of $\partial E \cap \Omega$ are contained, up to a translation, in $\frac{1}{\lambda} \partial W_{\varphi}$, where the Wulff shape $W_{\varphi}$ is the analogous of the unit ball in the anisotropic setting (Theorem 4.5).

2 Notations

Let $\varphi: \mathbb{R}^2 \to \mathbb{R}$ be a function such that

1. $\varphi(x) = 0 \iff x = 0$;
2. $\varphi(tx) = t\varphi(x)$ \quad $\forall t > 0$;
3. $\varphi(x - y) \leq \varphi(x - z) + \varphi(z - y)$.

A function with these properties will be called a general norm on $\mathbb{R}^2$.
We define $\varphi^0 : \mathbb{R}^2 \to \mathbb{R}$ as
\[
\varphi^0(v) = \sup_{\xi \neq 0} \frac{\langle \xi, v \rangle}{\varphi(\xi)},
\]
where $\langle \cdot, \cdot \rangle$ is the usual scalar product of $\mathbb{R}^2$. It is not difficult to check that $\varphi^0$ is also a general norm on $\mathbb{R}^2$ and that
\[
\varphi(\xi) = \sup_{v \neq 0} \frac{\langle \xi, v \rangle}{\varphi^0(v)}.
\]

We will call Wulff shape the set $W_\varphi := \{ x \in \mathbb{R}^2 : \varphi(x) < 1 \}$ and Frank diagram the set $F_\varphi := \{ \xi \in \mathbb{R}^2 : \varphi(\xi) < 1 \}$. We define the duality (multivalued) maps $T$ and $T^0$ by
\[
T(v) := \{ \xi \in \mathbb{R}^2 : \varphi(\xi) = \varphi^0(v), \langle \xi, v \rangle = \varphi(\xi)\varphi^0(v) \},
\]
\[
T^0(\xi) := \{ v \in \mathbb{R}^2 : \varphi^0(v) = \varphi(\xi), \langle \xi, v \rangle = \varphi(\xi)\varphi^0(v) \}.
\]
Notice that if $H$ is the half-space $H = \{ x : \langle \nu, x \rangle < 0 \}$ with exterior normal vector $\nu_H = \nu$ then, given $x \in \partial W_\varphi$, $W_\varphi - x \subset H$ if and only if $x \in T^0(\nu)$ (or equivalently $\nu \in T(x)$).

We will denote with $\mathcal{H}^k$ the $k$-dimensional Hausdorff measure and we let $|A| := \mathcal{H}^2(A)$ for $A \subset \mathbb{R}^2$ be the Lebesgue measure.

Given $v \in \mathbb{R}^2 \setminus \{0\}$ we say that a set $S$ is a graph along $v$, if it is not possible to find two different points $x, y \in S$ such that $x - y = \lambda v$ for any $\lambda \in \mathbb{R}$.

The anisotropic perimeter of a set $E$ in the open set $A \subset \mathbb{R}^2$ is defined by
\[
P_\varphi(E, A) := \sup \left\{ \frac{1}{|W_\varphi|} \int_E \text{div} \psi(x) \, dx : \psi \in C^1_c(A; \mathbb{R}^2), \varphi^0(\psi(y)) \leq 1 \quad \forall y \in A \right\}.
\]

We let $B_\rho(x) := \{ y : ||x - y|| < \rho \}$ be the usual euclidean ball of $\mathbb{R}^2$, $B_\rho := B_\rho(0)$ and we define
\[
\partial E := \{ x \in \mathbb{R}^2 : \forall \rho > 0 \quad |E \cap B_\rho(x)| \in [0, |B_\rho(x)|[ \},
\]
\[
\overline{E} := \{ x \in \mathbb{R}^2 : \forall \rho > 0 \quad |E \cap B_\rho(x)| \neq 0 \}.
\]
It holds, as usual, that $\overline{E}, \partial E$ are closed sets, $\hat{E}$ is open and $\overline{E} = \partial E \cup \hat{E}$. Notice that if $|E \Delta F| = 0$ then $\partial E = \partial F$ ($E \Delta F := (E \setminus F) \cup (F \setminus E)$).

## 3 \omega-minimal sets

Let $\omega : [0, \infty[ \to [0, \infty[ \text{ be an increasing function such that } \lim_{\rho \to 0} \omega(\rho) = 0 \text{ and let } \Omega \subset \mathbb{R}^2 \text{ be an open set.}$

We say that a set $E \subset \mathbb{R}^2$ is $\omega$-minimal in $\Omega$, if
\[
P_\varphi(E, B_\rho(x)) \leq P_\varphi(F, B_\rho(x)) + \omega(\rho)\sqrt{|E \Delta F|}
\]
whenever $x \in \partial E, B_\rho(x) \subset \Omega$ and $E \Delta F \subset B_\rho(x)$ (the notation $A \subset B$ means that $\overline{A}$ is a compact subset of $B$).
We denote by $\mathcal{M}_\omega(\Omega)$ the family of all $\omega$-minimal sets in $\Omega$. Notice that this class of $\omega$-minimal sets is contained in the one considered in [4]. In particular we have a lower and upper density estimates $\theta \rho \leq H^1(\partial E \cap B_\rho(x)) \leq \Theta \rho$ for every $x \in \partial E$ and for all $\rho$ smaller than a constant $\rho_\omega$ depending only on $\omega$. We also have $H^1(\partial E \setminus \partial^* E) = 0$ where $\partial^* E$ is the usual reduced boundary, i.e. the set of points $x \in \partial E$ where the euclidean external normal vector $\nu_E(x)$ can be defined. Moreover a representation formula is available:

$$P_\omega(E, A) = \int_{\partial E \cap A} \varphi(\nu_E(x)) \, dH^1(x).$$

### 3.1 Regularity results for $\omega$-minimal sets

For $E \in \mathcal{M}_\omega(\Omega)$ we define the singular set $\Sigma(E)$ as the set of all points $x \in \partial E \cap \Omega$ such that it is not possible to find a neighborhood $U$ of $x$ and a bilipschitz curve $\gamma: [0,1] \rightarrow \partial E \cap U$. Clearly $\Sigma(E)$ is relatively closed in $\Omega$. In [4] it has been proven\(^1\) that for $E \in \mathcal{M}_\omega(\Omega)$ there holds $H^1(\Sigma(E)) = 0$ given a set $E \in \mathcal{M}_\omega(\Omega)$ it is not difficult to show that if $\Sigma(E)$ has an accumulation point then (by a blow-up argument) there exists a minimal set $E_0 \in \mathcal{M}_0$ with at least two singular points. Unfortunately we will see that a minimal set with two singular points does exist when $W_\rho$ is a triangle. To include also this case we are going to use a slightly different technique to get a regularity result for $E \in \mathcal{M}_\omega(\Omega)$ (Theorem 3.4). Instead of proving a “decay of excess” result, we rely on [2] where the structure of general sets with finite perimeter is investigated.

We will be interested in the study of connected components of $\Omega \setminus E$ for $E \in \mathcal{M}_\omega(\Omega)$. First of all notice that if $E \in \mathcal{M}_\omega(\Omega)$ then, clearly, $-(\mathbb{R}^2 \setminus E) \in \mathcal{M}_\omega(-\Omega)$. Moreover if $A$ is a connected component of $\Omega \setminus E$ by [2, Theorem 2] we know that $P_\omega(E, B) = P_\omega(A, B) + P_\omega(E \setminus A, B)$ for all open sets $B \subset \Omega$. We want to prove that $A \in \mathcal{M}_\omega(\Omega)$. Given $A'$ such that $A' \Delta A \subset B_\rho(x)$ we let $E' := A' \cup (E \setminus A)$. Then we have $E \Delta E' \subset A \Delta A'$ so, as needed,

$$P_\omega(A, B_\rho(x)) = P_\omega(E, B_\rho(x)) - P_\omega(E \setminus A, B_\rho(x)) \leq P_\omega(E', B_\rho(x)) - P_\omega(E \setminus A, B_\rho(x)) + \omega(\rho) \sqrt{|E \Delta E'|} \leq P_\omega(A', B_\rho(x)) + \omega(\rho) \sqrt{|E \Delta E'|} \leq P_\omega(A', B_\rho(x)) + \omega(\rho) \sqrt{|A \Delta A'|}.$$

So every connected component of $\Omega \setminus \partial E$, which is either a component of $\Omega \setminus E$ or a component of $\Omega \setminus E^c$ has the property $H^1 \mathbb{1}(\Omega \setminus \partial A) = H^1 \mathbb{1}(\Omega \cap \partial^* A)$.

For a Jordan curve $\gamma$ we denote by $\text{int}(\gamma)$ the open set bounded by $\gamma$ and by $\text{ext}(\gamma) = \mathbb{R}^2 \setminus \text{int}(\gamma)$.

**Lemma 3.1** Let $\gamma: [-1,1] \rightarrow \mathbb{R}^2$ be a lipschitz parameterization of a closed Jordan curve. Suppose that $E = \text{int}(\gamma) \in \mathcal{M}_\omega(\Omega)$ where $\Omega \subset \mathbb{R}^2$ is an open set, $\gamma(0) \in \Omega$. Then there exists $\varepsilon > 0$ such that $\gamma([-\varepsilon, \varepsilon] \setminus [-\varepsilon, \varepsilon] \setminus [\gamma([-\varepsilon, \varepsilon])$ is bi-lipschitz.

\(^1\) Actually in [4] a different notion of $\Sigma(E)$ is given (let us call it $\Sigma'(E)$). Since a regularity result was obtained for $\partial E \setminus \Sigma'(E)$ we get that $\Sigma(E) \subset \Sigma'(E)$. On the other hand in the following section we will classify all singular global minima, and it is easily seen that for such sets $\Sigma$ and $\Sigma'$ coincide. The identification can be then extended to all $\omega$-minimal sets by a blow-up argument.
Proof:
Let $L$ be the lipschitz constant for $\gamma$ and let $M > 0$ be such that $M^{-1}||\xi|| \leq \varphi(\xi) \leq M||\xi||$ for all $\xi \in \mathbb{R}^2$. Choose $r > 0$ so that $B_r(\gamma(0)) \subseteq \Omega$, $\omega(r) \leq (4/\sqrt{M})^{-1}$ and choose $\varepsilon > 0$ small enough so that $\varepsilon \leq r/(5L)$ and $\gamma([-\varepsilon,\varepsilon]) \subseteq B_r(\gamma(0))$. For simplicity we also suppose that $\gamma(1) = \gamma(1) \neq B_r(\gamma(0))$. Let $s, t \in [-\varepsilon, \varepsilon]$ be given, $S := \gamma(s), \gamma(t)$ be the segment between $\gamma(s)$ and $\gamma(t)$, $\rho := 2 \sup_{\tau \in [s, t]}||\gamma(\tau) - \gamma(s)||$ and $B := B_\rho(\gamma(s))$. Notice that $\rho \leq 2L|s - t| \leq 4L\varepsilon$.

Define $V = \gamma^{-1}(B)$ and let $\mathcal{F}$ be the family of the connected components of $V$. Clearly every $I \in \mathcal{F}$ is an open interval $I = [s_I, t_I]$ such that and $\gamma(s_I), \gamma(t_I) \in \partial B$. If $\gamma([s_I, t_I]) \cap S \neq \emptyset$ we may define $s_I := \inf\{\tau \in [s_I, t_I]; \gamma(\tau) \in S\}$ and $t_I := \sup\{\tau \in [s_I, t_I]; \gamma(\tau) \in S\}$. Hence we define a new curve $\alpha: [-1, 1] \rightarrow \mathbb{R}^2$ by

$$
\alpha(t) = \begin{cases} 
\frac{t - s}{t_I - s_I} \gamma(s_I) + \frac{t_I - t}{t_I - s_I} \gamma(t_I) & \text{if } \exists I \in \mathcal{F}: t \in [s_I, t_I], \\
\gamma(t) & \text{otherwise}.
\end{cases}
$$

Notice that $\gamma([-1, 1]) \Delta \alpha([-1, 1]) \subseteq B$ hence there exists $\eta < \rho$ such that $\gamma([-1, 1]) \Delta \alpha([-1, 1]) \subseteq B' = B_\eta(\gamma(s))$. Consider now the family $G$ of all connected components of $B \setminus \alpha([-1, 1])$ and define $E' = E \setminus B \cup \{A \in G; A \setminus B' \subseteq E\}$. Clearly $E \Delta E' \subseteq B' \subseteq E$. Moreover $\partial E' \cap B \subseteq \alpha(V)$ and $\alpha(t) \in B \setminus S \Rightarrow \nu_{E'}(\alpha(t)) = \nu_{E'}(\gamma(t))$.

Suppose now that the curve $\gamma$ (and hence $\alpha$) is counter-clockwise oriented and define $\xi^\bot$ to be the $\pi/2$ clockwise rotation of $\xi$ so that

$$
P_\varphi(E, B) = \sum_{I \in \mathcal{F}} \int_I \varphi(\gamma(\tau)^\bot) \, d\tau.
$$

Let now $I$ be the component of $\mathcal{F}$ which contains $s$ and $t$. By the minimality of $E$, we get

$$
P_\varphi(E, B) \leq P_\varphi(E', B) + \omega(\rho)\sqrt{\pi}\rho \leq \sum_{I \in \mathcal{F}\setminus\{I\}} \int_I \varphi(\alpha'(\tau)^\bot) \, d\tau$$

$$
+ \int_{\Gamma[I]} \varphi(\gamma(\tau)^\bot) \, d\tau + \varphi(\gamma(t_I') - \gamma(s_I')) + \omega(\rho)\sqrt{\pi}\rho$$

$$
\leq P_\varphi(E, B) - \int_{\Gamma[I]} \varphi(\gamma(\tau)^\bot) \, d\tau + \varphi(\gamma(t_I') - \gamma(s_I')) + \omega(\rho)\sqrt{\pi}\rho.
$$

Let now $L$ be the lipschitz constant of $\gamma$ and $M > 0$ be such that

$$
M^{-1}||\xi|| \leq \varphi(\xi) \leq M||\xi|| \quad \forall \xi \in \mathbb{R}^2.
$$

Notice also that $s'_I \leq s < t \leq t'_I$ and $[\gamma(s'_I), \gamma(t'_I)] \subseteq [\gamma(s), \gamma(t)]$ so that

$$
0 \leq - \int_{[s'_I, t'_I]} \varphi(\gamma(\tau)^\bot) \, d\tau + \varphi(\gamma(t'_I) - \gamma(s'_I)) + \omega(\rho)\sqrt{\pi}\rho
$$

$$
\leq - \frac{L}{M}(|s - t| + M||\gamma(t) - \gamma(s)|| + 2\omega(\rho)\sqrt{\pi}L|t - s|.
$$
whence we obtain the lipschitz inequality for $\gamma^{-1}$:

$$|t - s| \leq \frac{2M^2}{L}||\gamma(t) - \gamma(s)||.$$ 

We recall the following theorem which can be found in [13, Theorem 2.1].

**Theorem 3.2** Let $A \subset \mathbb{R}^2$ be a bounded open and simply connected set such that there exists a continuous surjective curve $\gamma: \partial B_1 \to \partial A$. Then there exists a continuous surjective mapping $\Phi: \overline{B_1} \to \overline{A}$ such that $\Phi|_{\partial B_1}$ is bijective.

The next theorem is, as a matter of fact, a kind of regularity result for the boundary of a connected component $A$ of our minimizer $E$. Roughly speaking it says that every point on $\partial A$ can be joined with some (and hence all) internal points of $A$. The result is achieved showing that $A$ locally contains a continuous image of a disk.

**Lemma 3.3** Let $x_0 \in \mathbb{R}^2$, $\rho > 0$, $E \in M_{\infty}(B_{2\rho}(x_0))$ and let $A$ be a connected component of $B_{2\rho}(x_0) \setminus \partial E$ such that $A \cap B_{\rho}(x_0) \neq \emptyset$. Then, given $x \in \partial A \cap B_{\rho}(x_0)$, $y \in A$ there exists a continuous curve $\gamma: [0, 1] \to \mathbb{R}^2$ such that $\gamma(0) = x$, $\gamma(1) = y$ and $\gamma([0, 1]) \subset A$.

**Proof:**

By [2, Theorem 4] we know that there exists a family $\{\Gamma_k : k \in I \subset \mathbb{Z}\}$ of Jordan curves such that $\Gamma_k \subset \partial A$, $\mathcal{H}^1(\Gamma_i \cap \Gamma_j) = 0$, $\text{int}(\Gamma_i)$, $\text{int}(\Gamma_j)$ are either disjoint or one is contained in the other ($i \neq j$) and $\mathcal{H}^1(\partial A \setminus \bigcup_k \Gamma_k) = 0$ (recall that $\partial A$ is closed and $\partial A \supset \partial^M A = \partial^* A$ where $\partial^M A$ is the boundary considered in [2]).

Notice that $\Gamma_i \cap \Gamma_j$ (with $i \neq j$) contains at most one point. Otherwise $\mathbb{R}^2 \setminus (\Gamma_i \cup \Gamma_j)$ would have at least 4 connected components of which only one contains $A$. This is a contradiction since $\Gamma_1 \cup \Gamma_2 \subset \partial A$.

Let now $J$ be the set of $k \in I$ such that $\Gamma_k \cap B_{\rho}(x_0) \neq \emptyset$. If $\Gamma_k \cap \partial B_{2\rho}(x_0) \neq \emptyset$ then $\mathcal{H}^1(\Gamma_k) \geq \rho$. Otherwise $\Gamma_k \subset B_{2\rho}(x_0)$ so that $\text{int}(\Gamma_k)$ contains a connected component $F$ of $\mathbb{R}^2 \setminus \partial E$. By [4, Lemma 6.11] there exist $\varepsilon \in (0, \rho[ (which does not depend on $k$) such that $diam(F) \geq \varepsilon$ and hence $\mathcal{H}^1(\Gamma_k) \geq \varepsilon$.

So $J$ is a finite set since $\#J \leq \sum_{k \in J} \mathcal{H}^1(\Gamma_k) \leq \mathcal{H}^1(\partial E \cap B_{2\rho}(x_0)) < \infty$.

Finally we consider a point $x \in \partial E \cap B_{\rho}(x_0)$. Suppose $\Gamma_1, \ldots, \Gamma_N$ are the Jordan curves containing $x$ and suppose they are ordered in such a way that (for some $1 \leq M \leq N$)

$$\text{int}(\Gamma_1) \subset \ldots \subset \text{int}(\Gamma_M) \subset \text{ext}(\Gamma_{M+1}) \subset \ldots \subset \text{ext}(\Gamma_N).$$

Let $U$ be a neighborhood of $x$ such that $(\Gamma_1 \cup \ldots \cup \Gamma_N) \cap U \subset \partial A \cap U$. Then either $A' = \text{int}(\Gamma_1)$ or $A' = \text{int}(\Gamma_2) \setminus \text{int}(\Gamma_1)$ is such that $A' \cap U \subset A$. In any case (by Jordan theorem or by Theorem 3.2) there exists a continuous surjective mapping $\Phi: \overline{B_1} \to \overline{A'}$.

Clearly there exists a continuous curve $\gamma_1: [0, 1] \to \overline{B_1}$ such that $\gamma(0) = x$ and $\gamma([0, 1]) \subset \Phi^{-1}(A' \cap U)$ (notice that $\Phi^{-1}(A' \cap U)$ is a neighborhood of $\Phi^{-1}(x)$ in $\overline{B_1}$). On the other hand, since $A$ is open and connected, given $y \in A$, there exists a continuous curve $\gamma_2$ joining $y$ with $\Phi(\gamma_1(1))$. Joining the two curves $\Phi(\gamma_1)$ and $\gamma_2$ we get the curve $\gamma$ we were looking for. 

\hspace*{1cm} \blacktriangleleft
**Theorem 3.4** Let $E \in \mathcal{M}_c(\Omega)$. Then $\Sigma(E) \cap \Omega$ is a discrete set. Moreover, if $W_\varphi$ is neither a triangle nor a quadrilateral then $\Sigma(E) = \emptyset$.

**Proof:**
Let $B_{2\rho}(x_0) \subset \Omega$ and let $\mathcal{F}$ be the family of the connected components of $B_{2\rho}(x_0) \setminus \partial E$ which meet $B_{\rho}(x_0)$. As in the previous lemma it is easily seen that $\mathcal{F}$ is finite, in fact, for every component $A \in \mathcal{F}$ either $A \cap \partial B_{2\rho}(x_0) \neq \emptyset$ or $A \subset B_{2\rho}(x_0)$ and in any case $P_\varphi(A, B_{2\rho})(x_0) \geq \varepsilon$.

Consider now the map $\lambda : \Sigma(E) \cap B_{\rho}(x_0) \rightarrow \mathcal{P}(\mathcal{F})$ ($\mathcal{P}(\mathcal{F})$ is the family of subsets of $\mathcal{F}$) defined by $\lambda(x) = \{A \in \mathcal{F} : x \in \partial A\}$. We are going to prove that given $\alpha \in \mathcal{P}(\mathcal{F})$ then $\lambda^{-1}(\alpha)$ contains at most two points. Since $\mathcal{F}$ is a finite set, this is enough to conclude that $\Sigma(E) \cap B_{\rho}(x_0)$ is finite.

Choose $\alpha \in \mathcal{P}(\mathcal{F})$. First of all we claim that if $\alpha$ has less than three elements then $\lambda^{-1}(\alpha)$ is empty. In fact suppose $x \in \Sigma(E) \cap B_{\rho}(x_0)$ and $\lambda(x) = \alpha$. Since $x \in \partial E$ it is clear that $\alpha = \lambda(x)$ contains at least one component of $E \cap B_{\rho}(x_0)$ and one component of $B_{\rho}(x_0) \setminus \overline{E}$. If $\alpha$ contains exactly two components then reasoning as in the proof of Lemma 3.3 we can prove that there exists a neighborhood $U$ of $x$ and a Jordan curve $\Gamma$ such that $\partial E \cap U \supset \Gamma \cap U$. Actually we have $\partial E \cap U = \Gamma \cap U$ since $\Gamma$ is such that $\mathcal{H}^1(\partial E \cap U) = \mathcal{H}^1(\Gamma \cap U)$ and given a point $y \in \partial E \setminus \Gamma$ we could find $\varepsilon > 0$ such that $B_{\varepsilon}(y) \cap \Gamma = \emptyset$ and hence, by the lower density estimate for $\omega$-minimal sets, $\mathcal{H}^1(\partial E \cap B_{\varepsilon}(y)) > 0$. So there exists a (possibly smaller) neighborhood $U$ of $x$ such that $\Gamma \cap U = \partial E \cap U$. By means of an chord-arc reparameterization we can suppose that $\gamma$ is lipschitz and by Lemma 3.1 we get that $\gamma_{|_{[0,1]}}$ is bi-lipschitz and the claim is proved.

So we may suppose that $\alpha$ has at least three elements. Suppose by contradiction that $\lambda^{-1}(\alpha)$ has three or more elements. Then there exists $A_1, A_2, A_3 \in \mathcal{F}$ such that $\bigcap_{i=1}^3 \partial A_i = \{x_1, x_2, x_3\}$. Choose a point $a_i \in A_i$ ($i = 1, 2, 3$). Given $i, j \in \{1, 2, 3\}$, by Lemma 3.3 it is possible to find a continuous curve $\gamma_{ij} : [0, 1] \rightarrow \mathbb{R}^2$ such that $\gamma_{ij}(0) = x_i$, $\gamma_{ij}(1) = a_j$ and $\gamma_{ij}([0, 1]) \subset A_j$. Notice that the supports $\gamma_{ij}([0, 1])$ are disjoint, and this leads to a contradiction since the graph having vertices $x_1, x_2, x_3, a_1, a_2, a_3$ and edges $\gamma_{ij}$ cannot be planar.

If $W_\varphi$ is neither a triangle nor a quadrilateral, then $\Sigma(E) = \emptyset$ by [4, Theorem 6.18]. This result can also be obtained by a blow-up argument from Theorem 3.8 below.

3.2 **Classification of global minimal sets**

In this section we aim at the classification of all global minimal sets i.e. we are going to characterize all sets $E \in \mathcal{M}_0 = \mathcal{M}_0(\mathbb{R}^2)$.

We recall the following elementary lemma.

**Lemma 3.5** Let $C \subset \mathbb{R}^2$ be closed and convex. For $k \geq 2$, let $x_1, \ldots, x_k$ be extremal points of $C$ with $x_i \neq x_j$ for $i \neq j$. Let also $0 \leq \alpha_i \leq \pi$ be the angle defined by $C$ in $x_i$. Then there holds

\[
\sum_{i=1}^k \alpha_i \geq (k - 2) \pi,
\]

and the equality holds if and only if $C$ is the “$k$-agon” (possibly degenerate) spanned by $x_1, \ldots, x_k$. 

7
Proposition 3.6 (calibration) Let $I \subset \mathbb{N}$, $A_i \subset \mathbb{R}^k$ ($i \in I$) be sets of locally finite perimeter, $\bigcup_{i \in I} A_i = \mathbb{R}^k$, $A_i \cap A_j = \emptyset$ for $i \neq j$. Let $n_i \subset \mathbb{R}^k$ and let $n: \mathbb{R}^k \to \mathbb{R}^k$ be defined by $n(x) = \sum_{i \in I} n_i \chi_{A_i}(x)$. Let also $E \subset \mathbb{R}^k$ be a set of finite perimeter.

Suppose moreover that

(i) for $\mathcal{H}^{k-1}$-a.e. $x \in \partial^* A_i \cap \partial^* A_j$ it holds $\langle n_i, \nu_{A_i}(x) \rangle + \langle n_j, \nu_{A_j}(x) \rangle = 0$;

(ii) $\varphi^0(n_i) \leq 1$ for all $i \in I$;

(iii) $\lim_{y \to x} \langle \nu_E(x), n(y) \rangle = \varphi(\nu_E(x))$ for $\mathcal{H}^{k-1}$-a.e. $x \in \partial^* E$.

Then $E \in \mathcal{M}_0(\mathbb{R}^k)$.

Proof:
First of all we prove that $\text{div } n = 0$ in the sense of distributions. We recall [3, Ch. 4.4] that

$$\mathcal{H}^{k-1} \left( \left\{ x \in \bigcup_{i \in I} \partial^* A_i : \# \{ i \in I : x \in \partial^* A_i \} \neq 2 \right\} \right) = 0.$$

In fact, given $\psi \in C_c^\infty(\mathbb{R}^n)$,

$$\langle \text{div } n, \psi \rangle = - \int \langle n(x), D\psi(x) \rangle \, dx = - \sum_{i \in I} \int \chi_{A_i}(x) D\psi(x) \, dx$$

$$= \sum_{i \in I} \int_{\partial^* A_i} \psi(x) \langle n_i, \nu_{A_i}(x) \rangle \, d\mathcal{H}^{k-1}(x)$$

$$= \sum_{i < j} \int_{\partial^* A_i \cap \partial^* A_j} \psi(x) \langle n_i, \nu_{A_i}(x) \rangle + \langle n_j, \nu_{A_j}(x) \rangle \rangle \, d\mathcal{H}^{k-1}(x) = 0.$$

Consider now a ball $B$ and a set of finite perimeter $F$ such that $E \triangle F \subset B$; consider also a family of mollifiers $\rho_\varepsilon \in C_c^\infty(\mathbb{R}^n)$. We recall that $\text{div } (n \ast \rho_\varepsilon) = (\text{div } n) \ast \rho_\varepsilon = 0$ so that

$$0 = \int \text{div } (n \ast \rho_\varepsilon)(x) (\chi_F(x) - \chi_E(x)) \, dx = \langle D\chi_E - D\chi_F, n \ast \rho_\varepsilon \rangle$$

$$= \langle D\chi_E - D\chi_F \rangle \mathbb{L}B, n \ast \rho_\varepsilon \rangle = \langle D\chi_E \mathbb{L}B, n \ast \rho_\varepsilon \rangle - \langle D\chi_F \mathbb{L}B, n \ast \rho_\varepsilon \rangle.$$

Since by hypothesis, for $\mathcal{H}^{k-1}$-a.e. $x \in \partial^* E$,

$$\lim_{y \to 0} |\langle \nu_E(x), n(x + y) \rangle - \varphi(\nu_E(x))| = 0$$

we get

$$\lim_{\varepsilon \to 0} \int_B |\langle \nu_E(x), n(x + y) \rangle - \varphi(\nu_E(x))| \rho_\varepsilon(y) \, dy = 0$$

that is $\lim_{\varepsilon} \langle \nu_E(x), n \ast \rho_\varepsilon \rangle(x) = \varphi(\nu_E(x))$. Hence we have $\lim_{\varepsilon} \langle D\chi_E \mathbb{L}B, n \ast \rho_\varepsilon \rangle = \int_B \varphi(\nu_E(x)) \, d\mathcal{H}^{k-1}(x) = P_\varphi(E, B)$. On the other hand, notice that

$$\varphi^0(n \ast \rho_\varepsilon(x)) \leq \sup_{y \in \mathbb{R}^k} \varphi^0(n(y)) \leq 1$$

hence

$$\langle D\chi_F \mathbb{L}B, n \ast \rho_\varepsilon \rangle = \int_{\partial^* F \cap B} \langle \nu_F(x), n \ast \rho_\varepsilon(x) \rangle \, d\mathcal{H}^{k-1}(x) \leq P_\varphi(F, B)$$
and we obtain, as desired

\[ 0 \leq P_\varphi(E, B) - P_\varphi(F, B). \]

\[ \Box \]

**Definition 3.7** Given a set \( E \subset \mathbb{R}^2 \), which is a cone over the origin, we say that \( E \) is \( \varphi \)-flat if for any connected component \( A \) of \( \hat{E} \) (resp. \( \mathbb{R}^2 \setminus \overline{E} \)) there exists \( x \in \partial W_\varphi \) such that \( W_\varphi - x \) (resp. \( x - W_\varphi \)) is contained in \( A \).

Notice that, if \( E \) is a \( \varphi \)-flat cone, both \( \hat{E} \) and \( \mathbb{R}^2 \setminus \overline{E} \) have a finite number of connected components.

In the following theorem we characterize the minimal cones \( E \in \mathcal{M}_0(\mathbb{R}^2) \).

**Theorem 3.8** Let \( E \subset \mathbb{R}^2 \) be a cone centered in the origin. Then \( E \in \mathcal{M}_0(\mathbb{R}^2) \) if and only if \( E \) is \( \varphi \)-flat. In particular, one of the following conditions hold (see Figures 1, 2, 3):

(i) \( \partial E \) is the union of two half-lines and there exists \( x \in \partial W_\varphi \) such that \( W_\varphi - x \subset \hat{E} \) and \( x - W_\varphi \subset \mathbb{R}^2 \setminus \overline{E} \);

(ii) \( W_\varphi \) is a quadrilateral and \( \partial E \) is the union of four half-lines parallel to the edges of \( W_\varphi \) and having the same exterior normal vector;

(iii) \( W_\varphi \) is a triangle and \( \partial E \) is the union of six half-lines parallel to the edges of \( W_\varphi \) and having the same exterior normal vector;

(iv) \( W_\varphi \) is a triangle and \( \partial E \) is the union of four half-lines, three of which are parallel to an edge of \( W_\varphi \) and have the same exterior normal vector.

**Proof:**
Let \( E \in \mathcal{M}_0 \) be a cone on the origin. Every connected component \( A \) of \( \hat{E} \) is minimal. Notice that \( \partial A \) is simply the union of two half-lines. By cutting from \( A \) a small triangle with vertex in the origin it is easily seen that for \( A \) to be minimal there must exist \( x \in \partial W_\varphi \) such that \( W_\varphi - x \subset A \). This is true for every connected component \( A \) of \( \hat{E} \) and the analogous result is obtained for \( -A \) when \( A \) is a connected component of \( \mathbb{R}^2 \setminus \overline{E} \). This implies that \( E \) is \( \varphi \)-flat.

We now prove the other implication. Let \( E \subset \mathbb{R}^2 \) be a \( \varphi \)-flat cone and let \( A_1, \ldots, A_{2N} \) be the connected components of \( \mathbb{R}^2 \setminus \partial E \), enumerated in such a way that \( A_i \) is consecutive to \( A_{i+1} \). Letting \( I = \{1, 3, \ldots, 2N - 1\} \), \( J = \{2, 4, \ldots, 2N\} \), suppose also that \( A_i \subset \hat{E} \) for \( i \in I \) and \( A_i \subset \mathbb{R}^2 \setminus \overline{E} \) for \( i \in J \).

Let \( x_i \in \partial W_\varphi \) be such that \( W_\varphi - x_i \subset A_i \) if \( i \in I \), and \( x_i - W_\varphi \subset A_i \) if \( i \in J \); let \( \alpha_i \) be the angle of \( A_i \) in \( 0 \) and \( \beta_i \) be the angle of \( W_\varphi \) in \( x_i \).

We are going to construct a function \( \pi: \mathbb{R}^2 \to \mathbb{R}^2 \) which satisfies the hypothesis of Proposition 3.6.

First of all we claim that \( N \leq 3 \). Suppose that \( \sum_{i \in I} \alpha_i \leq \sum_{i \in J} \alpha_i \) (the other case being similar) and notice that the points \( x_i \) for \( i \in I \) are all different. So, by Lemma 3.5 we get

\[ \pi \geq \sum_{i \in I} \alpha_i \geq \sum_{i \in J} \beta_i \geq (N - 2) \pi \]

that is \( N \leq 3 \).

So we consider the three cases.
Figure 1: There may be infinite many minimal cones with one component. If $W_\varphi$ has no vertices then these cones are half-planes. In this and in the following pictures translations of $W_\varphi$ are filled with dark gray while translations of $-W_\varphi$ are filled with light gray.

Figure 2: On the left a minimal cone with two components when $W_\varphi$ is a quadrilateral. The only other minimal cone is its complementary set. On the right one of infinitely many minimal cones with two components when $W_\varphi$ is a triangle.

Figure 3: A minimal cone with three components when $W_\varphi$ is a triangle. The only other minimal cone is the complementary set.
(i) Assume that $N = 1$. This implies that $A_1 = \mathbb{E}$ and $A_2 = \mathbb{R}^2 \setminus \mathbb{E}$ are connected, and one of them is convex. Assuming that $A_1$ is convex we have $x_1 - W_\varphi \subset A_2$. Then it is easy to prove that $n(x) = x_1$ satisfies the hypothesis of Proposition 3.6. Notice that if $W_\varphi$ has angles there are infinitely many cones $E$ of this kind otherwise $E$ is an half-plane.

(ii) Assume that $N = 2$. If the points $x_1 \ldots x_4$ are all distinct, then we have (by Lemma 3.5)

$$2\pi = \alpha_1 + \ldots + \alpha_4 \geq \beta_1 + \ldots + \beta_4 \geq 2\pi$$

which implies that $W_\varphi$ is the convex hull of $x_1, \ldots, x_4$ (i.e. a quadrilateral or a triangle) and that $\alpha_i = \beta_i$ ($i = 1, \ldots, 4$). Again it is not difficult to show that $n(x) = x_i$ for $x \in A_i$ is a calibration of $E$.

Suppose now that $x_i = x_j$ for some $i \neq j$. Since $i,j$ cannot have the same parity, we can safely assume that $i = 1, j = 2$. So we have $x_1 = x_2, \beta_1 = \beta_2$. Since $W_\varphi - x_1 \subset A_1$ and $x_1 - W_\varphi \subset A_2$ we get $\alpha_1 + \alpha_2 \geq \pi + \beta_1$ so that (again by Lemma 3.5)

$$2\pi = \alpha_1 + \ldots + \alpha_4 \geq \pi + \beta_1 + \beta_2 + \beta_4 \geq \pi + \pi$$

which means that $W_\varphi$ is the triangle spanned by $x_1, x_3, x_4$ and that $\alpha_1 + \alpha_2 = \beta_1 + \pi, \alpha_3 = \beta_3, \alpha_4 = \beta_4$. Again we define $n(x) = x_i$ for $x \in A_i$. This is a calibration since it is constant on $A_1 \cup A_2$ and $\alpha_3 = \beta_3, \alpha_4 = \beta_4$. Notice moreover that there are infinitely many cones $E$ of this kind.

(iii) Assume $N = 3$. In this case, by Lemma 3.5 we find that $\alpha_i = \beta_i$ for $i \in I$ and $W_\varphi$ is the triangle spanned by $x_1, x_3, x_5$. So $\alpha_2 + \alpha_4 + \alpha_6 = \pi, \alpha_i = \beta_i$ for $i \in J$ and $x_1 = x_4, x_2 = x_5, x_3 = x_6$. So $n(x) = x_i$ for $x \in A_i$ is again a calibration for $E$.

\[ \square \]

If $W_\varphi$ is a triangle we are going to show that there exist sets $E, E' \in \mathcal{M}_0(\mathbb{R}^2)$ such that $E, E'$ are not cones, $\Sigma(E)$ contains two distinct points and $\Sigma(E')$ contains one point.

Suppose $W_\varphi$ is the triangle spanned by the points $x_1, x_2, x_3 \in \mathbb{R}^2$. Define $C_i = \bigcup_{\rho > 0} \rho(W_\varphi - x_i), C'_i = \bigcup_{\rho > 0} \rho(x_i - W_\varphi)$ and choose two points $y_1, y_2 \in \mathbb{R}^2$ such that $y_2 \in \mathbb{R}^2 \setminus (y_1 + (C_3 \cup C'_2))$.

We choose $E$ with three components: $E = E_1 \cup E_2 \cup E_3$. In particular, $E_2 = y_2 + C_2, E_3 = y_1 + C_3$ and $E_1$ can be any set such that $E_1 \supset (y_1 + C_1) \cup (y_2 + C_2, \mathbb{R}^2 \setminus E_1 \subset (y_1 + (C'_3 \cup C_3 \cup C'_2)) \cup (y_2 + (C'_3 \cup C_2 \cup C'_1))$ and such that $\nu_{E_1}(x) \in T(x_1)$ for every $x \in \partial E_1$ (see Figure 4).

We define also $E'$ by $E' = E_1 \cup E'_2$ where $E'_2$ is any set such that $E'_1 \supset (y_1 + C_1), \mathbb{R}^2 \setminus E'_1 \supset y_1 + C'_1$ and such that $\nu_{E'_1}(x) \in T(x_1)$ for every $x \in \partial E'_1$.

**Proposition 3.9** The sets $E, E'$ described before are global minima of $P_\varphi$ (i.e. $E, E' \in \mathcal{M}_0(\mathbb{R}^2)$).

**Proof:**
Consider $n: \mathbb{R}^2 \rightarrow \mathbb{R}^2$ defined by $n(x) = x_2$ for $x \in (y_1 + C'_2) \cup (y_2 + C_2), n(x) = x_3$ for $x \in (y_1 + C_3) \cup (y_2 + C'_3)$ and $n(x) = x_1$ otherwise. The construction of $E$
guarantees that Proposition 3.6 can be applied. The same proof applies to $E'$ with a similar calibration.

From Proposition 3.6 we know that any set $E \subset \mathbb{R}^2$ such that there exists $n \in \mathbb{R}^2$ with $\nu_E(x) \in T(n)$ for almost every $x \in \partial E$ is a global minimum. In the following theorem we show that the converse is also true, when the Wulff Shape is neither a triangle nor a quadrilateral. We also characterize all singular global minima of the anisotropic perimeter.

We say that a Caccioppoli set $E$ is a \textit{\varphi-flat global lipschitz subgraph} if there exists $n \in \mathbb{R}^2$ such that $\nu_E(x) \in T(n)$ for almost every $x \in \partial E$ and given $y \in \mathbb{R}^2$ there exist exactly one $x \in \partial E$ such that $y - x = \lambda n$ for some $\lambda \in \mathbb{R}$.

**Lemma 3.10** Let $E \in \mathcal{M}_\omega(\mathbb{R}^2)$ and let $S$ be a connected component of $\partial E$. Then there exist a set $G \in \mathcal{M}_\omega(\mathbb{R}^2)$ such that $\partial G = S$ and $\nu_E(x) = \nu_G(x)$ for $\mathcal{H}^1$-a.e. $x \in S$.

**Proof:**
Let $F$ be the union of $E$ and all the connected components $C$ of $\mathbb{R}^2 \setminus E$ such that $\overline{C} \cap S = \emptyset$. Clearly $S$ is a connected component of $\partial F$ too. Let now $G$ be the set $F$ minus the union of all the connected components $C$ of $F$ such that $\overline{C} \cap S = \emptyset$. As noted in Section 3.1, by cutting components from an $\omega$-minimal set the $\omega$-minimality is preserved hence $G \in \mathcal{M}_\omega(\mathbb{R}^2)$.

Moreover it is easily seen that every connected component $C$ of $\mathbb{R}^2 \setminus \partial G$ has the property $\overline{C} \cap S \neq \emptyset$. We now prove that $\partial G = S$. Indeed, if $T$ is a connected component of $\partial G$, by the regularity results for $G$ we know that $T$ splits the plane $\mathbb{R}^2$ in, at least, two connected components. If $T$ were different from $S$, then any connected component of $\mathbb{R}^2 \setminus T$ which does not contain $S$ would contain a component of $\dot{E}$ (or of $\mathbb{R}^2 \setminus \overline{E}$) which does not meet $S$.

To complete the proof notice that the normal vector to $E$ in a point $x \in S$ is preserved in each operation. \hfill \Box

**Theorem 3.11 (singular global minima)** Let $E \in \mathcal{M}_0(\mathbb{R}^2)$ (see Figure 5).

1. If $W_\varphi$ is neither a triangle nor a quadrilateral then $\Sigma(E) = \emptyset$ and $E$ is a \textit{\varphi-flat global lipschitz subgraph}.
2. If $W_\varphi$ is a quadrilateral then one of the following is true:

(a) $\Sigma(E) = \emptyset$ and $\partial E$ has at most two connected components, each of which is the boundary of a $\varphi$-flat global lipschitz subgraph;

(b) $\Sigma(E)$ is composed by a single point, say 0, and $E$ is one of the cones described in Theorem 3.8.

3. If $W_\varphi$ is a triangle then one of the following is true:

(a) $\Sigma(E) = \emptyset$ and $\partial E$ has at most three connected components each of which is the boundary of a $\varphi$-flat global lipschitz subgraph;

(b) $\Sigma(E)$ is composed by a single point and $\partial E$ has two connected components, one of which is the boundary of a $\varphi$-flat global lipschitz subgraph whereas the other coincides with the boundary of one of the sets described in Proposition 3.9;

(c) $E$ is one of the sets described in Proposition 3.9.

Proof:
We divide the proof into three steps.

Step 1. Assume that $\partial E$ is connected and $\Sigma(E) = \emptyset$. By [4, Proposition 6.2] we know that the excess of $E$ is zero on every ball. This means that there exists $n \in \mathbb{R}^2$ such that $\nu_E(x) \in T(n)$ for $\mathcal{H}^d$-a.e. $x \in \partial E$, which implies that $E$ is a $\varphi$-flat global lipschitz subgraph.

Step 2. Assume that $\partial E$ is connected and $0 \in \Sigma(E)$. In the proof of [4, Theorem 6.17] it has been proved that it is possible to find a neighbourhood $U = \rho W_\varphi$ of 0 and a set $F$ such that $E \triangle F \subset U$, $F \cap U$ is a cone centred in 0 and $P_\varphi(E,U) = P_\varphi(F,U)$. Clearly (by a blow-up argument) the cone $F \cap U$ is the restriction in $U$ of a global singular minimal cone.

Suppose that this minimal cone is of type (ii) or (iii) in the classification given in Theorem 3.8. We claim that, in this case, $E$ is itself a global minimal cone. Notice that $\nu_E(x)$ is an extremal point of $\mathcal{F}_\varphi$ for all $x \in \partial F \cap \rho W_\varphi$ so
equality must hold in [4, (14)] and by Jensens's inequality we get $E \cap U = F \cap U$. By the regularity results of the previous section we know that the connected components of $\partial E \setminus \Sigma(E)$ are lipschitz curves and that $\Sigma(E)$ is discrete. Consider one of the curves starting from 0. If it were not straight, it would be possible to replace it with a segment and we would obtain a minimal cone (in $U$) which has not the right normal vectors, and this is impossible by Theorem 3.8. Therefore, all the curves starting from 0 are straight lines. If one of these curves met another singular point then it could be possible to decrease perimeter with a suitable variation (see Figure 6). So there is only one singular point and the set is a minimal cone.

Suppose now that the cone $F \cap U$ is of type (iv). Reasoning as before we obtain that all but one of the curves of $\partial E$ starting from 0 are straight lines and do not meet other singular points. Consider the curve that does not need to be straight. This curve may either go to infinity or meet another singular point $y_i$. In any case, the normal vector to the curve has to lie in $T(n)$ for some fixed $n \in \mathbb{R}^2$. These properties guarantee that $E$ is one of the sets considered in Proposition 3.9.

Step 3. Assume that $\partial E$ is not connected. By Lemma 3.10 and the previous steps each connected component $C$ of $\partial E$ is either the boundary of a $\varphi$-flat global lipschitz subgraph or one of the sets described in Proposition 3.9. In any case $C$ can be split into one, two or three global lipschitz graphs, two of which can only meet (without crossing) in one singular point. Let $\{S^i\}_{i \in I}, I \subseteq \mathbb{Z}$, be such global lipschitz graphs. We have that $\partial E = \bigcup_{i \in I} S^i$ and $\bigcup_{i \neq j} S^i \cap S^j = \Sigma(E)$. We can also suppose that the curves $S^i$ are oriented so that the set $E$ lies on the left of such curves.

Let $E_k := E/k$. By the volume density estimates and the compactness result for $\omega$-minimizers [4, Proposition 3.3, Proposition 3.4] we know that a subsequence of $E_k$ converges in $L^1_{\text{loc}}(\mathbb{R}^2)$, to a set $E_\infty \in \mathcal{M}_0(\mathbb{R}^2)$ and if $x_k \in$
\[ \partial E_k, x_k \to x \text{ for some } x \in \mathbb{R}^2, \text{ then } x \in \partial E_\infty \text{ (in particular } 0 \in \partial E_\infty \). This means that \( S^i/k \) converges \(^\text{2}\) to a global lipschitz graph \( S^i_\infty \) containing 0 and \( \partial E_\infty = \bigcup_{i \in I} S^i_\infty \).

We now claim that \( S^i_\infty \cap S^j_\infty = \{0\} \) for all \( i \neq j \). Suppose by contradiction that there exists \( x \in S^i_\infty \cap S^j_\infty, x \neq 0 \) and let \( x^i_k \in S^i \) and \( x^j_k \in S^j \) be two sequences such that \( x^i_k / k \to x \) and \( x^j_k / k \to x \). We can assume that the curves \( S^i \) and \( S^j \) lie in the boundary of the same connected component of \( \tilde{\mathcal{E}} \text{ or of } \mathbb{R}^2 \setminus \mathcal{E} \) because if not there would exist another curve \( S^i \) between \( S^i \) and \( S^j \) such that \( x \in S^i \) (so that we could replace \( S^i \) or \( S^j \) with \( S^i \)).

Choose now two points \( x^i \in S^i, x^j \in S^j \). For each \( k \) we can construct a set \( F_k \) which has the same boundary of \( E \) but with the curves between \( x^i \) and \( S^i \) and between \( x^j \) and \( x^j \) replaced with the segments \([x^i_k, x^j_k]\) and \([x^i_k, x^j_k]\).

The condition \( P_\varphi(E, B_R) \leq P_\varphi(F_k, B_R) \) (for \( R \) large enough) then reads as

\[
C(||x^i_k - x^j_k|| + ||x^i - x^j||) \geq ||x^i_k - x^i|| + ||x^j_k - x^j||
\]

where \( C > 0 \) is a suitable constant depending only on \( \varphi \). Thus we get

\[
C \frac{||x^i_k - x^j_k||}{k} \geq \frac{||x^i_k||}{k} + \frac{||x^j_k||}{k} - \frac{||x^i||}{k} - \frac{||x^j||}{k} - C \frac{||x^i - x^j||}{k}
\]

and letting \( k \to \infty \) we obtain

\[
\liminf_{k \to \infty} \left| \frac{x^i_k}{k} - \frac{x^i_k}{k} \right| \geq \frac{2}{C} ||x|| > 0,
\]

which contradicts the hypothesis \( ||x^i_k/k - x^j_k/k|| \to 0 \). We have proved that \( E_\infty \) is connected and \( \Sigma(E_\infty) = \{0\} \). From Theorem 3.4 it follows that \( W_\varphi \) is a triangle or a quadrilateral.

If \( W_\varphi \) is a quadrilateral, by Step 2 we conclude that \( E_\infty \) is a minimal singular cone. Then necessarily \#I = 2, \( S^i (i \in I) \) are regular \(^3\) (otherwise \( \partial E \) would not be connected) and \( \Sigma(E) = \emptyset \).

If \( W_\varphi \) is a triangle, by the previous step we conclude that \( E_\infty \) is either a singular minimal cone with three components or one of the sets \( E' \) described in Proposition 3.9. In the first case \#I = 3, \( I = \{i_1, i_2, i_3\} \) and either \( \Sigma(E) = \emptyset \) and \( S^i (i \in I) \) are all disjoint or \( S^{i_1} \) is regular while \( S^{i_2} \cup S^{i_3} \) is the boundary of one of the sets \( E' \) described in Proposition 3.9. In the second case (\( E_\infty \) is one of the sets \( E' \) described in Proposition 3.9) we have \#I = 2, which implies \( \Sigma(E) = \emptyset \) and \( S^{i_1}, S^{i_2} \) are both regular. \( \square \)

4 Sets with prescribed constant curvature

Given \( H \in L^1(\mathbb{R}^2) \) and \( \Omega \subset \mathbb{R}^2 \) we consider the functional \( F_H(E) \), defined on sets \( E \) with locally finite perimeter:

\[
F_H(E) := P_\varphi(E, \Omega) - \int_{E \cap \Omega} H.
\]
If $E$ is a local minimizer of (2), that is, $E \subset \mathbb{R}^2$ is a set such that for every set $E'$ with $E \Delta E' \supset \varnothing$ we have $F_H(E) \leq F_H(E')$, then we say that $E$ is a set with curvature $H$ in $\Omega$. The family of all these sets will be denoted by $\mathcal{N}_H(\Omega)$. As a matter of fact, when $\varphi(\xi) = ||\xi||$, then $H(x)$ is the curvature of the curve $\partial E$ in $x$.

In the following we are going to consider the case $H \equiv \lambda$ where $\lambda$ is a given constant.

We recall the following fundamental result (see [9], [8]).

**Theorem 4.1 (Isoperimetric Inequality)** Let $E \subset \mathbb{R}^2$ be such that $|E| < \infty$ and $P_\varphi(E, \mathbb{R}^2) = P_\varphi(W_\varphi, \mathbb{R}^2)$. Then $|E| \leq |W_\varphi|$ and equality holds if and only if $E = W_\varphi + h$ for some $h \in \mathbb{R}^2$.

Notice that if $\Omega = [a, b] \times \mathbb{R} \subset \mathbb{R}^2$ and $E \cap \Omega$ is the subgraph of a function $u \in H_1^1([a, b])$, then

$$F_1(E) = \int_a^b \varphi(-u'(y), 1) - u(y) \, dy.$$ 

For $u \in H_1^1([a, b])$ we define as $\Gamma_u := \{(x, y): x \in [a, b], y = u(x)\}$ the graph of $u$.

**Lemma 4.2** Let $a, b \in \mathbb{R}$ and let $F: H_1^1([a, b]) \to \mathbb{R}$ be defined as

$$F(u) := \int_a^b \varphi(-u'(y), 1) - u(y) \, dy.$$ 

Let $I$ be the set of all positive numbers $r$ for which there exists a function $u_r \in H_1^1([a, b])$ such that $\Gamma_{u_r}$ is contained, up to a translation, in the boundary of $rW_\varphi$. Then $I = \emptyset$ or $I = [r, +\infty]$ for some $r > 0$; moreover, if $r < 1$, $u_r$ is a minimum of $F$ if and only if $u_r = u_1$.

**Proof:**
Assume $I \neq \emptyset$. Notice that the function $u_r \in H_1^1([a, b])$ is uniquely determined by $r \in I$. Moreover, if $r \in I$, then $r' \in I$ for all $r' > r$. Indeed, let $\bar{x} \in [a, b]$ such that $u_r$ attains its maximum at $\bar{x}$. For all $\lambda > 1$, there exist $c_\lambda \in \mathbb{R}$ and $x_\lambda \in [a, b]$ such that, defining

$$v_\lambda(x) := c_\lambda + \lambda u_r \left( \frac{x - \bar{x}}{\lambda} \right), \quad \lambda > 1,$$ 

we have $v_\lambda \in H_1^1([a, b])$, which implies $\lambda \bar{x} \in I$ with $u_{\lambda \bar{x}} = v_\lambda$. Reasoning in a similar way, it is easy to prove that the set $I$ is closed, hence $I = [r, +\infty]$ for some $r > 0$.

Assume now $r < 1$. First of all, let us suppose that $\mathcal{F}_\varphi$ is smooth and uniformly convex and let $\varphi = \varphi(\xi_1, \xi_2)$, $(\xi_1, \xi_2) \in \mathbb{R}^2$. In this case we can compute the Euler equation associated to the functional $F$:

$$\frac{\partial}{\partial y} \left( \frac{\partial \varphi}{\partial \xi_1}(-u'(y), 1) \right) = 1,$$

which is equivalent to $\frac{\partial \varphi}{\partial \xi_1}(-u'(y), 1) = y + c$ for some $c \in \mathbb{R}$. Since the functional $F$ is strictly convex in $H_1^1([a, b])$, if we prove that $u_1$ is a solution of (3), then $u_1$ is the unique minimizer of $\tilde{F}$ in $H_1^1([a, b])$. 
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By assumption, there exists a point $\overline{z} = (\overline{y}, \overline{z}) \in \mathbb{R}^2$ such that $\overline{\Omega}_1 \subset \partial W_\varphi + \overline{z}$. Letting $\nu(y) := (-u'(y), 1)/\varphi(-u'(y), 1)$, we have
\[
\nabla \varphi(-u'(y), 1) = T^\nu(y) = (y, u(y)) - \overline{z} = (y - g, u_1(y) - \overline{z}).
\]
which implies (3) with $c = -g$.

Let us consider the general case. We can find a sequence of general norms $\varphi_k$ which converge uniformly on compact subsets of $\mathbb{R}^2$ to $\varphi$ and such that $F_{\varphi_k}$ are smooth and uniformly convex. Let $F_k$ and $r_k$ be defined as $F$ and $r$ with $\varphi$ replaced by $\varphi_k$. Notice that the sequence of functionals $F_k$ converges uniformly to $F$ on bounded subsets of $H^1_0([a, b])$, for $k \to \infty$. Moreover, since $r_k \to r$ we can assume $r_k < 1$ for any $k$. Therefore, letting $u^k$ be the unique minimizer of $F_k$, since $u^k \to u_1$ in $H^1_0([a, b])$ for $k \to \infty$, it follows that $u_1$ is a minimum of $F$.

Suppose now that $u_r$ is another minimum of $F$ for some $r \neq 1$, and assume for simplicity $r > 1$ (the case $r < 1$ can be treated in a similar way). Let us consider the function $v(y) := (u_1(y) + u_r(y))/2$. By the convexity of $F$ it follows that $v$ is also a minimum of $F$. Let $s \in [1, r]$ be such that
\[
\int_a^b u_s(y) dy = \int_a^b v(y) dy.
\]

We claim that $u_s = v$. Indeed, since $\Gamma_{u_s} \subset x_s + s\partial W_\varphi$ for some $x_s \in \mathbb{R}^2$, we can compare $sW_\varphi$ with the set
\[
B := \left( (x_s + sW_\varphi) \cap \{ (y, z) : z \leq 0 \} \right) \cup \left( \{ (y, z) : y \in [a, b], 0 \leq z \leq v(y) \} \right).
\]
Then, since $sW_\varphi$ and $B$ have same volume and (anisotropic) perimeter, by Theorem 4.1 we get $B = sW_\varphi$, which implies $u_s = v$.

On the other hand, from the convexity of $F$ and the minimality of $u_1$, $u_r$ and $u_s$ we get
\[
\int_a^b \varphi \left( \frac{-u'_1(y) + u'_r(y)}{2}, 1 \right) - \frac{u_1(y) + u_r(y)}{2} \, dy = F(u_s)
\]
\[
= \frac{F(u_1) + F(u_r)}{2} = \int_a^b \varphi(-u'_1(y), 1) + \varphi(-u'_r(y), 1) - \frac{u_1(y) + u_r(y)}{2} \, dy.
\]

Since $\varphi$ is convex, for all $y \in [a, b]$ in which $u_r$ and $u_1$ (hence $u_s$) are differentiable, we have
\[
\varphi \left( \frac{-u'_1(y) + u'_r(y)}{2}, 1 \right) \leq \varphi(-u'_1(y), 1) + \varphi(-u'_r(y), 1),
\]
and by (4) the equality must hold in (5). This implies that $\nu_r(y)$ and $\nu_1(y)$ belong to the same edge of $F_{\varphi}$. It follows that either $\nu_1(y) = \nu_r(y)$ or $\nu_2(y)$ is an interior point of an edge of $F_{\varphi}$, but the last possibility cannot hold since $\nu_s(y)$ is a vertex of $F_{\varphi}$ for a.e. $y \in [a, b]$, hence $u_r = u_1$.

\[ \square \]

**Lemma 4.3** Let $A$ be an open cone centered in 0. Then
\[
P_{\varphi}(W_\varphi, A) = 2|W_\varphi \cap A|.
\]
Figure 7: The construction used in Lemma 4.4.

**Proof:**

Notice that for \( x \in \partial W_\varphi \) we have \( \varphi(\nu_{W_\varphi}(x)) = \langle \nu_{W_\varphi}(x), x \rangle \), while for \( x \in \partial A \) we have \( \langle \nu_A(x), x \rangle = 0 \). So we get

\[
P_\varphi(W_\varphi, A) = \int_{\partial W_\varphi \cap A} \varphi(\nu_{W_\varphi}(x)) \, d\mathcal{H}^1(x)
= \int_{\partial (W_\varphi \cap A)} \langle x, \nu_{W_\varphi}(x) \rangle \, d\mathcal{H}^1(x)
= \int_{W_\varphi \cap A} \text{div} \, x \, dx = 2|W_\varphi \cap A|.
\]

\[\square\]

**Lemma 4.4** Let \( s \) be an edge of \( W_\varphi \) of length \( l \) and let \( \nu \) be the exterior normal vector to \( W_\varphi \) at \( s \). For \( \varepsilon > 0 \) let \( F_\varepsilon = \{ x \in W_\varphi : \langle x, \nu \rangle \leq \varphi(\nu) - \varepsilon \} \). Then

\[
P_\varphi(W_\varphi, \mathbb{R}^2) - P_\varphi(F_\varepsilon, \mathbb{R}^2) = \varepsilon l + o(\varepsilon).
\]

**Proof:**

First of all notice that \( \varphi(\nu) \) is the distance of the straight line passing through \( s \) from the origin. Let \( x_1, x_2 \) be the edges of \( s \) and let \( y_1, y_2 \) be the points of \( \partial W_\varphi \) such that \( \langle y_i, \nu \rangle = \varphi(\nu) - \varepsilon \) (\( i \in \{1, 2\} \)). Consider also the points \( z_1, z_2 \) determined by the intersection of the line containing \( s \) respectively with the lines through \( y_1 \) and \( y_2 \) parallel to \( \nu \). Let now \( X_1, X_2 \) be the intersection of \( W_\varphi \) with the triangles with vertices respectively \( 0, x_1, z_1 \) and \( 0, x_2, z_2 \), \( Y_1, Y_2 \) be the intersection of \( W_\varphi \) with the triangles with vertices \( 0, z_1, y_1 \) and \( 0, z_2, y_2 \) and \( Z_1, Z_2 \) be the quadrilaterals with vertices \( 0, x_1, z_1, y_1 \) and \( 0, x_2, z_2, y_2 \) (see Figure 7).

Notice that \( Z_i \setminus (X_i \cup Y_i) \) is contained in a rectangle of sides \( |z_i - y_i| = \varepsilon \) and \( |z_i - x_i| = o(1) \) (for \( \varepsilon \to 0 \)). Let also \( \delta_i \) be equal to 0 if the point \( z_i \) belongs to \( s \) and equal to 1 otherwise.

Since the two triangles \( Y_1, Y_2 \) have base with length \( |y_i - z_i| = \varepsilon \) and the sum of the heights is \( |y_1 - y_2| = l + o(1) \), we get \( 2(|Y_1| + |Y_2|) = \varepsilon l + o(\varepsilon) \).

Using Lemma Lemma 4.3 we obtain

\[
P_\varphi(W_\varphi, \mathbb{R}^2) - P_\varphi(F_\varepsilon, \mathbb{R}^2) = 2(|Z_1| + |Z_2| - \delta_1 |X_1| - \delta_2 |X_2|)
= 2(|Y_1| + |Y_2|) + o(\varepsilon) = \varepsilon l + o(\varepsilon).
\]

\[\square\]
\textbf{Theorem 4.5} Let $\Omega \subset \mathbb{R}^2$ be an open set, $\lambda \neq 0$ constant and $E \in \mathcal{N}_\lambda(\Omega)$. Then, every connected component of $\partial E \cap \Omega$ is contained, up to a translation, in $\frac{1}{\lambda}\partial W_\varphi$.

\textbf{Proof:}
Notice that if $\lambda > 0$ we have
$$ P_\varphi(\lambda E, \Omega) - |\lambda E \cap \lambda \Omega| = \lambda \left[ P_\varphi(E, \Omega) - \lambda |E \cap \Omega| \right] $$
so that $E \in \mathcal{N}_\lambda(\Omega) \Rightarrow \lambda E \in \mathcal{N}_1(\lambda \Omega)$. In a similar way\footnote{notice that $P_\varphi(E, \Omega) = P_\varphi(-(-\mathbb{R}^2 \setminus E), -\Omega)$} we get (again for $\lambda > 0$)
$$ P_\varphi(\mathbb{R}^2 \setminus (-\lambda E), -\lambda) - \left[ (\mathbb{R}^2 \setminus (-\lambda E)) \cap (-\lambda \Omega) \right] = \lambda \left[ P_\varphi(E, \Omega) + \lambda |E \cap \Omega| \right] - \lambda^2 |\Omega| $$
so that
$$ E \in \mathcal{N}_{\lambda^{-1}}(\Omega) \Rightarrow \mathbb{R}^2 \setminus (-\lambda E) \in \mathcal{N}_1(-\lambda \Omega). $$
So it is enough to prove the theorem for $\lambda = 1$.

We divide the proof into three steps.

\textbf{Step 1.} Fix $x_0 \in (\partial E \cap \Omega) \setminus \Sigma(E)$. We will prove that for some $\rho > 0$ the set $E \cap (x_0 + \rho W_\varphi)$ is equal to $(x_1 + \partial W_\varphi) \cap (z_1 + \rho W_\varphi)$ for some $x_1, z_1 \in \mathbb{R}^2$.

By [4, Lemma 6.1 and Proposition 4.6] we can find a convex open neighborhood $U$ of $x_0$ such that $\partial E \cap \partial U$ consist of exactly two points and $\overline{E \cap \partial U}$ is connected. We notice that $E \cap U$ is convex, otherwise letting $E'$ be the convex hull of $E \cap U$ the set $F := E \cup E'$ verifies $F \Delta E \subset U$, and $P_\varphi(F, \Omega) - |F \cap \Omega| < P_\varphi(E, \Omega) - |E \cap \Omega|$. Choose now $\rho \in [0, 1]$ such that, letting $B = x_0 + \rho W_\varphi$, we have $B \subset U$. Being $\overline{E \cap U}$ convex, possibly reducing $\rho$, we can assume that $\partial B \cap \partial E$ consists of exactly two points and $\partial E \cap \overline{B}$ is a graph along some direction.

For $t \in [0, 1]$ we can find $x(t) \in \mathbb{R}^2$ and $\eta(t) \in [\rho, +\infty]$ such that
\begin{itemize}
  \item[(i)] $x(0) = x_0$, $\eta(0) = \rho$;
  \item[(ii)] $x(t), \eta(t)$ are continuous and $\lim_{t \to 0^-} \eta(t) = +\infty$;
  \item[(iii)] $\frac{x(t) + \eta(t)W_\varphi}{\eta(t)} \cap \partial B = \overline{E \cap \partial B}$, for all $t > 0$.
\end{itemize}

Let also $V(t) = \{(x(t) + \eta(t)W_\varphi) \cap B \mid t \in [0, 1]\}$ and $V(1) = \lim_{t \to 1^-} V(t)$. We claim that there exists $\overline{t} \in [0, 1]$ such that $V(\overline{t}) = |E \cap B|$. Clearly $V(t)$ is continuous and $V(0) > |E \cap B|$. Notice that $x(t) + \eta(t)W_\varphi$ converges, for $t \to 1^-$ to the tangent cone to $W_\varphi$ in the direction defined by the line through $\partial E \cap \partial B$. Since this tangent cone is a minimal surface by Theorem 3.8, being $E$ a minimum for $\overline{F}_1$, we get $V(1) \leq |E \cap B|$. So the claim is proved.

Let $x_1 = x(\overline{t})$ and $\eta = \eta(\overline{t})$. From Theorem 4.1 it follows that $P_\varphi(E, B) \geq P_\varphi(x_1 + \eta W_\varphi, B)$, hence from the minimality of $E$ we get $E \cap B = x_1 + \eta W_\varphi \cap B$.

Since $\partial E \cap \overline{B}$ is a graph along some direction, we can consider a change of coordinates $\Lambda : \mathbb{R}^2 \to \mathbb{R}^2$ which preserves the Lebesgue measure and such that $\Lambda(\partial E \cap \partial B)$ is contained in the $x$-axis and $\Lambda(\partial E \cap \overline{B})$ is a graph along the $y$-axis. Then we can apply Lemma 4.2 with $\varphi$ replaced by $\varphi \cdot \Lambda^{-1}$ and conclude that $\eta = 1$.\footnote{Notice that $P_\varphi(E, \Omega) = P_\varphi((-\mathbb{R}^2 \setminus E), -\Omega)$}
Step 2. Let us prove that each connected component of \((\partial E \cap \Omega) \setminus \Sigma(E)\) is contained (up to a translation) in \(\partial W_\varphi\).

Let us consider a covering of a connected component of \((\partial E \cap \Omega) \setminus \Sigma(E)\) given by the open sets defined in Step 1. Observe that given two sets \(U_1, U_2\) of this covering, if \(\partial E \cap U_i = (z_i + \partial W_\varphi) \cap U_i, i \in \{1, 2\}\) and \(\partial E \cap U_1 \cap U_2 \neq \emptyset\), then either \(z_1 = z_2\) or \(\partial E \cap U_1 \cap U_2\) is a segment (parallel to an edge of \(W_\varphi\)). So it is enough to check that each segment of \(\partial E \cap \Omega\), parallel to an edge of \(W_\varphi\) and having the same exterior normal, is not longer than the corresponding edge of \(W_\varphi\), and is equal when the extremes of the segment are both contained in \(\Omega \setminus \Sigma(E)\).

Let \([x_1, x_2]\) be an edge of \(E\) parallel to an edge \(s\) of \(W_\varphi\) with length \(l\) and having the same exterior normal vector \(\nu\).

If the length of \([x_1, x_2]\) is \(l' > l\), for \(\varepsilon, \delta > 0\) sufficiently small it is possible to find \(z_1, z_2 \in \mathbb{R}^2\) such that \(|z_1 - z_2| = \delta\) and \(\{x \in z_i + W_\varphi; (x - z_i, \nu) = \varphi(\nu) - \varepsilon\} \subset [x_1, x_2]\). We consider the set \(E_\varepsilon\) which is equal to \(E\) out of a neighbourhood \(W\) of \([x_1, x_2]\) and which coincides with \(E \cup (z_1 + W_\varphi) \cup (z_2 + W_\varphi)\) in \(W\). If \(\delta\) is sufficiently small and \(F_\varepsilon\) is the set defined in Lemma 4.4 we obtain that

\[P_\varphi(E_\varepsilon, \Omega) - P_\varphi(E, \Omega) = P_\varphi(W_\varphi, \mathbb{R}^2) - P_\varphi(F_\varepsilon, \mathbb{R}^2) = \varepsilon l + o(\varepsilon).\]

Moreover, it is easy to check that \(|E_\varepsilon \cap \Omega| - |E \cap \Omega| = |E \setminus E_\varepsilon| = (l + \delta)\varepsilon + o(\varepsilon)\). Therefore, for \(\varepsilon\) sufficiently small the set \(E_\varepsilon\) contradicts the minimality of \(E\).

Suppose now that \(l' < l\). Consider the set \(E_\varepsilon := \{x \in E; \text{dist}(x, r) > \varepsilon\}\), where \(r\) is the straight line passing through \(x_1, x_2\). Since \(E\) is locally equal to \(W_\varphi\), again by Lemma 4.4 we find that

\[P_\varphi(E, \Omega) - P_\varphi(E_\varepsilon, \Omega) = P_\varphi(W_\varphi, \mathbb{R}^2) - P_\varphi(F_\varepsilon, \mathbb{R}^2) = \varepsilon l + o(\varepsilon).\]

As above, since \(|E_\varepsilon \cap \Omega| - |E \cap \Omega| = |E \setminus E_\varepsilon| = l'\varepsilon + o(\varepsilon)\), we get a contradiction.

Step 3. We claim that \(\Sigma(E) = \emptyset\). When \(W_\varphi\) is neither a triangle nor a quadrilateral, the statement follows by Theorem 3.4.

Notice that, by Step 2, every connected component of \((\partial E \cap \Omega) \setminus \Sigma(E)\) is a polygonal curve which has a finite number of vertices (no more than the number of vertices of \(W_\varphi\)).

Let \(x_0 \in \Sigma(E) \cap \Omega\). By Theorem 3.4, we can find \(\rho > 0\) such that \(B_\rho(x_0) \subset \Omega\) and \(\Sigma(E) \cap B_\rho(x_0) = \{x_0\}\). Moreover, we can assume that the number of connected components of \(\partial E \setminus \Sigma(E)\) which intersect \(B_\rho(x_0)\) is finite, otherwise this would imply that \(P_\varphi(E, B_\rho(x_0)) = \infty\). Therefore, possibly reducing \(\rho\), we can suppose that \(\partial E \cap B_\rho(x_0)\) is a cone over \(x_0\). By Step 1 we know that \(E\) is “locally equal” to \(W_\varphi\), so that \(E \cap B_\rho(x_0)\) turns out to be a minimal cone (since \(W_\varphi\) is a polygonal set).

Then, recalling Theorem 3.11, we reach a contradiction if we modify the set \(E\) in \(B_\rho(x_0)\), by adding suitable triangles in such a way that the perimeter does not change and the volume strictly increases, as in Figure 8.
Given a set \( E \subset X \) we say that \( E \) is locally convex (resp. concave) in \( \Omega \subset X \) if for any \( x \in \Omega \) there exists \( \rho > 0 \) such that \( \overline{E} \cap B_\rho(x) \) (resp. \( \overline{X \setminus E} \cap B_\rho(x) \)) is convex.

If \( E \) is locally convex or locally concave in \( \Omega \) then \( \partial E \) is the graph of a lipschitz function in a neighborhood of any \( x \in \partial E \cap \Omega \).

**Theorem 4.6** Let \( E \in \mathcal{N}_H(\Omega) \) and assume \( H \geq \lambda > 0 \) (resp. \( H \leq \mu < 0 \)). Then, \( E \) is locally convex (resp. concave) in \( \Omega \). Moreover, \( \Sigma(E) = \emptyset \).

**Proof:**
Suppose for simplicity \( \lambda \geq 1 \). Reasoning as in Theorem 4.5, Step 1, we get that \( E \) is locally convex in \( \Omega \setminus \Sigma(E) \). Suppose now that \( W_\varphi \) is a triangle or a quadrilateral (otherwise \( \Sigma(E) = \emptyset \) by Theorem 3.4). We claim that for any \( x \in (\partial E \cap \Omega) \setminus \Sigma(E) \) there exists \( \rho > 0 \) and \( \mathfrak{z} \in \partial W_\varphi \) such that \( (E - x) \cap B_\rho = (W_\varphi - \mathfrak{z}) \cap B_\rho \). This implies that for any \( x_0 \in \Sigma(E) \) there exists \( \rho > 0 \) such that \( E \cap B_\rho(x_0) \) coincides in \( B_\rho(x_0) \) with a singular cone on \( x_0 \) which is minimal for the perimeter. We can now conclude as in Theorem 4.5, Step 3.

From Theorem 4.6 we easily get the following result.

**Corollary 4.7** Let \( E \in \mathcal{N}_H(\Omega) \) and assume \( H \in \mathcal{C}(\Omega) \). Then, \( \Sigma(E) \subseteq \{ x \in \Omega : H(x) = 0 \} \). Moreover, \( \partial E \) is the graph of a lipschitz function in a neighborhood of any \( x \in \partial E \cap \{ x \in \Omega : H(x) \neq 0 \} \).
Notice that, by Theorem 4.6 and Corollary 4.7, if $E$ is a minimizer of (2) and $H \in C^0(\Omega)$ is such that $H^1(\partial\{x \in \Omega: H(x) = 0\}) = 0$ then $\partial E$ is the graph of a lipschitz function in a neighborhood of almost every $x \in \partial E \cap \Omega$.
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