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I n t r o d u c t i o n  

These notes, which are based on a graduate course and seminars given at Wes- 
leyan University in the fall of 1997, contain many of the main results of chromatic 
and density Ramsey theory in Z. This subfield of combinatorial number theory 
deserves attention due in part to the fact that  its principal theorems are (i) 
natural, (ii) easy to formulate, and (iii) non-trivial. These three features are 
hallmarks of the best in pure mathematics. 

Most of the results we treat  were originally proved combinatorially. We 
concentrate here on a variety of alternative approaches proceeding by way of 
topological dynamics and ergodic theory. Our goal is not to prove theorems of 
the greatest generality in the shortest amount of time, but to allow the reader 
to observe the methodology gradually unfolding. 

The problems we will be attacking fall roughly into three classes, which are 
perhaps best introduced by example. As it happens, one result in each category 
stands out as characteristic. 

V a n  d e r  W a e r d e n ' s  t h e o r e m .  

If the set of natural numbers N = {1, 2, 3,. �9 .} is partitioned into finitely many 
cells (or finitely colored), then one of the ceils contains arbitrarily long arithmetic 
progressions. This theorem, which settled a conjecture that  had been open for 
some time, was proved by van der Waerden in 1927 ([vdW]; see also [GRS]). It is 
perhaps (some experts may disagree) the prototypieal result of Rarnsey theory, a 
field that  takes its name from F. Ramsey, who in 1930 proved a similar theorem 
about finite colorings. (We describe it momentarily.) Loosely speaking, Ramsey 
theory pertains to the existence of monochromatic subsets for finite colorings 
of large structures. The results of this type we examine fall into two distinct 
categories, according to whether the sought after monochromatic configurations 
are finite (as in van der Waerden's theorem), or infinite. 

Ramsey's theorem is of the latter type. Moreover, it is a very appealing 
problem which is easily formulated: suppose you finitely color all two element 
subsets of natural numbers. Then for some infinite E C N, the set of all two 
element subsets of E is monochromatic. A finitistic version of the problem is 
often called the "party theorem" because it can be formulated as follows: let 
k E N. Then for any sufficiently large dinner party, you can find a group of k 
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people who are either (a) mutual  acquaintences all, or (b) complete strangers to 
one another. 

As a mat te r  of fact, quite a bit of computer  t ime has been devoted to the 
determination of exactly how large such a dinner par ty  must be for various values 
of k. I t  may be the rate at which this determination becomes intractible which 
causes such fervent interest. For k = 3, a par ty  of 6 is sufficient (you can check 
it by hand), for k = 4 it takes 18 (you'll want a PC for this), and for k = 5, 
amazingly, the best tha t  is known (as of July 1997) is tha t  it takes somewhere 
between 43 and 49. (For more "Ramsey numbers",  as well as an exhaustive list 
of references on the subject, the reader is referred to [Ra].) Ramsey theory of 
this type is clearly wonderful sport, however it is not our purpose to explore 
such fine points of optimization; our sole concern is with which monochromatic  
configurations are guaranteed, and not with how long it takes for them to show 
up. 

H i n d m a n ' s  theorem.  

A theorem of N. Hindman proved in 1974 ([H1]) is in many  ways a much bet- 
ter model than Ramsey 's  theorem for "infinitary" Ramsey theory. Take any 
sequence of natural  numbers (ni)~=l. Let P be the set of all finite sums taken 
from the sequence, where each member  may be summed only once, i.e. 

F =  { n i ~ + n i 2 + . - . + n i k  : k c N ,  i l < i 2  < ' " < i k } .  

F is said to be an IP-set. 
IP-sets are of mathemat ica l  interest in part  because they are "almost" closed 

under addition, in the sense tha t  if x and y are two members  of an IP-set  F which 
are formed by taking finite sums of two disjoint collections from the original 
generating sequence, then x + y is in F as well. This seemingly weak at t r ibute  
is sufficient to give IP-sets  many  of the properties one would expect might be 
reserved for "bigger" subsets of natural  numbers, such as subsemigroups of N 
(which are properly closed under addition). The reason this is impor tant  is that  
IP-sets, which can be terribly thin, almost wafery objects (consider tha t  there is 
no limit whatsoever on how fast the generating sequence (n~)i~l increases), are 
in a sense cheaper to come by than these other, bulkier types of sets. Indeed, 
Hindman 's  theorem is a kind of proof of this "cheapness". It  s tates tha t  for any 
finite coloring of the natural  numbers, there exist monochromatic  IP-sets. 

Hindman 's  theorem has definite aesthetic advantages over Ramsey 's  theo- 
rem, and a few practical ones as well. Most importantly,  it is much less trivial. 
Furthermore,  it is more relevant to the dynamical  approaches to Ramsey theory 
we are advocating. Also, Hindman 's  theorem has a precursor in the classical 
l i terature which makes it a most natural  question. Schur's theorem, one of the 
oldest Ramsey- type results, states tha t  for any finite coloring of the natural  num- 
bers, some two numbers and their sum occur in one color, tha t  is, there exists a 
monochromatic  configuration of the form {x, y, x + y}. Later  efforts established 
tha t  for any k, one could find k numbers and all of their sums (taken one at a 
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time) in a single color. Hindman's theorem is the natural infinitary extension 
of these classical results. Even so, it wasn't resolved until 58 years after Schur's 
theorem was proved. 

S z e m e r 4 d i ' s  t h e o r e m .  

At first sight, Szemer4di's theorem looks like a minor modification of van der 
Waerden's theorem. In terms of depth, however, this is hardly the case. When it 
was proved (in 1975), it settled a conjecture of ErdSs and TurSn which had been 
made 38 years earlier. The motivation for the ErdSs-Turs conjecture (see [ET]) 
was the question "why is it that  some cell of any finite parti t ion of the natural 
numbers contains arbitrarily long arithmetic progressions?" It is obvious that  
many sufficiently "sparse" subsets of the natural numbers, such as the powers of 
2, fail to contain arithmetic progressions even of length 3. Indeed, the sequence 
of squares 1,4, 9, 16, .- .  fails to contain an arithmetic progression of length 4 
(a theorem of Fermat). ErdSs and TurSn wondered if there might exist any 
subsets of N that  are not "sparse", and which yet fail to contain arbitrarily long 
arithmetic progressions. 

To be more precise, consider the following notion of "sparseness": a subset E 
of the natural numbers is said to be of zero density if limN--.o~ IEn{l'2'""g}l 0. N 
That  is, if the "percentage" of longer and longer initial blocks of the natural 
numbers taken up by E tends to zero. ErdSs and ffhrs conjecture is: let 
k E N. Any subset of N which fails to contain an arithmetic progression of 
length k must be of zero density. If true, this would imply van der Waerden's 
theorem, for in every finite partit ion of the natural numbers there is at least one 
cell which fails to be of zero density. 

The t ru th  of the conjecture is obvious for k = 1 and k = 2. K. Roth 
established the k = 3 case in 1952. In 1969, Szemer4di proved it for k = 4. 
Finally in 1975 Szemer4di's proof for general k appeared. 

Szemer4di's theorem is a very deep result whose original proof is not all 
that  accessible. H. Furstenberg reproved the result in 1977 by recasting it as 
a multiple recurrence theorem in ergodic theory. Hence ergodic Rarnsey theory. 
In the decade following this breakthrough, Furstenberg and his colleagues (espe- 
cially Y. Katznelson and B. Weiss) developed this new field, proving many new 
results in density Ramsey theory and reproving the results of chromatic Ramsey 
theory via both recurrence theorems in ergodic theory (for density results) and 
topological dynamics (for chromatic results). 

Two theorems of Furstenberg and Katznelson, in particular, marked suc- 
cessively more sizable jumps in non-triviality even from Szemer4di's theorem. 
They  are, in turn, a recurrence theorem for commuting IP-systems of measure 
preserving systems (1985) and a density version of the Hales-Jewett theorem 
(1991). These results lie beyond the scope of the current exposition, as do many 
other recent advances in the field (see for example [L], [BL3], [BM2], [G1], and 
[G2]). However most of the major results (at least in Z) up to and including 
a polynomial extension of SzemerSdi's theorem due to Bergelson and Leibman 
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([BL1]) are proved here. The reader is referred to IF2] and [B4] for further 
exposition of the subject. 

An effort is made in chapters 1-3 to be as self-contained as possible. (The 
graduate course they are taken from was given to first, second and third year 
students.) Accordingly, with only one exception all tha t  is needed (besides 
some degree of mathematical sophistication) is a bit of knowledge of abstract 
algebra (the reader should know what groups, semigroups, fields and vector 
spaces are). Familiarity with some point set topology and measure theory would 
be convenient, although most of what is needed in these areas is developed. 
Chapters 4 and 5 will only be found to be self-contained by those readers well- 
acquainted with ergodic theory. Throughout  the notes, many details of proofs 
and interesting facts are relegated to 213 exercises, most of which are located in 
the first three chapters. These exercises, which invite one to engage the subject 
mat ter  in a more active manner, are a distinguishing feature of this manuscript. 

I would finally like to acknowledge the considerable inspiration and sup- 
port I have been given in this undertaking, for which I am chiefly indebted to 
four notable people. The first of these is H. Furstenberg. Most of the methods 
contained in chapters 3-5 are either due to Furstenberg directly or are adapta- 
tions of methods culled from the work of he and his co-workers. Without  his 
monumental original contributions to the subject, it is senseless to imagine this 
volume ever coming to be. Most of my knowledge of finite sums systems and 
their combinatorial significance was obtained from N. Hindman, first by reading 
his papers, then in our subsequent collaboration. A. Fieldsteel was responsi- 
ble for inviting me to Wesleyan University and for suggesting that  I teach the 
course from which these notes are drawn, so in a moderately direct way he is 
responsible for their existence. Finally, it is my pleasure to thank V. Bergelson. 
Professor Bergelson guided my initiation into this subject and has pointed me 
in the direction of almost everything I know about it. If not for the infectious 
nature of his extraordinary enthusiasm for mathematics, I might well have taken 
up something different by now. 

A web page  associa ted  wi th  these notes will be ma in ta ined  at  w w w . m a t h . u m d . e d u /  r a n d a l l / e r t ,  
fea tur ing  solutions to selected exercises, addi t ional  exposit ion,  and a (hopeful ly shor t )  list of typo- 
graphica l  errors,  for which submissions are  welcome. 



Chapter 1 

Ramsey Theory and Topological 
Dynamics 

1 .1  P r e l i m i n a r i e s .  

If X is a set then a topology on X is a subset of the power set of X,  ~- c 
~ (X) ,  that  is closed under finite intersections, closed under arbitrary unions, 
and that  contains both X and ~. The members of T are called open sets and 
their complements are called closed sets. The collection of closed sets is therefore 
closed under finite unions and arbitrary intersections. The closure E of a set 
E C X is the intersection of all closed sets containing E. The pair (X, T) (or 
just X, if T is understood) is called a topological space. If E C X then we can 
create a topology $ on E by taking S to consist of all intersections of E with a 
member of T. We call this the induced topology on E. 

E x a m p l e .  (The cofinite topology.) Let X be any set and put T = {U C X : 
IUCl < ~ )  Then (X, T) is a topological space. 

A metric on a set X is a function p : X • X --* [0 ,~ )  with p (x , y )  = 0 if 
and only if x = y and with p (x , z )  < p (x , y )  + p (y , z )  for all x , y , z  E X. The 
pair (X, p) (again, just X if p is understood) is called a metric space. 

E x a m p l e .  Let R be the set of real numbers and put p(x,  y) = [x - Yl, x, y E R .  
Then p is a metric. 

A metric space has a natural topology consisting of those sets U having the 
property that for every x c U, there exists c > 0 such that  B~(x) = {y E X : 
p ( x , y )  < e} C U. For any topological space (X, T), if there is a metric on X 
such that  the topology induced by p in this fashion is just T, then the space 
(X, T) is called metrizable. (Not every topological space is metrizable.) 

A sequence (xn)~__l in a topological space is said to converge to x E X, and 
we write either lim~__.~ x~ = x or x~ --~ x as n -~ ~ ,  if for every open set U 
containing x (such sets are called neighborhoods of x), xn C U but for finitely 
many n. 
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A topological space X is said to be compact if for every collection of open 
sets whose union is X (such a collection is called an open cover) there exists a 
finite subcollection still covering X. Equivalently, X is compact if its collection 
of closed sets has the finite intersection property; namely, if every sub-collection 
of closed sets, any finitely many of which have non-empty intersection, has non- 
empty intersection. For metric spaces, compactness is equivalent to sequential 
compactness: the property that every sequence in X have a convergent subse- 
quence. 

A necessary and sufficient condition for a metric space X to be compact is 

that  it be totally bounded and complete. X is totally bounded if for every e > 0 
there exists a finite set { x l , - . . , x k }  C X having the property that  for every 
y E X there exists i, 1 < i _< k, with p(y, xi) < E. (Such a set {Xl , . . . , xk}  
is called an e-net.) X is complete if every Cauchy sequence in X converges 

X cx~ (( ,~),~=1 is Cauchy if for every e > 0 there exists k E N such that  p(x,,, xm) < 
whenever n, m > k). 

If X is a set and G is a family of its subsets, then the topology T generated 
by G consists of all unions of families of sets each of whose elements are finite 
intersections of the members of G. We say that ~ is a subbasis for T. 

E x a m p l e .  Let ~ consist of all unbounded open intervals in R (namely those of 
the form either ( - ~ ,  a) or (a, oe) for some a E R. The topology generated by 
G on R is the usual topology (namely, the open sets are precisely those which 
can be expressed as the union of some collection of open intervals). 

If X and Y are topological spaces then a function T : X --+ Y is said to be 
continuous if for every open set U in Y, the pre-image T -  1 U = {x E X : Tx E U} 
is open in X. If the topologies are given by metrics, say p on X and rj on Y, 
this is equivalent to the condition that  for every x E X and every e > 0 there 
exists 5 > 0 such that p(x, z) < 5 implies r](Tx, Tz) < e. Continuous maps T 
on a compact space X are uniformly continuous; that  is, for every e > 0 there 
exists 5 > 0 such that  p(x, z) < 5 implies 7](Tx, Tz) < e (the difference between 
this condition and continuity is that  5 doesn't depend on x). If T : X --* Y is 
one-to-one and onto (i.e. a bijection) and both T and T -1 are continuous then 
T is said to be a homeomorphism. We call a continuous function T : X --~ X 
a transformation. If it is a homeomorphism, the transformation T is said to be 
invertible. We note that  if T : X --~ Y is continuous and B C X is compact (that 
is, in the induced topology), then the image of B under T, T B  = {Tx : x E B}, 
is also compact. 

If I is a set and for every i E I,  Xi is a set, then we denote by l-I~eI X~ the 
set of "I-tuples" (xi)ieI with xi E X~, i E I. (That this set has members in the 
event that  all of the Xi's are non-empty is the axiom of choice. We use the axiom 
of choice and its equivalent formulations, Zorn's Lemma and the possibility of 
well-ordering any set, freely.) If for all i E I,  Xi is a topological space, then 
the product topology on [LEI Xi is the topology generated by sets of the form 
{(xi)~ex : xj E Uj}, where j E I is fixed and Uj C Xj is open. Tychonoff 's 
theorem (itself equivalent to the axiom of choice as well) states that  if Xi is 
compact for all i then I-LeI x i  is compact in the product topology. If every 
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Xi is the same space, say X, then we will write X r for r L c r  x i .  In general if 
X is a compact metric space and I is countable then X I will be compact and 
metrizable. 

A subset U C X is called residual if it contains a countable intersection of 
dense open sets. Equivalently, if U c is a countable union of nowhere dense sets 
(a set is nowhere dense if its closure contains non-empty open sets). In complete 
metric spaces, residual sets are non-empty. (This is the Baire category theorem.) 
Indeed, in some sense, they are quite large. The complement of a residual set is 
called a set of first category. 

A relation on a set Z is a subset of Z • Z. A relation 3 C Z • Z with the 
properties: 

(a) if (x,y)  E $ and (y,x) E g then x = y, 
(b) if (x, y) E g and (y, z) �9 s then (x, z) �9 Z, and 
(c) (x,x) �9 g for a11x �9 Z. 

will be called a partial order on Z. If E is a relation then we may write x -~ y 
if and only if (x, y) �9 g, and say simply that "-~" is a partial order on Z. 

E x a m p l e .  Let X be a set and let Z = 7)(X) be the power set of X. Then C 
(inclusion) is a partial order on Z. 

Suppose that  Z is a set, < is a partial order on Z, and 7- C Z has the 
property that for every x, y �9 7., either x -~ y or y -< z. Then 27- will be called a 
totally ordered set, or a chain. If z �9 Z has the property that  x �9 Z and x ~ z 
implies that  x = z, then z will be called a minimal element of Z relative to 4.  
Zorn's Lemma (which is equivalent to the axiom of choice) states that  if -~ is 
a partial order on Z and every totally ordered subset 7- C Z is bounded from 
below (that is, there exists y �9 Z such that y -~ x for all x �9 7.), then there 
exists a minimal element z �9 Z. 

E x a m p l e .  (An application of Zorn's Lemma.) Let X be a compact topological 
space. We claim that  there exists a minimal non-empty closed set B in X. (This 
is not obvious. There are topological spaces for which singletons are not closed 
sets.) Let Z be the family of non-empty closed subsets of X. Z is partially 
ordered by C. Let 7- be a totally ordered subset of Z. Putt ing C = Nvc~- V, C 
is non-empty by the finite intersection property. (The intersection of any finite 
subset of 7- is equal to the least element of that  subset and hence non-empty.) 
Moreover C C V for every V �9 7-, so the hypotheses of Zorn's Lemma are met 
and there exists a non-empty, minimal closed subset of X relative to C. 

1 . 2  V a n  d e r  W a e r d e n ' s  t h e o r e m .  

A (perhaps the) fundamental result of Ramsey theory is van der Waerden's 
theorem ([vdW]; see also [GRS]), which has many equivalent formulations. The 
most basic is: 

v d W l .  Let k , r  E N. If N = [-Ji=l C~ then some C~ contains an arithmetic 
progression of length k. 



8 Chapter 1. Ramsey Theory and Topological Dynamics 

Here is another formulation, which is finitistic. 

v d W 2 .  Let k , r  C N. There exists N = N ( k , r )  E N with the property 
that  for any partition {1,2,. ,N}  ~ C "" = Ui=l i some Ci contains an arithmetic 
progression of length k. 

Our last purely combinatorial formulation of van der Waerden's theorem is 
the following a]fine form, which uses the following notion: If F C N, then an 
affine image of F is a set of the form a + bF = {a + bf  : f E F},  where a, b E G 
with b ~ 0. 

v d W 3 .  For any finite partition of N, one of the cells contains affine images of 
every finite set. 

E x e r c i s e  1.1. Prove that v d W l - 3  are equivalent. 

E x e r c i s e  1.2. Prove that v d W l  and v d W 3  are equivalent to the statements 
which would result by changing N to Z in their formulation. 

Exe rc i s e  1.3. Prove that if v d W 2  holds for r = 2 and all k then it holds in 
general. 

The reader may wish to try and prove van der Waerden's theorem for specific 
values of r and k. For k = 2, things are easy. For k = 3, r = 2 (the first non- 
trivial case), things still aren't  so bad. The following exercise may offer a fair 
amount of amusement, however. 

E x e r c i s e  1.4. Find an upper bound for N(3, 3). 

A few words about the terminology of partitions are in order: the sets of a 
partition (the cells, that  is) are often termed colors, and by the color of a point 
we mean the cell to which it belongs. Hence, a partition into two cells is also 
called a 2-coloring. A configuration (such as an arithmetic progression) which is 
contained in a single cell of the partition is called monochromatic. We are now 
ready to offer a loose definition of Ramsey theory. 

Ramsey theory is a collection of results which, given a fi- 
nite coloring of some structure, guarantee the existence of 
certain monochromatic configurations or substructures. 

In this chapter we will concentrate on monochromatic configurations, post- 
poning the matter of monochromatic substructures to the next. Throughout,  
we will be utilizing the methods of topological dynamics; that  is, we consider 
topological spaces and their continuous self-maps. This approach to Ramsey 
theory was pioneered by Furstenberg and Weiss (see [FW], [F2]). In order to 
accomplish this, we will need to formulate results in this setting which are equiv- 
alent to (or at least imply) the corresponding Ramsey-theoretic theorems under 
consideration. Here is our first example of such a result. 

v d W 4 .  ([FW].) Let k C N and c > 0. For any compact metric space X 
and continuous map T : X -~ X there exist x E X and n C N such that 
p(x, T~nx) < e, 1 <_ i < k. 
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The  label v d W 4  we have given this theorem ,suggests t h a t  it is another  
formulat ion of van der Waerden 's  theorem. This is in fact the  case. We will now 
argue t h a t  v d W 4  implies v d W l ,  leaving the reverse implicat ion as an exercise. 

Let  k, r E N and suppose tha t  N = Ui=l  c i .  In  order  to  apply v d W 4  we 
need to  use our par t i t ion  to  const ruct  a topological space X and a continuous 
self-map T of X.  Let 

Q =  { 1 , ' " , r }  N = {7 : N - - * { 1 , . . . , r } }  

be the  set of all sequences taking values in {1,. - �9 r}. For "y E ~,  define T~/E ~1 
by T~y(n) = 7(n + 1). T is called the shift on ft. 

E x e r c i s e  1.5. Show that :  
(a) ~1 is a compact  metric space with metric p(% ~) = 1 r n i n { k : ~ / ( k ) ~ f ( k )  } " 

(b) T : f~ --* ft is continuous. 
(c) Tnv(t)  = ~/(n + t) for n, t E N.  

1 if and only if v ( J )  = ~(J)  1 < j < n.  (d) p ( % ~ ) < ~  , _ _ 

The  par t i t ion N = U ~ l  c~ may  be used to define a point  a E f~ by a ( n )  = i 

if and only if n e Ci. Let  X = { T m a  : m c N}.  

E x e r c i s e  1.6.  Show tha t  the restriction of T to X is a continuous self-map of 
X.  

The  pair (X, T) is an example of a dynamical system. (Actually, (fl, T) is a 
dynamical  sys tem as well, but,  having nothing whatsoever  to do with our  given 
part i t ion,  isn ' t  the one we are interested in right now.) We are ready  to apply 
v d W 4  to  the sys tem (X, T). 

By  v d W 4  there exists x c X and n E N such tha t  p(x, Tinx)  < 1, 1 _< i < 
k. In  particular,  x(1) = Tnx(1)  . . . . .  T(k-1)nx(1) ,  or 

x(1) = x (n  + I )  = x (2n  + 1) . . . . .  x ( (k  - 1)n + 1). 

But  x c X = {Tma : m C N},  meaning tha t  for some m C N we have 
1 p(Tma, x) < (k-1)n+l" In particular,  if we let i = x(1) this gives 

i = Tma(1 )  = Tma(n  + 1) = T'~a(2n + 1) . . . . .  Tmc~((k - 1)n + 1), 

o r  

i = a ( m + 1 ) = a ( m + 1 + n ) = ~ ( m § 2 4 7  . . . . .  a ( m + l + ( k - 1 ) n ) .  

In  other  words, the k- term ari thmetic  progression 

{ (m  + 1), (m + 1) + n, (m + 1) + 2 n , . . . ,  (m + 1) + (k - 1)n}  

is eontained in Ci. 

[] 
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E x e r c i s e  1.7. Show that  v d W l  implies v d W 4 .  

The primary purpose of these notes is to show methods for proving Ramsey 
theory results via dynamics. However, we will at times give or at least sketch 
combinatorial proofs to many of the results, partly in order to compare the 
methods and partly out of independent interest. In the next few sections we will 
be giving dynamical proofs of various extensions of van der Waerden's theorem. 
Right now, let us examine a combinatorial proof. 

We will work Exercise 1.4 in such a way as may be adapted to an inductive 
(and entirely combinatorial) proof of van der Waerden's theorem. (We'll leave 
the necessary adaptations as exercises.) All that  we assume is that  N(2, r), 
r E N, has been previously determined. (Of course, one easily verifies that  
N(2, r) = r + 1.) The following exercise is needed for the proof. For it, we 
introduce the notation x ~ y, which means that x and y lie in the same cell of 
a partition. 

E x e r c i s e  1.8. Show that  if M = N(2,3  k) + k then for any 3-coloring of 
{1,- - �9 M} there exists a recurrent k-block. That  is, for some positive integers 
m and n we have 

m ~ ( r n + n ) ,  ( m + l ) ~ ( m + n + l ) ,  . . . , ( m + k - 1 ) , - ~ ( m + n + k - 1 ) .  

We now commence with the solution to Exercise 1.4. Let 

M1 = N(2, 3), 

M2 = N(2,3  2M') + 2M1, 

M3 = N(2,3 2M2) +2M2.  

We claim that  N(3, 3) _< 2M3. To see this, let {1 , . . . ,  2M3} = C1 U C2 U C3 be 
an arbitrary 3-cell partition. 

By the previous exercise and the definition of M3 there exist a recurrent 
2M2-block in {1 , . . . ,  M3}, say 

{s,s + l , . . . , s  + 2M2 - 1 }  ~ {s + n3,s + l + n3 , . . . , s  + 2M2 - 1 +  n3}. 

Likewise, {s, s + 1 , - . . ,  s + M2 - 1} contains a recurrent 2Ml-block, say 

{t,t + 1 , . . . , t + 2 M 1  - 1} ~ { t + n z , t + n 2  + 1 , . . . , t + n 2  + 2 M 1  - 1}. 

Finally {t, t + 1 , . . . ,  t + M1 - 1} contains a recurrent element, say x ~ (x + hi).  
Since x + nl is contained in a block which recurs after a gap of n2, and since 
x + n l  + n 2  is contained in a block which recurs after a gap of n3, we may write, 
reindexing the cells if necessary, 

{ x , x + n l , x + n l  + n 2 , x + n l  + n 2  + n 3 }  C C1. 
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If x + 2nl E C1 then {x, x + nl ,  x + 2nl} C C1 and we are done. If  not, then we 
may write (again reindexing if necessary) 

{x + 2n : , x  + 2nl + n2, x + 2nl + n2 + n 3 }  C C2. 

If now x + 2nl + 2n2 E C1 then {x, x + nl q- n2, x + 2nl q- 2n2} C C1 and we are 
done, while if x + 2 n l  +2n2 6 C2 then { x + 2 n l ,  x + 2 n l  +n2,  x + 2 n l  +2n2} C C2 
and we are done. Suppose then that  x + 2nl + 2n2 E C3. Then 

{ x + 2 n l + 2 n 2 , x + 2 n l + 2 n 2 + n 3 } C C 3 .  

We leave it to the reader to verify tha t  no mat ter  which cell x + 2nl + 2n2 + 2n3 
lies in, it forms part  of a monochromatic 3-progression. 

[] 

E x e r c i s e  1.9. Let r C N be arbitrary. Modify the above argument  to find an 
upper bound for N(3,  r) in terms of various values of N(2,  t). 

E x e r c i s e  1.10. Let k, r C N be arbitary. Modify the above argument  to find an 
upper  bound for N(k,  r) in terms of various values of N(k  - 1, t), thus providing 
a proof of van der Waerden's  theorem. 

1 . 3  M u l t i d i m e n s i o n a l  v a n  d e r  W a e r d e n :  G a l l a i ' s  t h e o r e m .  

Van der Waerden's  theorem, which deals with colorings of N (or Z), admits 
a natural  N k (or Z k) generalization. This multidimensional van der Waerden 
theorem (see for example [F2]), due to Gallai (also called Griinwald in the lit- 
erature),  has as van der Waerden's theorem does many equivalent formulations. 
First we give an affine form. Notice that  the case k = 1 is just v d W 3 .  

M v d W 3 .  Let k C N. For any finite parti t ion of Z k one of the cells contains 
affine images of every finite set. 

Notice that  we choose to live in Z k rather than in N k. We'll have more to 
say about  this later. 

E x e r c i s e  1.11. Formulate versions of Gallai 's theorem M v d W l  and M v d W 2  
by analogy with v d W l  and v d W 2  from the first section. Prove their equiva- 
lence with M v d W 3 .  

Here now is a topological dynamics version of the theorem. It  is this version 
whose proof we will sketch at the end of the section. 

MvdW4. ([FW].) Let k E N and ~ > 0. If X is a compact metric space and 

T1," �9 -, Tk are commuting homeomorphisms of X then there exists x 6 X and 

n E Z ,  n ~ 0 ,  s u c h t h a t p ( x , T ~ x )  <c,  l < i < k .  

In the last section we showed how a topological recurrence result gave rise 
to a chromatic result and left the reverse implication as an exercise. Here we will 
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do the opposite, showing that  M v d W 3  gives M v d W 4  and leaving the converse 
to an exercise. 

Suppose then tha t  k C N,  E > 0, X is a compact  metric space and T 1 , " . ,  Tk 
are commuting homeomorphisms of X. Let U1, - . . ,  Ur be a covering of X by 
pairwise disjoint sets of less than e diameter. Let y E X and determine a 
part i t ion Z k r C = U i = l  i b y t h e r u l e ( n l , ' " , n k )  c C~ if and only if T~ 1 . . . 7 ~  k y E  
Ui. According to M v d W 3 ,  one of the cells C~ contains an affine image of the 
set 

F = { ( 0 , . . . , 0 ) , ( 1 , 0 , - . . , 0 ) , ( 0 , 1 , 0 , . . . , 0 ) , . . . , ( 0 , . . . , 0 , 1 ) } .  (1.1) 

Tha t  is, there exists ( n l , ' . .  ,nk) E Z k and n E Z, n ~ 0, such tha t  

( n l , ' ' ' ,  nk) -~ F = {(h i , " ' - ,  nk), (nl ~- n, n2, ' -  ", nk), 

( n l , n 2 ~ - n ,  n 3 , - . . , n k ) , . . - , ( n l , . - . , n k - l , n k + n ) }  C Ci. 

Letting x -= T~ 1.. .T~ky, we then have {x,T~x, . . .  ,T~x} C Ui. Since Ui is of 
diameter  less than  e, we are done. 

[] 

E x e r c i s e  1.12. Show that  M v d W 4  implies M v d W 3 .  

The proof just given uses only arlene images of the very special configura- 
tions (1.1) (we call such configurations simplices), suggesting tha t  the following 
formulation, which does not on the face of it seem as strong as M v d W 3 ,  is in 
fact equivalent to it. 

M v d W h .  Let k E N. For any finite parti t ion of Z k, one of the cells contains 
an affine image of the set 

{ ( 0 , . . . , 0 ) , ( 1 , 0 , . . . , 0 ) , ( 0 , 1 , 0 , . . . , 0 ) , . - . ( 0 , . - . , 0 , 1 ) } .  

E x e r c i s e  1.13. Tell why M v d W 5  is equivalent to the other formulations of the 
multidimensional van der Waerden theorem, but that  the case k = 1 of M v d W 5  
is weaker than  the case k = 1 of M v d W 3 .  

E x e r c i s e  1.14. Prove directly (that is, without recourse to a dynamical  argu- 
ment) from the case k = 2 of M v d W 5  tha t  for any finite coloring of Z one has 
a monochromatic  arithmetic progression of length 3. 

We will now indicate the way to a proof (by induction on k) of the topo- 
logical multidimensional van der Waerden theorem M v d W 4 .  The proof follows 
[BPT]. 

If X is a compact  metric space and $1,- �9 -, St are commuting continuous 
homeomorphisms of X,  then (X, $1, ' . . ,  St) is an example of a dynamical system. 
(We have used this terminology already in the case t = 1.) If Y C X and 
S i - IY C Y, 1 < i < t, then Y is said to be an invariant set. 

E x e r c i s e  1.15. Prove using Zorn's Lemma that  if (X, S1 , . - . ,  St) is a dynamical  
system then there exists a non-empty, minimal closed invariant set Y, tha t  is, 



1.3 Gallai's theorem 13 

a closed invariant set Y none of whose proper non-empty subsets are closed 
and invariant. Show tha t  the restriction of Si to Y is a homeomorphism of Y, 
l < i < k .  

Consider, for k C N,  the following two statements: 

Sk: For every e > 0 and every compact  metric space X,  if T 1 , . . - , T k  are com- 
muting homeomorphisms of X then there exists x c X and n E N such that  
p(x ,T~x)  < e, l < i < k. 

Tk: For every e > 0 and every compact  metric space X,  if T1, . . .  ,Tk and R 
are commuting homeomorphisms of X such tha t  (X, T1," �9 �9 Tk, R) is a minimal 
system ( that  is, X is a minimal closed invariant set for this family of home- 
omorphisms), then for every non-empty open set U there exists n c N such 
tha t  

U M T I ' ~ U N . . . N T [ n u  ~ r  

:Yk states, in effect, that in a minimal system every non-empty open set 
is multiply recurrent. We remark that the minimality condition is necessary. 
Indeed, let X = [0, I] and put Tx = x 2. Then T is a (non-minimal) homeomor- 
phism, but the set i 1 (~, ~) never comes back to itself under T. 

In order to prove MvdW4 it is sufficient to show that Sk holds for all 
k E N .  

E x e r c i s e  1.16. Show that  81 holds. 

Our method of proof is induction on k and consists of two steps: Sk ~ Tk 
and ~ =~ Sk-kl- 

Sk =~ Tk: Suppose tha t  (X, T1, . . .  ,Tk, R) is a minimal system and U C X is 
open and non-empty. Choose u E U and e > 0 such tha t  B~(u) C U and let 
V -- B~(u)  C U. Then any member  o f X  a distance of less than ~ from V 
will be contained in U. Let G be the group of homeomorphisms generated by 
T1, . , .  ,Tk, R. 

E x e r c i s e  1.17. Use minimality to show tha t  Usea  S - 1 V  =: X .  

Hence by compactness of X there exist S 1 , . . . , S r  ~ G such tha t  X = 
U[=l S; iv. 

E x e r c i s e  1.18. There exists 5 > 0 so small that ,  for all y, z E X ,  p(y, z) < 5 
implies p(Siy, Siz) < ~, 1 < i < r. 

According to Sk, there exists y C X and n C N such l:hat p(y, Tny)  < 5, 
1 < i < k. Fix j with y c S ; I V  and set x -- Sjy. Then x E V, and moreover 
by the properties of 5, p(x, T~x)  < ~, 1 < i < k. Hence {x, T ~ x , . . . ,  T~x}  C U, 
tha t  is, x E (V r~ T ~ U  n . . . n T[~U) .  

All tha t  remains for the proof of M v d W 4  is tha t  ~ implies $k+1. We do 
this for k = 2 (all the ideas needed are present here) and leave the general case 
as an exercise. 
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~ $3: Let X be a compact  metric space and suppose tha t  TI,T2,T3 are 
commuting homeomorphisms of X .  B y  Exercise  1.15 we may assume tha t  the 
system (X, T1, T2,2"3) is minimal. 

Let U0 be a non-empty open set of diameter  < 2" By IT2 there exists nl ~ N 
such that  (U0 r-) (T1T~I)-nIUo N (T2T~-I)-'~IUo) ~ O. Let U 1 be a non-empty 

c such that  open subset of diameter < 

U~ c T j  nx (UoN(T~ T~)-nI  UoN(T2T~ )-n'Uo) = (Tffn~ UoNT2-n' UoNT3nl Uo). 

Suppose now that  non-empty open sets of diameter  < ~ U0, U1, - �9 �9 Ut and 
nl, . . . ,nl  E N have been chosen such that:  

Uj c(T~(~J+nJ-'+"'+n'+')Ui N T2-(w+~J-'++~'+')Ui 
(1.2) 

n T~('~J+'~-l+'+n~+~)Ui), 1 < i < j < I. 

We want to choose Ul+l and nl+l such that  (1.2) is valid with l replaced by l + 1 .  
U. oo oo This will establish that  sequences ( ~)n=0 and (hi ) i=  1 m a y  be chosen so that  

(1.2) holds for all l E N. 
B y  T2 there exists nl+l such that  (UIN(T1T~I)-~z+*U1N(T2T~-I)-"z+IU1) 

0. Let Ul+l be a non-empty open set of diameter  < ~ such tha t  

Ul+l C T3n'+'(Ul n (TIT31)-n'+'U, A (T2T~-I)-n'+~UI) 

Using this inclusion together with the case j = l of  (1.2) gives 

Ul+~ c(Tl-(n'+'+n'+'"+"'+I)U~ n T2-(~'+'+~"'+"+n'+')g~n 
T~('~'+'+n'+'"+n"+i)Ui), 0 <_ i < l + 1. 

U, oo i t  oc Suppose now that  ( ~)~=0 and ( ~)i=1 have been chosen such tha t  (1.2) 
holds for all l E N. Let x~ C b~, n = 0 ,1 , . . - .  By compactness we have 
p(x~,xj) < ~ for some i < j .  Moreover, (1.2) tells us tha t  if we let n = 
nj +n j -1  + ' "  +ni+l then {T~x j ,T~x j ,T~x j }  c U~. But xi C U~ as well, and 
the diameter  of U~ is less than ~. Therefore, p(xj, T~xj)  < e, m = 1, 2, 3. Let 
X ~ X j .  

[] 

E x e r c i s e  1.19. Modify the proof above to show that  Tk ~ Sk+l for k > 2, thus 
completing the proof of M v d W 4 .  

Let us give one last, minimal formulation of Gallai 's theorem, which is 
motivated by the iYk property of the proof. 

M v d W 6 .  Let k E N. If  (X, T1 , . . - ,  Tk) is a minimal system and U is a non- 
empty  open set then there exists n ~ N such that  

UNTlnUN. . .NT~nU #O. 
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The special case of M v d W 6  which corresponds to the Ti's being powers 
of the same operator T is important for the next section, hence we formulate it 
separately. 

v d W 5 .  Let k E N and l l , . . .  , 4  E Z. If ( X , T )  is a minimal system and U is a 
non-empty open set then there exists n E N such that  

U n T - ~ ' ~ U  n . . . ~ T-~k~U ~ O. 

E x e r c i s e  1.20. Show that v d W 5  is equivalent to v d W l - 4 .  

E x e r c i s e  1.21. Show that if (X, S1, $2,. �9 �9 St) is minimal then the set of x E X 
n ~ S ~ k x ~ x  = " for which there exists a sequence ( k)k=l C N with for i 1, 2, �9 t 

simultaneously is residual. 

The proof given in this section, while having a certain combinatorial flavor, 
is different than traditional combinatorial proofs (such as the one outlined in 
the last section) in that  no iterative applications of previously determined finite 
bounds are required for the inductive step. The topological structure, in partic- 
ular the existence of minimal subsystems, is what makes this possible. Indeed, 
consider that  van der Waerden's theorem is equivalent to the statement that  for 
every r and k, if V E X = {1, 2, �9 �9 �9 r} z then letter occurs in ~/along an arith- 
metic progression of length k. If it should happen that  the orbit closure of 7 
under the shift is minimal, things become simpler because of the following fact, 
for which we need a definition: if G is an abelian semigroup, then a set E c G is 
said to be syndetic if there exists a finite set F C G such that  G = U ~ F  g - 1 E ,  

where g - l E  = {s E G : gs E E} .  Once may check that in Z or N the syndetic 
sets are those with bounded gaps; namely, those E for which there exists N E N 
having the property that  for every a, one of a, a + 1, �9 - �9 a + N - 1 lies in E. 

E x e r c i s e  1.22. If (X, T) is minimal then every x C X is uniformly recurrent; 
namely, for every neighborhood U of x the set {n : T ~ x  C U} is syndetic. 

In the present context, this means that  if V is a member of a minimal 
set in X then every finite word occuring in "/occurs syndetically. In order to 
show that  some letter occurs in ? along arithmetic progressions of length k, 
the combinatorial proof outlined in the previous section of course works, but 
may be simplifed considerably. Indeed, consider that  Exercise 1.8, that  any 
long enough interval contains some recurrent block of fixed length, becomes 
unnecessary; every block recurs. Thus the need to specify M ] , M 2 ,  M3 , . . "  in 
advance is eliminated. 

Of course, " /need not be a member of minimal set. Nevertheless, observe 
that  if ~ is in the orbit closure of 7 then every finite word, and hence every 
monochromatic arithmetic progression, occuring in ~ occurs in 7 as well (up to 
a shift). By choosing ~ in a minimal subset of the orbit closure of 7, therefore, 
we gain all of the aforementioned advantages without sacrificing anything. 
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1 . 4  A p o l y n o m i a l  v a n  d e r  W a e r d e n  t h e o r e m .  

In [BL1] V. Bergelson and A. Leibman proved a "polynomialized" extension of 
van der Waerden's  theorem. We will s tate and outline the proof of a special, 
one-dimensional case of their result. The general, multidimensional version will 
be formulated at the end of the section, although the question of its proof will 
be deferred until Section 1.7. 

P v d W l .  Let r E N and suppose A C Z[x] is a finite family of polynomials 
containing 0 with p(0) = 0, p C A. For any r-coloring of Z there exists a 
monochromatic  configuration of the form 

{ m + p ( n ) : p C A } ,  m, n E Z ,  n # O .  

Notice tha t  the case of polynomial families A containing only linear poly- 
nomials corresponds to van der Waerden's theorem. Here now is a dynamical  
formulation of the polynomial van der Waerden theorem. 

P v d W 2 .  Suppose A C Z[x] is finite with p(0) = 0, p C A. If (X,T)  is a 
dynamical  system (where T is a homeomorphism) and e > 0 then there exists 
x E X and n C Z, n # 0, such that  p(x, TP(~')x) < c, p C A. 

The fifll proof of P v d W 2  will be outlined in a series of exercises. Right 
now we will demonstrate  the method by doing the simplest non-linear case. 

P r o o f  of P v d W 2  for A = {0, n2}. As usual we may assume tha t  the system 
(X, T) is minimal. 

We claim it is possible to construct sequences (Ui)i~0 of open sets of diam- 
eter < ~ and natural  numbers (ni)i~l such tha t  

T("~+'~J-~+'"+~'+~)2Uj c U~, 0 < i < j. (1.3) 

Let U0 be any non-empty open set of diameter  < ~. Pick nl  E N and let U1 

be a non-empty set of diameter < ~ with U1 c T-n~Uo. Suppose U0, U1 , . . . ,  Ul 
and n l , . - . ,  nl have been chosen. By v d W 5  there exists nl+l E N such tha t  

Let Uz+l be a non-empty open set of diameter < ~ such tha t  

Uz+l C T-'~+I(UIAT-2~nz+IU1AT-2(n~+~z-1)n~+IU1M "" .MT-2(nz+"'+n~)nz+iUz). 

E x e r c i s e  1.23. The sequences (Ui)i~=o and (ni)i~=l so constructed satisfy (1.3). 

Let now xi E Ui, i -- 0, 1 , . - . .  By compactness there exists i < j with 
= .. p(T x j , x J  < p(xi, xj) < ~. Letting n n j+n j_ l+  -+h i+ l ,  we have by (1.3) n2 

n 2 _c It  follows tha t  p(xy,T xj) < e. Let x = x j  
2 "  
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[] 

Notice tha t  the proof uses the minimal linear van der Waerden theorem 
v d W h .  As a mat te r  of fact, v d W 5  and a minor modification of the above 
argument are sufficient to handle any finite family of second degree polynomials 
whose leading coefficients are equal. 

E x e r c i s e  1.24. Modify the proof above to supply a proof via v d W 5  of P v d W 2  
for the case A = {0, n 2 + an, n 2 + bn}, where a, b �9 Z. Explain why the method 
will also work for any family of the form {0, cn 2 + a ln ,  cn 2 + a2n, �9 �9 �9 cn 2 + akn} .  

E x e r c i s e  1.25. Provide a proof of P v d W 2  for the family {0, n, n 2} (use Exer- 
cise 1.24). Generalize to families containing a single quadratic polynomial and 
finitely many linear polynomials. 

The simplest family of polynomials for which we have yet to see a proof 
of P v d W 2  is something like {O,n, n 2 , n  2 + n} .  As it turns out, the minimal 
linear van der Waerden theorem v d W 5  is, by itself, an insufficient tool for the 
handling of this case. Wha t  we need is a minimal version of the case dealt with 
in Exercise 1.24. To this end let us first formulate a minimal version of the 
polynomial van der Waerden theorem in general. 

P v d W 3 .  Suppose A C Z[x] is a finite family of polynomials containing 0 and 
such tha t  p(0) = 0, p �9 A. If (X, T) is a minimal dynamical  system (where T 
is a homeomorphism) and U is a non-empty open set then there exists n �9 Z, 
n ~ O, such tha t  

( n 
pcA 

The following exercise satisfies our immediate need and will be of later use 
as well. 

E x e r c i s e  1.26. Show tha t  if P v d W 2  holds for a certain family of polynomials 
A then P v d W 3  holds for A as well. 

E x e r c i s e  1.27. Using P v d W 3  show, under the conditions appearing there, 
n o o  tha t  the set of x E X for which there exists a sequence ( k)k=l C N such that  

TP(nk)x ---+ x for all p E A simultaneously is residual. 

P r o o f  of P v d W 2  for A = {0, n, n 2, n 2 + n}. In anticipation of the general case 
we will adopt  a few notational conveniences. Let p l ( n )  = n, p2(n) = n 2 and 
p3(n) = n 2 + n. More importantly,  if p(x )  E Z[x] we will write p(2)(x, y) = 
p ( x  + y) - p ( x )  - p (y ) .  

E x e r c i s e  1.28. If 0 # p(x )  �9 Z[x] w i t h p ( 0 )  = 0 and n e N then q(x)  = 
p(2)(n, z )  �9 Z[x] satisfies q(0) = 0 and degq -- d e g p -  1. 

o o  We assume tha t  (X, T) is minimal. Let e > 0. We seek a sequence (U~)i=o 
of non-empty open sets having diameter < ~ and a sequence (n~)~l  C N such 
that 

TPk(nJ+~J-I+"'+~+I)Uj c U~, 0 <_ i < j ,  k = 1,2,3. (1.4) 
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Let U0 be a non-empty open set of diameter < ~. Notice that,  writing (P2 - 
Pl)(x) = p2 (x) - Pl (x) and (P3 - Pl)(x) = P3 (x) - Pl (x), (P2 - Pl) and (P3 - Pl) 
are quadratic polynomials having the same leading coefficient, so that  {0, (P2 - 
P~), (P3 - Pl)} is a family of the type considered in Exercise 1.24. Therefore by 
this exercise, together with Exercise 1.26, we may pick nl  C N such that  

(Uo n T-(P~-v:)(n~)U o n T-(P3-m)(n~)Uo) # O. 

with Let U1 be a non-empty set of diameter < 

U1 C T-Px(nl)(Uo f~ T-(P2-Pl)(nl)Uo N T-(P3-Pl)(nl)Uo) 

= (T-PI(nl)Uo n T-P2(nl)Uo fq T-P3(nl)Uo) 

Then (1.4) holds for i = 0, j = 1. 
Suppose U0, UI , . - . ,  Ul and n l , . . . ,  nt have been chosen. The family 

A'  = { (Pk -- Pl ) (x) , (Pk  -- Pl)(X) + p(2)(hi, x), (Pk -- P l ) (x )  + p(2)(nl-1 + nt, x), 

" " , ( P k  - P l ) (x )  + P(2)(nl + " "  + n t , x )  : k = 1 , 2 }  

is again of the Exercise 1.24 type. Hence, there exists nt+l E N such that  

T-q(n~+~)Ul ~ O. 
q~A' 

such that  Let Ut+l be a non-empty open set of diameter < 

UI+I C T-pl(nz+~)( N T-q(nz+x)U1) " 
qEA 

c c  r t  o ~  E x e r c i s e  1.29. Show that  the sequences (Ui)i=o and ( i)i=l satisfy (1.4). 
Complete the proof. 

[] 

E x e r c i s e  1.30. Modify the above proof to show that  P v d W 2  holds for families 
of the form A = {0, an, bn 2 + cln,  bn2 + c2n, �9 �9 �9 bn2 + ekn}, i.e., families with one 
linear polynomial and finitely many quadratic polynomials having equal leading 
coefficients. 

E x e r c i s e  1.31. Using Exercises 1.30 and 1.26 to show that  P v d W 2  holds for 
polynomial families having two linear polynomials and finitely many quadratic 
polynomials having equal leading coefficients. Generalize to families with k 
linear terms and finitely many quadratic terms with equal leading coefficient by 
inducting on k. 

E x e r c i s e  1.32. Use Exercises 1.31 and 1.26 to show that  P v d W 2  holds for the 
family A = {0, n 2, 2n2}. 
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In the exercises a few increasingly complex special cases of P v d W 2  have 
been treated, culminating in the case A = {0, n 2, 2n2}. Each of these cases in 
turn required (the minimal form of) the previous case for its proof. The reader 
may have guessed by now that  what was being viewed were the initial steps in a 
general induction scheme which can be used to prove P v d W 2  in general. Bergel- 
son coined the term PET-induction for this "polynomial exhaustion technique" 
(see [B2], [BLI], [BL2]). 

At the heart of the technique lies an equivalence relation on polynomials. 
Namely, we write p(x) ,.~ q(x) if p and q have the same degree and the same 
leading coefficient. Hence, for example, 

( - 3 x  3 - 17x 2) + (3x 3 + 17x 2) ~ 3 - 14 ) + (3x 4 + 3x3). 

This equivalence relation allows us to associate a weight vector to any finite 
family of polynomials. Namely, we say that  ( a l , - . . ,  ad) is the weight vector of 
the family A C Z[n] if the polynomial in A of highest degree is of degree d and if 
ai is equal to the number of i th degree equivalence classes under ~ represented 
i nA ,  l < i < d .  

E x a m p l e .  The family {n3 +2n  2, 2n3 +6n,  2n 3, n 2, n ~ - n ,  2n, 3n, 17n} has weight 
vector (3, 1, 2). 

If w = (Wl , ' " ,Wd)  is a weight vector, let $~ stand for the assertion 
" P v d W 2  holds for all families with weight vector equal to w." We may clas- 
sify the special cases posed earlier according to the weight vector of the class of 
polynomial families being considered, v d W 5 ,  for example, which served as an 
initial case, corresponds to S(k), k E N. Recall that  its proof went by induction 
on k. Exercise 1.24 is 8(0,1), while Exercise 1.30 is $(1,1). Exercise 1.31 asks 
first for 8(2,1) then for $(k,1), k C N, and suggests inducting on k to achieve it. 
Finally the family in Exercise 1.32 has weight vector (0, 2). 

The reader may have already guessed that  the proof of P v d W 2  will be 
achieved by induction on w(A) (the weight vector of A). He may even have 
guessed the well ordering on weight vectors which is used for this induction. 
Namely, we write (al, a2 , - . . ,  ak) < (bx, . . . ,  bn) if (i) k < n, or (ii) k : n and 
there exists j ,  1 _< j _< k, with ak < bk and ai = bi, j < i _< k. 

We will now sketch the major elements in the induction step required for 
the proof of P v d W 2 ,  leaving some details as exercises. Most of the required 
ideas already appear (if in infancy) earlier in this section. Suppose A c Z[x] 
is a finite family of polynomials having zero constant term and suppose that  
P v d W 2  (and hence by Exercise 1.26 P d v W 3  as well) holds for any family of 
polynomials having lesser weight vector than w(A). 

Let (X, T) be a minimal system and let e > 0. Our strategy is to construct 
U oo  e (as always) a sequence ( ~)~=0 of non-empty open sets of diameter < ~ and a 

n oo sequence ( i)i=l C N such that  

Tp(nj+n~-l+'"+n~+l)Uj C Ui, 0 < i < j, p E A, p # O. (1.5) 

U0 may be chosen arbitrarily. 
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Suppose that  U0, . . . ,  Ul and n l , . . - , n l  have been chosen. Let Pl E A be of 
the minimal non-zero degree appearing in A and put 

A ' = { p ( x ) + p ( 2 ) ( n i + l + n i + 2 + . . . + n z , x ) - p l ( x ) :  0 < i < l ,  p E A ,  p # 0 } .  

In particular (taking the degenerate case i = l) we have p(x) - pl(x) E A' for 
all non-zero p(x) C A. 

E x e r c i s e  1.33. Show that  w(A') < w(A). 

By the induction hypothesis, there exists nz+l E N such that  

A T-q(~+l)Uz # O. 
q6A' 

Let Uz+I be an open set of diameter < ~ with 

n 
qCA' 

o c  n E x e r c i s e  1.34. Show that  the sequences (U~)i=o and ( i)i=l satisfy (1.5). 
Complete the proof of P v d W 2 .  

As promised, here now is the Bergelson-Leibman polynomial van der Waer- 
den theorem in its full multidimensional generality. 

M P v d W l .  ([BL1].) Let r, k C N and suppose A is a family of polynomial 
mappings p : Z --* Z k with p(0) = (0 , - . . ,  0), p E A. For any r-coloring of Z k 
there exists a monochromatic configuration of the form 

{ m + p ( n ) : p E A } ,  r n c Z  k, O C n E Z .  

E x e r c i s e  1.35. Formulate a dynamical version M P v d W 2  of the above theorem 
and demonstrate its equivalence to M P v d W l .  

In Section 1.7 we shall prove a theorem which will contain M P v d W  as a 
special case. 

1 . 5  Zk a n d  I P  v a n  d e r  W a e r d e n  t h e o r e m s .  

In the next two sections we will give three progressively more general theorems 
having a van der Waerden flavor. The purpose here is to show the range of 
dynamical formulations for various Ramsey type combinatorial statements once 
we step outside of Z k. The dynamical formulation for the first theorem will 
involve a group action by homeomorphisms of a compact space. Unlike in the 
previous sections, however, the group is not finitely generated, and has torsion. 
The dynamical formulation for the second theorem will involve "almost-actions" 
of a badly non-cancellative semigroup. Finally the dynamical formulation for the 
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third theorem (the Hales-Jewett theorem) will have very cumbersome combina- 
torial conditions attached to it. Moreover, we don't  have a suitable dynamical 
proof of it! 

Suppose that  k, n E Z. For convenience, we will assume that  k is prime. 
Put  Zk = {0, 1 , . . . ,  k - l }  and let + denote addition (mod k) on Zk. A k-element 
subset of Z~ of the form {a + iw  : i C Zk}, where a and 0 r w are elements of 
Z~, will be called an affine line. (Multiplication here of the "scalar" i by the 
"vector" w is coordinate-wise and modulo k.) Notice that  an affine line is just 
a shifted copy of Zk. 

E x a m p l e .  {(1, 0, 2, 1, 2, 0, 1), (1, 0, 0, 1, 0, 2, 1), (1, 0, 1, 1, 1, 1, 1)} is an affine line 
in Z~. It has the form { a + i w  : i E Z3}, where a = (1,0,2, 1 ,2 ,0 ,1)  and 
w = (0,0, 1,0, 1,2,0).  

Z k v d W l .  Let k, r C N. There exists n = n(k ,  r) E N having the property that  
for any r-coloring of Z~ there exists a monochromatic afflne line. 

We bring forth now another version of this theorem. For k E N we denote 
by Z ~  the direct sum of countably many copies of Zk. We may identify Z ~  with 
the set of sequences (al, a 2 , . . . ,  at, O, 0 , .  �9 .),  where ai E Zk and all but finitely 
many of the ai's are zero. Affine lines are still of the form {a + iw  : i E Zk}, 
only now a and 0 r w are elements of Z~ .  

Z k v d W 2 .  Let k C N be prime. For any finite coloring of Z ~ ,  there exists an 
afflne line. 

We will show that  Z k v d W l  imples Z k v d W 2 .  Let k, r E N and let n = 
r n ?" n(k ,  r). Given an r-coloring Z ~  = U~=I c~, induce an r-coloring Z k = U~=I D~ 

by the rule (Wl , . . . ,wn)  C D~ if and only if ( W l , - - . , w ~ , 0 , 0 , " - )  E C~. By 
Z k v d W l ,  there exists i such that  Di contains an affine line. This line clearly 
corresponds to an affine line in Ci. 

Due to the fact that  the correspondence ( w l , . . - ,  wn) --~ ( W l , . " ,  wn, 0 , . . . )  
is not 1 - 1, the converse is somewhat trickier. We leave it as an exercise. 

E x e r c i s e  1.36. Show that  Z k v d W 2  implies Z k v d W l .  

We are now going to give a dynamical formulation for this theorem. In 
order to do so, we need to expand our notion of dynamical system. Let G 
be an arbitrary semigroup and let X be a compact metric space. If {Tg}g~G 
is a family of continuous self-maps of X (homeomorphisms, if G is a group) 
satisfying Tgh = Tg o Th for all g, h E G, then {Tg}gcC will be called a G-action 
by continuous self maps (or homeomorphisms, if G is a group) of X and the 
pair (X, {Tg}gec ) will be called a dynamical system. (One may check that  this 
extends our previous notion of dynamical system.) 

Z k v d W 3 .  Suppose that  X is a compact metric space, let k E N be prime, and 
let {T~}~ez7 be a Z~-act ion by homeomorphisms of X. For every e > 0 there 
exists x e X and w E Z~ ,  w ~ 0, such that  p(x,  T ~ x )  < e, i E Zk. 

R e m a r k .  k doesn't  have to be prime in order for the conclusion to hold. As we 
said earlier, we are only assuming k to be prime for the sake of convenience in 



22 Chapter 1. Ramsey Theory and Topological Dynamics 

Z k v d W l - 2 ,  and we assume it here in order to maintain the equivalence. Later  
in this section we will see a more general theorem with no restriction on k. 

Z k v d W 3  ~ Z k v d W 2 :  The ideas in the following construction should be fa- 
r 

miliar by now. Let k C N be prime and suppose tha t  Z ~  = U~=l c i .  Put  
a = {1, 2 , . . . ,  r } Z r .  

E x e r c i s e  1.37. ~ is a compact  metric space with metric 

1 
P(3', ~) 

1 + m i n { n :  3y = ( Y l , ' ' ' , y n , 0 , ' ' ' )  E Z~ ~ y~ r O, with V(Y) r r/(y)}" 

For w = ( w l , . . . ,  wn, 0, 0 , . -  -) E Z ~ ,  define a t ransformation T~ : f~ --* f~ 
by Tw~/(y) = 7(Y + w), 7 E f~, y c Z ~ .  

E x e r c i s e  1.38. {T~}~ez 7 is a Z~-ac t ion  by homeomorphisms of f~. 

Let ~(w) = i if and only if w C C~. Then ~ C f~. Put  X = { T ~  : w C Z~~ 

E x e r c i s e  1.39. Restricted to X,  {T~}~cz7  is a Z~~ by homeomorphisms 
of X.  

According to Z k v d W 3 ,  there exists x c X and 0 r w E Z ~  such that  
p(x, Ti~x) < 1, i C Zk. But x is in the closure of the orbit  of ~, so for some 
v E Z~ ~ p(T,~,T~(T,~)) < 1 for all i C Zk. In particular, 

Try(o) = TwTv(O) = T2wTv(O) . . . . .  T(k_l)wTv(0), 

which is say tha t  {(v) = ~(v + w) = {(v + 2w) . . . . .  ~(v + (k - 1)w). In other 
words, letting i = {(v), {v ,v  + w,v  + 2 w , . . . , v  + ( k -  1)w} C Ci. 

[] 

Rather  than prove Z k v d W 3 ,  we will move to our next theorem, which is 
more general (and which we will prove). Let us denote by ~" the set of all finite 
subsets of N. For c~,fl E 5 c, we write c~ < /3 in the event tha t  for a l l i  E c~ 
and a l l j  C t3 we have i < j .  (<  is a partial order on 5c.) Suppose tha t  we 
have a subset of an abelian semigroup that  is indexed by 5 c (an ~-sequence), 
say (n~)~e~:, with the property tha t  n~uz = n~ + nz whenever c~ N/~ = 0. Such 
a set is called an IP-set, or IP-sequence. If the elements of an IP-sequence are 
transformations (such as homeomorphisms of some compact  metric space), we 
will generally use the te rm IP-system instead. Two IP-systems ( T ~ ) ~ :  and 
( S ~ ) ~ -  are said to commute if T~S~ = S~T~ for all a, /3 C f .  (IP stands for 
" idempotent ' .  The relevenee of this designation will become clear in the next 
section, where a relationship between such sets and the existence of idempotents 
in some associated compact semigroups will be explored.) 

An IP-system {T~}~es= of homeomorphisms of a compact  space is something 
like a semigroup action, but not quite. 9 c is a commutat ive semigroup under the 
operation of union, albeit a highly non-cancellative one (obviously one can have 
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a U/3 = ~, U/3 and yet have a # 7). However, the relationship T~uZ = T~T~ 
need not hold when a n/3 # 0. 

Nevertheless, IP-systems are close enough approximations to semigroup ac- 
tions to have m a n y  of their recurrence properties. Moreover, IP-systems are, 
in some sense, "cheaper to come by" than semigroup actions. For example, if 
(X, T) is a dynamical  system, where T is a homeomorphism, then {T n : n E Z} 
is a Z-action. Oftentimes in applications it is helpful to be able to restrict to 
a subset of Z which both has strong recurrence properties and whose members  
satisfy some additional condition. Naturally any subgroup will have the desired 
recurrence properties, but the subgroups of Z are just  {kZ : k C N U {0}}. Most 
of these are big, and the whole collection is countable. IP-sets  in Z, however, 
can be much smaller, and they are much more plentiful: the family of IP-sets  in 
Z has cardinality c. Therefore it is much more likely tha t  one will be able to find 
an IP-set  each of whose members  satisfies the "additional condition" than it is 
tha t  one will find a suitable subgroup. (More will be said about  this in Section 
2.2 below.) 

I P v d W l .  (See [FW] and [B5].) Suppose tha t  X is a compact  metric space, 

k E N,  and let {T(1)}aE~r,... , { T ( k ) } a ~  be commuting IP-systems of home- 
omorphisms of X.  For any c > 0 there exists x c X and a E j r  such that  
p(x ,T( i )x)  < c, 1 < i < k. 

E x e r c i s e  1.40. Show that  Z k v d W 3  is a consequence of the special case of 
I P v d W l  corresponding to k IP-systems which are the powers of a single IP- 
system in homeomorphisms which are cyclic of order k. 

E x e r c i s e  1.41. Show tha t  I P v d W l  ~ M v d W 4 .  

The following is a combinatorial formulation of the above "IP van der 
Waerden theorem".  For k E N,  let Z k•  denote the set of functions from 
{1, 2,- �9 �9 k} • N to Z which vanish at infinity. Alternatively, Z k•  is the set of 
k x oc matrices with integer entries all but finitely many of which are non-zero. 
Z k•  is isomorphic to Z ~ ,  of course. For a C j r  and 1 < j < k, let ~j  denote 
the element of Z k•  determined by the rule ~j( i ,  n) = 1 if i = j and n C a and 
~j  = 0 otherwise. 

I P v d W 2 .  Let k C N. For any finite coloring of Z k•176176 there exists a monochro- 
matic configuration of the form 

{w ,w  + ~ l , w  + - ~ 2 , . . . , w  + ~ k } ,  

where w C Z k•176 and a E jr. 

An example of this type of configuration for k = 3 is 

4 3 0 - 8  7 2 1 , 4 3 0 
- 6  9 5 - 1  0 5 - 9  - 6  9 5 

4 4 0 - 7  7 2 2 , 4 3 0 
- 6  9 5 - 1  0 5 - 9  - 6  10 5 

2 9 0 9 ~  
- 8  7 2 1 ) , 
- 1  0 5 - 9  

1 9 0 8 N ~  
- 8  7 2 1 ~ / "  
0 0 5 - 8  
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E x e r c i s e  1.42. Use I P v d W 2  to establish the following extension of van der 
Waerden's  theorem: for any k E N,  any finite parti t ion of N,  and any IP-set  
F C N,  there exists a monochromatic ari thmetic progression of length k whose 
common difference comes from F; namely, there exists in one cell of the parti t ion 
a configuration of the form {a, a + n, a + 2 n , . . . ,  a + (k - 1)n}, where n E F. 

r I P v d W 2 ~ I P v d W l :  Let X -- Ui=l u~ be a parti t ion of X into sets of diameter  

less than c. Pu t  Tij = T (i) For w E Z k•  put  {j}" 

T(w) = H T~ (i'j)" 
l<i<k,jcN 

(Recall tha t  w(i, j)  = 0 for all but finitely many pairs (i,j).) Let y E X be 
fixed. We create a parti t ion Z k x ~  = Ui=l c i  according to the rule w E Ck if 
and only if T(w)y c Uk. According to I P v d W 2 ,  there exists j ,  1 _<. j _< r, and 
a configuration {w,w §  ,-hk} C Cj. Let x = T(w)y. 

E x e r c i s e  1.43. Show that  x E Uj and T(i) x c Uj, 1 < i < k. 
[] 

E x e r c i s e  1.44. Show tha t  I P v d W l  implies I P v d W 2 .  

Let us now prove the IP van der Waerden theorem. The form we shall use 
is tha t  of I P v d W l .  The reader may notice that  the proof is quite similar to 
the proof of the multidimensional van der Waerden theorem given in Section 1.3 
([BPT]; see also [Bh]). First we have some preliminary discussion. 

Suppose tha t  X is a compact  metric space , G is an abelian group, and 
{Tg}gEc is a G-action by homeomorphisms of X. The system (X, {T9}9cc ) is 
said to be minimal if there are no closed, non-empty, proper G-invariant subsets 
of X.  (Y is said to be G-invariant if Y C T~-IY for all g E G.) 

E x e r c i s e  1.45. Show tha t  for any dynamical system (X, {Tg}gcG), where G 
is an abelian group, there exists a non-empty closed subset Y C X such that  
the restriction of {Tg}g~c to Y is a minimal G-action by homeomorphisms of Y 
(use Zorn's Lemma).  

Recall that  if c~,/3 E ~ then a < / 3  if for every i E a and every j C t3 we 
have i < j .  Consider now the following assertions, for k C N. 

Sk: For any c > 0 and any compact metric space X,  if (T(1))~ej=, . . .  , (T(k))~e~= 
are commuting IP-systems of homeomorphisms of X then there exists x E X 

and c~ E -P such tha t  p(x, T(i)x) < ~, 1 < i < k. 

Tk: Suppose that  e > 0 and X is a compact  metric space. If G is an abelian 

group of homeomorphisms acting minimally on X and (T O))~c~-, " " ", ( T(k))~e~ 
are IP-systems in G, then for every non-empty open U C X there exists c~ E ~- 
such tha t  

(U c] (T(1))-Iu A (T(2))-Iu A-..A (T(k))-Iu) ~ O. 
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In order to establish I P v d W l  it is sufficient to show tha t  (a) S1 holds, (b) 
Gk ~ Tk, and (c) :Tk ~ Gk+l. 

E x e r c i s e  1.46. Show that  Si holds and tha t  Sk ~ :Tk, k E N. 

E x e r c i s e  1.47. Suppose tha t  :Tk holds. Then under the conditions appearing 
there, for every A; E .7" we may in fact choose c~ > / 3  such tha t  the conclusion 
holds for this a.  

Finally, we show tha t  Tk implies Sk+l. Again, the proof should look familiar. 
We claim there exist non-empty open sets of diameter  < ~ (Ui)~0 and a sequence 
(~ i ) i~1  C ~ with ~i < a~ < . . .  such that  

k+l  --I 

ujc N @(n) ) l<i<j (16) c~j Uc~j- I U'"Uc~i + 1 

n = l  

Let U0 be arbitrary. Having chosen Uo, . . ' ,U1  and a l , ' " , ~ l  such tha t  (1.6) 
holds for j _< l, choose by Tk and Exercise 1.47 az+l E 5 ~ with aZ+l > at  such 
tha t  

k 
( (T(k+ l )~ - i  i -I 

A \~, c~z+l / az+l ]  
i=1 

Let Uz+l be a non-empty open subset of diameter  < e such tha t  

k 

Ul+l C (T(k+z)~-i ( _ A ((T(k+l)~-lT(i) )-ZUz) \ ~ / + 1  ] \ , , \~" ~ / + 1  ! O L / + I  

i=1 
k+l  

= A IT(i) ~- iu  
i=1 

This coupled with the case j = l of (1.6) gives 

k+l  

Uz+l c N [T(n) ~-lUi, 0 < i < l, \ oq+lU~tU Ua~+l} 
n = l  

so tha t  (1.6) holds for j < l + 1, establishing the claim. 
e for some Let xn E Un, n -- 0, 1 , . . . .  By compactness we have p(x~, xj) < 

i < j .  One may now easily show tha t  p(x,T(~ O) < e, where c~ = (c~j U c~j-1U 
�9 .. U cq+l) and x -- xj .  

[] 

Here is yet another version of the IP van der Waerden theorem. 

I P v d W 3 .  Let k E N and let G be a countable abelian group. Suppose that  

(n~))~ej= are IP-sets  in G, 1 < i < k. Then for any finite coloring of G there 
exists a monochromatic  configuration of the form 

{a, a + n ( 2 / , . . . '  a + n ~ / } .  



26 Chapter 1. Ramsey Theory and TopologicM Dynamics 

Exerc i s e  1.48. Show that  I P v d W 3  is equivalent to I P v d W l  and I P v d W 2 .  

1 . 6  T h e  H a l e s - J e w e t t  T h e o r e m .  

Let k C N and put Ak ---- {1 , . . . ,  k}. For n C N, elements of A~ (i.e. n-tuples 
taken from Ak) will be called words and will be written as x = XlX2. . .xn (where, 
of course, xi E Ak, 1 < i < n). A k-element subset of A~, {w (1), w(2), . . .  , w(k)}, 
will be called a combinatorial line if there exists a non-empty subset D c 
{ 1 , . - . , n }  such that  

(a)-  (j) �9 w i = j i f i c D ,  and 

(b) .w~- (j) = ~'i~ (m) if i e { 1 , . . . , n }  \ D and 1 _< j , m  _< k. 

E x a m p l e .  {3211231, 3221232, 3231233} is a combinatorial line in A~. 

Combinatorial lines may be conveniently expressed in matrix form, the 
words forming the rows. The combinatorial line of the previous example would 
then look like: 

3 2 2 1 2 3 
3 2 3 1 2 3 

Another way to denote combinatorial lines is through the use of variable words. 
A variable word is a word on the alphabet {1, 2 , . - . ,  k, x} in which the symbol 
x appears at least once. We denote a variable word by, for example w(x), and 
x acts as a variable in the sense that w(i), for i = 1, 2, �9 -.,  k, refers to the word 
which results by substituting the letter i for the letter x everywhere it appears 
in w(x). There is thus a natural 1-1 correspondence between combinatorial 
lines and variable words. Given a variable word w(x), the combinatorial line 
associated with w(x) is {w(1) ,w(2) , . . .  ,w(k)}. If k = 3 and w(x) = 32z123x, 
this is exactly the combinatorial line above. 

Notice that  if we identify Ak with Zk then any combinatorial line is also an 
affine line, as defined in the previous section (but not vice-versa). Therefore the 
Hales-Jewett theorem, which we now state, is a refinement of Z k v d W l - 3 .  

H J 1 .  ([HJ].) Let k,r C N. There exists n = n(k,r) C N such that  for any 
r-coloring of A~, there exists a monochromatic combinatorial line. 

The Hales-Jewett theorem also extends the IP van der Waerden theorem. 
Indeed, let us show that  H J l ~ I P v d W l .  Let X be a compact metric space,  let 

k E N and let {T~(i)}~cy , 1 < i < k be commuting IP-systems of self-maps of X. 

We will assume that T~ O) = i for all a c ~c (so, really, we will be doing the k - 1 

case of I P v d W l ) .  Let e > 0. We must find x E X such that  p(x, T(~)x) < e, 
l < i < k .  

r 

Let X = [.Ji=l Ai be a partition of X into cells of diameter less than e, and 
let y E X be arbitrary. Put  n = n(k, r) as in H J1  and define an r-cell partition 

Ak = Ui=l c i  by the rule WlW2"''Wn E Cj if and only 1~{1 } ~{2} "'" 

Aj. According to H J1  there exists j,  1 < j _< r, and a variable word w(x) = 
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VlV2" ' 'Vn such tha t  {w(i) : i = 1, 2 , - . - ,  k} C Cj. Let c~ = {i E { 1 , . . . ,  n } :  vi = 

x} and let x = ( I t  T ( ' d ~ y  ilv~ez { i }  / " 

Exercise 1.49. Show that { x =  c Aj. 

Hence p(x, T(~i)x) < e, 1 < i < k. 

[] 

Here is another  version of the Hales-Jewett  theorem. For m E N let 5,~ be 
the power set of { 1 , . . . ,  m}, less the empty  set. 

H J 2 .  Let  k, r E N.  There  exists m = re(k, r) E N such tha t  for any r-coloring 
of 5r~ there exists a monochromat ic  "simplex" of the form 

{ (OL'I, G : 2 , " ' ' ,  O~k),(O~ 1 U f l ,  OL2,""" , O~k) , (O~1, O~ 2 U/~,  G:3, " " '  , OLk) , 

�9 - ,  �9 �9 � 9   k-1, 

where ~ ~ 0 and where/~ r~ (C~l u . . .  u ~k) = ~). 

E x e r c i s e  1 .50.  Show tha t  H J1  implies H J 2 .  

Let us now see tha t  H J 2  implies H J1 .  Let k, r E N and pick l E N with 
2 ~ > k. Let  n = re(l, r) (as in H J2 )  and let 7r : J:~ -~ A~ be the map which sends 
(ch , . . . , c~ l )  first to  the word w l w 2 . . . w ~  C A~,  where w~ - 1 has as its b inary 
expansion 1~ 1 (i)1~2 ( i ) . . .  1~, (i), 1 < i < n, then changes any letter greater  than  
k to k. We now claim tha t  any r-coloring of A~ lifts via 7r -1 to an r-coloring of 
~-~, and tha t  the image under  7r of any monochromat ic  simplex in 9c~ (and such 
exists by H J2 )  is a monochromat ic  combinator ia l  line in A~, thus complet ing 
the proof. 

E x e r c i s e  1.51.  Prove the claim. 
[] 

Here now is a combinator ia l  proof  of the Hales-Jewett  theorem. 

P r o o f  ( s k e t c h )  o f  H J 1 .  We will proceed by induct ion on k. 

E x e r c i s e  1 .52.  Show tha t  the conclusion of H J 1  holds for k = 2. 

Assume tha t  k > 2 and tha t  the conclusion of H J 1  holds for k replaced by 
k - 1. Let  r G N and suppose we are given an r-coloring c of Wk. Let:  

Nt  = N ( k  - 1, k <-1)~) 

?72 = N ( k  - 1, k (N1+~-2)~) 

?73 = N ( k  - 1, k (Ni+N2+r-3)r) 

Nr-1  = N ( k  - 1, k (NI+' ' '+N~-2+I)r) 

N~ = N ( k  - 1, k(Nl+- '+N~-i)r) .  
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We claim there exists an N~-letter variable word w~(x)  such that  for every 
(N1 + . . - +  N~_l)-letter word w the set { w w ~ ( 1 ) , w w ~ ( 2 ) , . . .  , w w r ( k  - 1)} is 
monochromatic. To see this: for u, v E 142, write u ~ v if c(wu)  = c(wv)  for 
every (N1 + . . .  + Nr_l)-let ter  word w. 

Exe rc i s e  1.53. The equivalence classes of ~ form a partition of 14; with at 
most ~(NI+. . .+N~_I)r  cells. 

By the definition of N~, there exists w~(x)  with the required properties. 

E x e r c i s e  1.54. Having chosen Nj-letter variable words w j ( x ) ,  j = r , r -  
1,. �9 �9 ,i + 1, where 1 _< i < r, show that it is possible to choose an Ni-letter 
variable word wi(x )  such that  for every (N1 + . - .  +Ni_l ) - le t te r  word w and every 
(Ni+I H-Ni+2 + ' "  H-N~)-let ter word v of the form v = W i + l ( n i + l ) " "  w~(n~), 
where 1 _< n i + l , . . . , n ~  <_ k, the set {wwi (1 )v ,  w w i ( 2 ) v , . . . , w w ~ ( k  - 1)v} is 
monochromatic. 

Let now: 
V 0 ---- W l(]g)w 2 (k )w  3 ( k ) ' ' '  Wr--l(]~)Wr (~) 

vl = wl(1)w2(k)w3(k) . . -  W,_l (k)w,(k)  

v2 = w l ( 1 ) w 2 ( 1 ) w a ( k ) . . .  Wr--l(~)Wr(]~) 

v~- i  = Wl(1)w2(1)w3(1)  " " w , . - l (1 )w~(k )  

v~ = wl (1)w2(1)w3 ( 1 ) ' ' -  Wr-l(1)w~(1). 

By the pigeonhole principle there exists i and j with 0 _< i < j _< r such that 
c(vi) = c(vj )  Define a variable word w ( x )  by 

W(X) = W 1 (1) - �9 �9 wi (1)wi+1 (x)wi+2 (x) . . . w j  ( x )w j+ l  (k ) . . . w~ (k ). 

E x e r c i s e  1.55. Show that {w(1) ,w(2) , . . . ,w(k)}  is a monochromatic combi- 
natorial line. 

[] 

A familiar motto of Ramsey theory is "lines implies spaces", and nowhere is 
this motto more vividly illustrated than in the ease with which the Hales-Jewett 
theorem implies a "multidimensional" version of itself which we now formulate. 
Let k ,n  C N. A word on the alphabet {1, 2 , . . . , k , X l , . . - , x n }  for which (a) all 
of the letters X l , . . . , x n  appear at least once, and (b) for 1 _< i < j < n, every 
occurence of xi precedes every occurence of x j, will be called an n-variable word. 
We denote an n-variable word by, for example, w ( x l , . . . ,  xn) .  If ti E {1 , . . . ,  k}, 
1 < i < n, then by w ( t l , . . .  ,tn) we mean the word obtained by substituting tl 
for xl,  t2 for x2, etc. The set of all words w ( t l , . . .  , tn)  which may be obtained 
by substituting in this manner is called a combinatorial n-space. 

H J3.  Let k, r, n E N. There exists m = re(k,  r, n) E N having the property that 
for any r-coloring of A~, there exists a monochromatic combinatorial n-space. 
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E x e r c i s e  1.56. Prove that  H J I ~ H J 3 .  (Hint: use induced colorings similar 
to those pertaining to the equivalence relation ~ just above Exercise 1.53.) 

The proof of the Hales-Jewett  theorem we have given is slightly cumbersome 
in tha t  one has to specify N1, N 2 , . - . ,  ArT in advance. (Recall tha t  such was the 
case in the combinatorial  proof of van der Waerden's  theorem as well.) In the 
proofs we have seen up to now proceeding via recurrence in topological dynam- 
ics, this is unnecessary. By utilizing the topological s tructure (minimality and 
invertibility in particular) and the shift invariance of the sought-after structures, 
one is able to take things one step at a time. This simplification of mat ters  is 
one of the aesthetic hallmarks of the tradition. 

In trying to generalize such methods to give a proof of the Hales-Jewett  
theorem, difficulties arise. One reason we can ' t  proceed here as in Section 1.5 is 
tha t  if we t reat  A~ as if it were Z~ then the class of combinatorial  lines is not 
shift-invariant! A natural  alternative is to t reat  the .words of A~ as words in a 
free semigroup on the alphabet  Ak. This is done in Section 2.3, where we will 
in fact see a more "dynamical" proof of the Hales-Jewett  theorem (actually of a 
much stronger, infinitary version of the Hales-Jewett theorem). The methods of 
this chapter do not seem to mix all that  well with either the non-commutat iv i ty  
or the non-invertible nature of a free semigroup action, however. 

Q u e s t i o n .  Can the methods of this chapter be modified to give a topological 
proof of the Hales-Jewett  theorem? 

We do remark that  in [BL2] a proof of the Hales-Jewett  theorem is pre- 
sented tha t  appears  on the surface to be topological, however (as noted by the 
authors) neither continuity of the maps nor completeness of the base space is 
used anywhere in the proof. Unsurprisingly, all the necessary constants Ni are 
specified in advance. 

1 . 7  R e c u r r e n c e  f o r  V I P - s y s t e m s .  

Let G be an additive abelian group and let d E N. Let (f~)~e~: be any ~'- 
sequence in G having the property that  f~ r e for some 3  ̀ with 13`1 = d, and 
f~ = e for every 3' with 13`1 > d. For ~ c 7 ,  set 

v~ = E f~'" (1.7) 
~TCot 

Then (v~)~E7 is said to be a VIP-system of degree d. (VIP-systems were intro- 
duced in [BFM]; see also [M2].) Notice that  VIP-systems of degree 1 are just 
IP-sets. Sometimes it is convenient to restrict the domain of a VIP system to 
those elements of ~" tha t  are disjoint from some fl E 9 v. 

E x e r c i s e  1.57. L e t  (n (X))aE~,  (n(a2))aEy,  . . .  , (n~) )~e~  be IP-sets  in Z and let 
p i ( x l , ' "  ,xm) be polynomials in Q [ x l , . . .  ,xm], 1 < i < r. Then 

t_ ,n(1) n(2) .,n(k), , . . .  n ~ ) ) ) ) ~ e F  I j J l k  a ' a ' ' "  a , , '",P"(n(1) n~ ) 
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is a VIP-system in ZL Moreover, the degree of this VIP-system is less than or 
equal to the largest degree of the pi's. 

Notice that linear combinations of VIP-systems are again VIP-systems. If 
.4 is a collection of sets, we denote by FU(A) the family of all non-trivial finite 
unions of the sets in A. Also we let FUo(A ) = FU(A) U {0}. The following 
exercise gives an alternate characterization of VIP-systems. 

Exercise 1.58. Show that (v~)~cy c G is a VIP-system of degree _< d if and 
only if for all pairwise disjoint a0, a l , "  ", O~d E i F ,  

( -1 )b lv~  = e .  

~c F U  (~o,.. . ,  o~) 

Suppose (v~)a~-  is a VIP-system. 
V a u j 3 V 2 1 y ~  1 . 

E x e r c i s e  1.59. Show tha t  

(2) For disjoint a,/3 E 9 t-, put ~,Z = 

v (2) ~,~ = ~ f~. 
"rcaufl,'rCa,'r~ 

Show also tha t  if (v~)~e~- is regular then for fixed/3 E ~-, (v (2) ~ is a 

VIP-sys tem of degree d - 1. 

Suppose ( v ~ ) ~  is a VIP-system of degree d given by (1.7). We define the 
leading term of ( v ~ ) ~ 7  to he the VIP-system (u~)~c~,  where 

~c~,l~l=d 

Clearly the leading te rm has degree d as well. 

V I P v d W l .  Suppose that  X is a compact  metric space, G is a commutat ive  
group of homeomorphisms on X and k C N. 

are VIP-systems in G then for any ~ > 0 there exists x E X and a E 5 c such 

tha t  p(x, V(~) x) < e, 1 < i < k. 

Rather  than  prove this result in general, we will do a special case to illustrate 
the technique. The case of VIP-systems of degree 1 is just I P v d W ,  from Section 
1.5. Therefore, the first non-trivial case yet to be considered is for k = 1 and a 
single VIP-sys tem V~ of degree 2. Also we may assume without loss of generality 
tha t  G acts minimally on X. 

Let E > 0. Our plan is to construct a sequence of non-empty open sets 
oo e O~ oo (U~)~=o of diameter  < ~ and a pairwise disjoint sequence ( i)~=1 C 5 c such that  

V%u%_,u...u~+, Uj C Ui, 0 < i < j. (1.8) 
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Supposing this has been done, we complete the proof in the standard way, letting 
xj c Uj and finding i ~ j with p(xi, xj) < ~, etc. 

Let U0 be any small enough open set, let a l  E 5 c be arbitrary and let 
U1 C V~'Uo be small enough. Having chosen U0, U 1 , - " ,  Ut and a , ,  ~ 2 , " ' ,  (~t, 
choose a t+l  disjoint from a l  U .-. U at such that  the set 

IV(2) X - I T r  E = (UrN(V(2) ,~t)- lUtn ~ ~t+,,~tu~t_,]  ~t  n ' ' "  

(v. (~) ~-'u~) r 0. n \ oLtH_I,o~tUoLt_IU...UOtl ] 

(Such at+,  may be found by ~ in Section 1.5; the reader may take a moment 
to convince himself that  in fact it can be chosen disjoint from a l  U --. U at.) 
We now let Ut+l C V ~ ' E  be any small enough non-empty open set. Then for + 

1 < i < t, Ut+, C (V~ ~-1(V(2) )-lUt, and by the induction hypothesis \ t+l /  \ Ott U" �9 " U ( ~ i + I  

V~u...u~,+, lit C Ui. It follows that  

V~ : Volt+lV(t~)U Uo~ 1gott u uo~ 1Vt  c Ut ,  �9 " "  ~ :+  " ' "  i +  

as required. 

[] 

Now we shall say a few words about the general proof of V I P v d W l .  Given 
a set A of VIP-systems, if w, v C A then we write w ~ v if the leading terms of 
v and w coincide; that  is, if w and v have the same degree d and the degree of 
v - w is less than d. ~ is an equivalence relation on A. Similar to the situation 
in Section 1.4, this equivalence relation allows us to assign a weight vector to A. 
Namely, we say that  (a , , . . . ,  ad) is the weight vector of A if the VIP-system in 
A of highest degree is of degree d and if ai is equal to the number of ith degree 
equivalence classes under ~ represented in A, 1 < i < d. The set of weight 
vectors is ordered exactly as in Section 1.4, namely we write (a,, a 2 , ' " ,  ak) <( 
( b z , ' " , b n )  if (i) k < n, or (ii) k = n and there exists j ,  1 < j < k, with ak < bk 
and ai = bi, j < i _< k. 

The inductive scheme for the proof of V I P v d W l  is the same PET-inductive 
procedure we have seen before. One shows that the conclusion holds for a set 
A of VIP-systems, provided it holds for every set of VIP-systems having weight 
vector preceding the weight vector of A. Or, more accurately, provided the 
following minimal version holds: 

V I P v d W 2 .  Suppose that  X is a compact metric space, G is a commutative 
group of homeomorphisms acting minimally on X and k E N. If 

are VIP-systems in G then for any open set U there exists c~ C .7" such that  

k 

N (v2) ) - 'u  = 0. 
i = 1  
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E x e r c i s e  1.60. Prove V I P v d W l  by filling in the details of the following 
argument: 

(a) Let A be a finite set of VIP systems and let T C 5 ~ be a finite set. If  
W E A is of minimal degree then A ~ = {a --* V a u z B ~ I W j  1 :/3 C T, ~ n/3 = 
0, V E A} is a set of VIP systems and precedes A. 

(b) Let A be a finite set of VIP systems. If  V I P v d W 2  holds for every set of 
VIP systems preceding A then V I P v d W l  holds for A. (Hint." construct, using 
part (a), a sequence of small non-empty open sets (U~) and a pairwise disjoint 
sequence ((~i) c jz  with V~u...u~,:.lUj c Ui, 0 <_ i < j . )  

(c) If V I P v d W l  holds for a set A of VIP systems then V I P v d W 2  holds 
for A as well. 

Finally, we give a purely combinatorial formulation of this result. 

V I P v d W 3 .  Let G be an additive abelian group and let k E N. If 

are VIP-systems in G then for any r E N and any finite part i t ion G = U r Ci, i = 1  

there exists i with 1 < i < r, a E G, and c~ E f such that  

{a + v(1),a + v (2 ) , . . . , a  + v (k)} C Ci. 

E x e r c i s e  1.61. Show the equivalence of V I P v d W 3  and V I P v d W 1 .  

E x e r c i s e  1.62. Derive M P v d W l  (Section 1.4) as a consequence of V I P v d W 3  
and Exercise 1.57. 

The previous exercise illustrates one usage of V I P v d W 3 .  There are many  
others, however there are limitations as well. For example, it is limited to groups. 
But one can easily define VIP-systems in semigroups as well. Shouldn't  there 
be a corresponding theorem for finite colorings of semigroups? How about  badly 
non-cancellative semigroups? For example, take the set S = S ' (N  x N)  (9~(A) de- 
noting the family of finite non-empty subsets of A), which is a (non-cancellative) 
semigroup under union. Is it the case that  for any finite coloring of S, there ex- 
ists a monochromatic  pair { a , a  U (/3 x /3)}, where a E S and /3 E ~ ,  with 
a n (/3 x/~) = 0? The answer is yes, but there are two obstacles to deriving that  
from V I P v d W .  The first is tha t  S is merely a semigroup. Tha t  in itself might 
not be so bad. Worse still, even if one could push the result for semigroups 
(and show tha t  in this semigroup, the function/~ --*/3 x/3 is a VIP-system),  we 
would not be getting the disjointness condition. And, without the disjointness 
condition, the result is meaningless. Of course one can get {oh a U (/3 x/3)} in 
one color, if one lets/3 x/3  c a.  

In the next section we shall prove a result, due to Bergelson and Leib- 
man, tha t  settles this mat ter  and at the same t ime implies every other ma- 
jor result of this chapter. This theorem is the polynomial Hales-Jewett  theo- 
rem. 
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1.8 The Bergelson-Leibman coloring theorem. 

Let l E N.  A set-rnonornial (over N g) in the variable X is an expression rn(X) = 
$1 x $2 x . .-  x Sl, where for each i, 1 < i < l, Si is either the symbol X or a 
non-empty singleton subset of N (these are called coordinate coefficients). The 
degree of the monomial  is the number of times the symbol X appears  in the list 
$ 1 , ' " ,  Sl. For example, taking 1 = 3, rn(X) = {5} x X x X is a set-monomial  
of degree 2, while re(X) = X x {17} x {2} is a set-monomial of degree 1. A 
set-polynomial is an expression of the form p(X) = rn l (X)  U rn2(X) U . . .  U 
rnk(X), where k r N and rnl(X), . . . ,  rnk(X) are set-monomials. The degree of 
a set-polynomial is the largest degree of its set-monomial "summands" ,  and its 
constant term consists of the "sum" of those rni tha t  are constant,  i.e. of degree 
zero. 

We will also consider set-polynomials P(X, Y) of two variables, which are 
defined in the obvious way. In particular, if P(X) is a set polynomial, define 
P(2)(X, Y) = P(X  U Y) \ (P(X) U P(Y)). (\ behaves formally in this expression 
exactly as it would if X and Y were disjoint sets.) Notice tha t  if P(X, Y) is a 
set polynomial of two variables and A C N is a finite set then Q(X) = P(A, X) 
becomes, in a natural  manner,  a set polynomial of the single variable X. 

E x a m p l e .  If P ( X )  = X x X then P(~)(X,Y) = (X x Y) U (Y x X). 

Letting ~ ( S )  denote the family of non-empty finite subsets of a set S, any 
non-empty set polynomial p(A) determines a function from 3C(N) to ~-(N l) 
in the obvious way (interpreting the symbol x as Cartesian product  and the 
symbol U as union). The following theorem, due to Bergelson and Leibman (see 
[BL2, Theorem 3.5]), may be viewed as a polynomial version of the Hates-Jewett  
theorem. 

BL.  Let l ~ N and let 7) be a finite family of set-polynomials over N z whose 
constant terms are empty. Let I C N be any finite set and let r C N. There 
exists a finite set N C N,  with N n I = 0, such that  if ~c (UP(x )ep  P(N)) = 

T 
U i = l C i  then there exists i, 1 _< i _< r, some non-empty B C N,  and some 
A C U P ( x ) c p  P(N) with A n P(B) = 0 for all P r 7) and 

{A U P ( B ) :  P(X) E 7)} C Ci. 

The proof of B L  is the same sort of induction tha t  we have already seen 
in Sections 1.4 and 1.7. For set polynomials P and Q, we write P ~ Q if they 
have the same degree d and if their degree d terms (i.e. consti tuent monomials) 
coincide. If 7 ) is a finite set of set polynomials then (wl,-  �9 -, Wd) is the weight 
vector of 7) if d is the maximum degree of the members  of 7) and if wi is the 
number of equivalence classes under ~ represented by set polynomials in 7) of 
degree i, 1 _< i _< d. The set of weight vectors is ordered lexographically, as 
usual, and we shall induct upon this set. 

Since a set polynomial is a union of set monomials, the family of set polyno- 
mials is partially ordered by containment. If 7) is a finite set of set polynomials, 
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then we say that  Q E 7 ) is minimal if Q c P for every P E 7). Clearly minimal 
elements need not exist; however in the proof of BL  we follow Bergelson and 
Leibman in assuming initially that  there is a minimal element. 

P r o o f  o f  BL.  We use P E T  induction. Namely, assume the validity of the 
conclusion for every family of set-polynomials Q with weight vector preceding 
that  of 7). Initially we shall also assume that  7) contains a minimal element Q. 
Later we will eliminate this assumption. 

Let H C N contain I as well as all numbers that  appear as a coordinate 
coeMcient in any of the members of 7). Let 7)0 consist of all set-polynomials of 
the form P \ Q, where P E 7). 

E x e r c i s e  1.63. The weight vector of 7)0 precedes that  of 7). 

Let No C N be chosen with H N No = 9 and with the property that  for 
any r-coloring of UR(x)ep0 R(N0), there exists a set A C UR(x)~po R(No) and 
a non-empty set B c No such that  A n UR(x)epo R(B) = 9 and such that  
{A U R ( B ) :  R E 7)o} is monochromatic. 

Having chosen No, N1, .. �9 Nt-1,  let 7)t consist of all set polynomials of the 
form R(X) = P(2)(S,X) U (P \ Q)(X),  where P(X) C 7) and S C U~-01Ni. 

E x e r c i s e  1.64. The weight vector of 7)t precedes that  of 7). 

Let L I t -  1 = Ui=0 Uqcp, u{p} q(Ni)]. Choose Nt such that  
t - -1  (i) Nt n (H U Ui=o N~) = 9. 

(ii) For any r2L-coloring of UR(x)ep~ R(Nt), there exists A C UR(x)~p, R(Nt) 
and a non-empty set B C Nt such that  ANUR(x)~p~ R(B) = 9 and {AUR(B) : 
R(X) C 7)t} is monochromatic. 

Continue until N o , . . . ,  N~ have been chosen. 
Let now N = No U -.. U N~ (notice N n I = 9) and fix an r-coloring of 

Uqep q(N). Henceforth, we use the notation $1 ~ $2 to indicate that  S1 and 
$2 lie in the same cell for this r-coloring. 

Let A~ C Uqep~q(N~) and 9 ~ B~ C N~ be chosen such that  A~ n 
r - - 1  

Uqep,. q(B~) = 9 and such that  for any subset S C Ui=0 Uqcp~u{p} q(Ni), the 
family 

{ s  u p(N ) u u q(B ) : q c 

is monochromatic. 

E x e r c i s e  1.65. This is possible. (Hint: each subset S determines an r-coloring, 
and there are 2 L possible choices for S.) 

Having chosen A~,A~-I, . . .  ,At+l and B~,B~_I,...  ,Bt+l, choose At C 
Uqep, q( Nt ) and non-empty Bt C Nt such that  At N Uqe.Pt q(st) = 9 and such 

that  for any set S C Ut~-01 Uqcp~u{p} q(Ni), the family 

{s u 0 u u q(B,) : q c 
i=t 
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is monochromatic. 
Continue until A0 and B0 have been chosen. 
For 0 < i < r, let Xi = Uj=or (Aj u Q(Nj)) \ U)=o Q(Bj). We claim that 

for all P C 7 9 , and 0 < s < t < r, 

t 

X, u P (  U Bk) ,-~ X~. (1.9) 
k=s+~.v 

We establish (1.9) by induction on t - s. For s = t this is of course obvious. 
Suppose then that s < t and the validity of (1.9) is known for t replaced by t - 1 ,  
i . e .  

t - 1  

x,_,uP( U B~)~x,. 
k = s + l  

The left hand side of (1.10) may be rewritten 

Set 

t --1 t--1 r t --1 

(U (A, u Q(N~))\ U Q(~o)~ (UA~ u Q(N0)~ P( U 
i=O i = 0  i = t  k = s +  l 

t - 1  t - 1  t - 1  

s=(U(A~Q(~,))\UQ(~))~P( U ~). 
i = 0  i = 0  k = s + l  

(1.10) 

Bk). 

That is, 

Xt-1 U P( 

t - 1  t - 1  

i = 0  i = 0  k=sq-1  

t --1 t 

i = 0  i = 0  k = s + l  

t - - I  t 

U ~)~.x~_,u(P( U 
k = s + l  k = s + l  

t 

~) \ Q(,,)) : x, u P( U m). 
k = s + l  

In other words, 

According to the requirement whereby A~ and Br were chosen, the family 

{S U 0 ( Q(No U A 0 U q(Bt) : q E Pt} 
i = t  

is monochromatic. In particular, since 0 and R(X) p(2) t - 1  = ( U k = s + I B k , X ) U ( P \  
Q)(X) are both in 79t, 

r t --1 

su (e(NOuAi) ~ su U (e(X,)oAO~(P(2)( U ~k,~t)~(P\e)(~)). 
i = t  i = t  k = s + l  
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t 
Hence by (1.10), X~ ..~ Xt U P(Uk=~+l Bk) and the claim is established. 

By the pigeonhole principle, for some 0 < s < t _< r we have Xs ,.o Xt. For 
this t, we have 

t 

U  aforallP 50. 
k = s + l  

P ( U k = s + l  Bk) = {a. Since Hence we need only show that  Xt N UPE'P t 

0 Xt = (Ai u Q(NO) \ U Q(B~), 

it suffices to show tha t  

~=0 i = 0  

t t 

(AiUQ(NO) NP( U Bk) c U Q ( B ' )  (1.11) 
i=O k = s + l  i=O 

for all P E 50. 

E x e r c i s e  1.66. Show that  

t t t k--1 

k = s + l  k = s + l  k = s + 2  j = s + l  

Suppose tha t  v E Ai for some i, 0 < i < r. Then v 6 R(Ni) for some R E 50i, 
hence some coordinates of v lie in Ni and the rest lie in H U No U -.- U Ni-1.  
Moreover, v ~ R(Bi) for any R 6 50i, that  is, for every P E 50, and S C 
No U ' "  U Ni-1,  

v ~ P(2)(S, B~) U (P \ Q)(B O. (1.12) 

t If v E P(Uk=s+l  Bk) for some P E 5 ~ then by Exercise 1.66 and what  we know 

about  the coordinates of v, v E P(Bi) U p(2)(U~-ls+l Bj,  B~). Comparing this 
to (1.12), we get v E Q(Bi). 

t Suppose on the other hand that  v C Q(N~). As before, if v E P(Uk=s+l  Bk) 
i--1 for some P E 50 then v E P(B~) U p(2)(Uj=~+l Bj, Bi). But all the coordinates 

of v come fi'om H U Ni. Therefore v E P(Bi) = (P \ Q)(Bi) u Q(Bi). Since 
HnNi = ~, there is a unique set monomial R(X) whose coefficients come from H 
such tha t  v r R(1Vi). R(X) is clearly contained in Q(X) since v E Q(Ni). Hence 
R(X) is not contained in (P  \ Q)(X) ,  whence v r (P  \ Q)(Bi) ,  againimplying 
that  v r Q(Bi). 

This establishes (1.1 1) and hence completes the induction step, modulo the 
assumption 50 contains a minimal element. In order to complete the proof, we 
shall reduce the general case to this special case. This reduction shall take place 
in two stages. 

The first stage is to show that  the conclusion is valid for a special class of 
families 50, provided it is valid for every family having a minimal element and 
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the same weight matrix as 7 ) . Accordingly, define 7 ) to be special if there exist 
non-empty set-monomials {Pi : P E 7), 1 < i < deg(P)} such that  (i) degPi  = i, 
(ii) P = I IdegP p '  LJi=l *~ for a l l P  E 7), and (iii) for P , R  e 7), 1 < i < deg(P) and 
1 _< j _< deg(R), Pi and Rj are either equal (in which case, of course, i = j)  
or have coordinate coefficients derived from disjoint sets (so that,  in particular, 
range(P0 n range(R ) = 0) 

Let 7) be a special finite family of set-polynomials and assume that  the 
conclusion is valid for every system Q having a minimal element and the same 
weight matrix as 7). Let Q E 7) be of minimal degree and put  Q = {Q u P : P E 
7)}. Clearly Q is a minimal element for Q. 

E x e r c i s e  1.67. Show that  Q has the same weight matrix as 7). 

Again we let H be a set containing I and all possible coordinate coefficients 
of members of 7). Given a point v = (v l ,v2 , - . - ,v t )  E N z, define sp(v) = 
{Vl,V2,""' ,Vl} \ H. 

E x e r c i s e  1.68. I f v  E P(B) for any finite set B c N and P E 7), then (a) 
sp(v) C B and (b) v E P(sp(v)). 

For any set A C N l, let ~(A) be the subset of A such that  v E A \ ~(A) if 
and only if there exist i E N, R E 7 ), and w E A such that  (i) sp(v) = sp(w), 
(ii) v E range(Qi), (iii) w E range(R 0,  and (iv) Ri # Qi. 

E x e r c i s e  1.69. Show that  for A1,A2 C N z and B C N,  
(a) ~(A1 U A2) C p(A1) U 9(A2). 
(b) ~(P(B) U Q(B)) = P(B). 

Choose N, with N N H = 0, to satisfy the conclusion for the family Q. 
Let now 9r( U p ( z ) e p  P(N)) = Ui~l ci be an arbitrary partition. We shall now 

create a new partition ~-( Up(x)ep P(Y)) = Ui~=l Di by the rule A E Di if and 
only if ~(A) E Ci. 

By hypothesis, there exists a set A / C UP(X)eQ P ( N ) ,  a non-empty set 
B C N and a number i, 1 < i < r, such that  

{A' U P ( N ) :  P r Q} = {A' U P(N) U Q ( N ) :  P r 7 ) } c Di, 

and such that  

A'n  U P ( B ) = A ' n  U (P(B) uQ(B)) : 0 .  
P(X)EQ P(X)ET' 

Let A = ~(A'). We claim that  {A U P(B) : P E P} C Ci. In order to see this, 
it suffices to show that  

p(A' U P(B) u Q(B)) = A U P(B) for every P E P.  

Once this is done, the proof of this step will be complete, for clearly AAP(B) = 0 
for every P E 7 ). 
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E x e r c i s e  1.70. ~ ( A '  U P(B) U Q(B)) C A U P(B). for every P E 79. 

In order to establish the reverse containment,  assume there is some v E 
(A U P(B)) \ 9~(A' O P(B) U Q(B)). (We shall obtain a contradiction.) There 
exists i E N,  R E 79, and w C A' U P(B) U Q(B) such tha t  (i) sp(v) = sp(w), 
(ii) v E range(Qi),  (iii) w E range(Ri),  and (iv) R~ r Qi. 

Case 1: v E A. Then w ~ A' (else v would not be in A). I f w  E P(B) 
then w c range(P  d and sp(v) = sp(w) C B, so v E Q(B), a contradiction. So 
w E Q(B). But this is obviously false, for w is in the range of Ri and Ri 7 ~ Qi. 

Case 2: v E P(B). Then P~ = Q~ and sp(v) c B, so tha t  w E R~(B). But 
Ri C~ (A' O P(B) O O(B)) = O. 

The final step is to show tha t  the conclusion holds for an arbi t rary system 79, 
provided it holds for every special system having the same weight matr ix  as 79. 
Suppose then tha t  79 is such a system. For P E 79, write P(X)  I I  deg P P~(X), = k . J / =  1 

where deg Pi = i. 

E x e r c i s e  1.71. There exists a system 79' such that  
(a) 79' is in 1-1 correspondence with 79, P +-+ P ' ,  with deg P '  = deg P.  

(b) for each P E 79, P'(X)  I IdegPp((X) where each P[(X) is a non- = k - J i :  1 

empty set monomial  of degree i. 
(c) if P, R E 79, and P~ = R~, then P( = R',. 
(d) 79' is a special system. 

Let H C N contain I and all coordinate coefficients of all members  of 
both 79 and 79'. The notation sp(v) will be used as before. For more detailed 
information about  v, the following notation will be useful to us. Suppose v = 
( V l , V > ' " , v z )  E N l. Let % , . . . , %  be all of the vi 's that  do not lie in H.  (Here 
1 <_ il < i2 < "" < it <_ l. Then we write re(v) = ( v i ~ , " '  , % ) .  

E x e r c i s e  1.72. Suppose N N H = ~ and v,w C P[(N), where P '  C 79' and 
1 < i < deg P ' .  Then v = w if and only if re(v) = re(w). 

We now create a map ~b taking bC(N l) to bCr z) and having the properties 

(a) r U A2) = r U r for A1, A2 E ~C(NZ). 
(b) ~,(P'(N)) = P(N)  for all N E 5 r,  P E 79. 

Once r is defined on singletons, it will have a unique extension to 5C(N l) 
satisfying (a). Accordingly, let v E N t. If  v r UPE~ range(P ' ) ,  then put 
~({v}) = 0. Otherwise choose i and P E 79 such that  v E range(P~) and let 

r  = c r a n g e ( P a l ,  = 

Extend tb to 5 ( N  l) in accordance with property (a). 

E x e r c i s e  1.73. Proper ty  (b) is satisfied by ga. 

Choose N C N with N N H = 0 to satisfy the conclusion for the family 7 9'. 
Suppose now tha t  5C(N t) = U[=I ci. Create a parti t ion ~-(N l) = Ui~l  Di by 
the rule A E Di if and only if ~b(A) E Ci. 
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By hypothes i s ,  the re  exist  sets  A '  C UPEp P'(N) a n d B  E 5C(N), and  i such 
t h a t  {A'  U P'(B) : P E 7)} C D~ and such t h a t  A' O P'(B) = 0 for all  P E 7 ) . 
Le t  A = r Clear ly  we have 

A U P(B) = f~(A') U ~(P'(B))  = f ( A '  U P'(B)) r C~ 

for all P E 7 ) .  Moreover ,  

x = ~(x') c ~( U P'(N)) = U ~(P'(N)) = U P(N). 
P E P  P E P  P E P  

Hence we need only  show tha t  A N P(B) = 0, t h a t  is, r  N ~(p'(B)) = 0, for 
all P r 7 ) .  

Suppose  not.  T h a t  is, suppose  there  exis ts  some v E A n P(B), where  
P E 7 ) .  Since v E P(B),  sp(w) C B. On the  o ther  hand ,  since w E r  there  
exists  v C A '  wi th  ~(v)  = 7~(w). In pa r t i cu la r ,  sp(v) C B. But  v E P'(N) for 
some P E 7), so by  Exercise  1.68 (b) v C P'(sp(v)) C P'(B). This  con t r ad i c t s  
the  fact  t h a t  A t n Pr(B) = 0, comple t ing  the  proof.  

[] 



Chapter 2 

Infinitary Ramsey Theory 

2.1 T h e  t h e o r e m s  of  R a m s e y  and  Schur .  

Together with van der Waerden's theorem (1927), the pr imary classical results of 
Ramsey theory are Schur's theorem (1916) and Ramsey 's  theorem (1930). In this 
section we prove Ramsey 's  theorem and derive Schur's theorem as a corollary of 
it. The proofs we give are natural  and not new. The reader is invited to peruse 
[GRS] for more details. 

If  S is a set and k c N, let us call a subset B C S a k-subset if tBI = k. 

R1 .  ([Ram].) Let S be a countable infinite set and let k , r  E N. If the k-subsets 
of S are r-colored then there exists an infinite subset T C S having the proper ty  
tha t  the k-subsets of T comprise a monochromatic family. 

Before proving Ramsey 's  theorem, let us note tha t  it differs from the results 
of the previous chapter in that  the monochromatic family sought is infinite in 
cardinality (hence it is an infinitary result). Moreover, this family has the same 
structure as the original family to be r-colored; namely it is the collection of 
k-subsets of a countably infinite set. (It is hoped tha t  this helps to elucidate the 
distinction we draw between monochromatic configurations and monochromatic  
substructures.) 

Proof of  R1.  For k = 1, the result is of course obvious. Let us first handle 
the case k = 2, r = 2. Let us denote the 2-coloring by a function c from the 
2-subsets of S to {1,2}. 

Let A0 = S. If  possible, choose bl E A0 such tha t  A1 = {n E A0 : 
c({bl ,n})  = 1} has infinite cardinality. Assuming that  b l , . . . ,  bk-1 and A0 D 
A1 D . . .  D Ak-1 have been chosen, choose (if possible) bk E Ak-1 such tha t  
Ak = {n E Ak-1 : c({bk, n}) = 1} has infinite cardinality. Continue choosing 
bk's and Ak's as long as possible. 

If  this process fails to terminate (in other words, if for all k it is possible 
to choose such bk and Ak) then T = {bl ,b2, . . -}  clearly has the property tha t  
c(B) = 1 for every 2-subset B of T. If, on the other hand, for some k it is 
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impossible to choose bk, in other words if for every x C Ak-1 the set Ak = {n C 
A k - l :  c({x, n}) = 1} has finite cardinality, then one easily checks tha t  for some 
infinite set T C Ak-1, c(B) = 2 for all 2-subsets of T, completing the proof of 
this case. 

E x e r c i s e  2.1. Use induction on r to establish R1  for k = 2, r E N.  

We will now show tha t  validity of R1  for k = 2 implies validity of R1  for 
k = 3 ,  r = 2 .  

Denote the given 2-coloring of the 3-subsets of S by c. Let A0 = S. If  
possible, choose bl E A0 such that  for some infinite set A1 C A0 we have 
c({bl, x, y}) = 1 for every x, y E A1 with x # y. 

E x e r c i s e  2.2. If  the above is not possible then for any t E A0 we may (using 
the k = 2 case of R1)  find an infinite set X C A0 such tha t  c({t, x, y}) = 2 for 
every x, y E A1 with x ~ y. 

Assuming that  bl , . . .  ,bk-1 and A0 D A1 D . . .  D Ak-1 have been chosen, 
choose (if possible) bk E Ak-1 and infinite Ak C Ak-1 such tha t  c({bk,x,y}) = 1 
for every x, y C Ak with x # y. Continue choosing in this manner  as long as 
possible. 

If this process fails to terminate (in other words, if for all k it is possible 
to choose such bk and Ak) then T = {bl, b2,- . .} clearly has the proper ty  that  
c(B) = 1 for every 3-subset of T. If, on the other hand, for some k it is impossible 
to choose bk, in other words if for every t C Ak-1 and for every infinite subset 
X c Ak-1 there exists x,y  E X with x ~ y and c({t ,x ,y})  = 2, then one 
may easily show (basically by iterating Exercise 2.2) tha t  for some infinite set 
T C Ak-1, c(B) = 2 for all 3-subsets of T. 

E x e r c i s e  2.3. Adapt  the above methods to complete (by double induction on 
r and k) the proof of Ramsey 's  theorem in general. 

Infinitary theorems general imply finitary versions due to an elementary 
"compactness" principle. For example, a consequence of Ramsey 's  theorem is: 

C o r o l l a r y  2.1.1.  For every k, r, t E N,  there exists N = N(k, r) such that  if 
the k-subsets of { 1 , . - . , N }  are r-colored then there exists a set T C { 1 , . . . , N }  
with ITI = t such tha t  the k-subsets of T are monochromatic.  

P r o o f .  Suppose not. Then for some k, t, r and every N there exists an r-coloring 
~/N of the k-subsets of { 1 , - . - , N }  such that  for no set T C { 1 , . - . , N }  with 
ITI = t is the family of k-subsets of T monochromatic.  Extend each function 
7N arbitrarily to an r-coloring of the k-subsets of N.  Since the space of r- 
colorings of the k-subsets of iN is a compact  metric space under the topology 
of pointwise convergence, we can choose a sequence (Ni)i~176 1 C N such that  
lim~--.oo 1'N1 (E) = ~,(E) exists for every k-subset of N. According to R1,  there 
exists an infinite set T '  such that  the k-subsets of T '  comprise a monochromatic  
family under the coloring 3'. Let T C T '  with ITI = t. Then the k-subsets of T 
comprise a monochromatic family. But we can choose i such tha t  ~/N~ (E) = ~/(E) 
for every k-subset E of T. This is a contradiction. 
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[] 

Next we come to Schur's theorem. 

S l .  ([S].) For any finite coloring of N,  there exist x, y E N such tha t  {x, y, x + y }  
is monochromatic.  

P r o o f .  We will prove something somewhat stronger. A A-set in N is a set 
of the form { a j  - -  a i : i , j  E N, i < j},  where al < a2 < -.- is an increasing 
sequence of natural  numbers. Wha t  we will show is that  for every finite coloring 
of a A-set, a monochromatic configuration {x, y, x + y} may be found. 

Suppose then tha t  r E N and tha t  c is an r-coloring of a A-set { a j  - -  ai : 
i , j  E N,  i < j}.  c induces an r-coloring d of the 2-subsets of N; namely 
d ( { i , j } )  = c(aj  - e l )  (for i < j ) .  According to Ramsey 's  theorem, for some 
infinite subset T C N, the 2-subsets of T are monochromatic  for d. Let I < m < 
n be taken from T. Then {m - l, n - m,  n - l} is monochromatic  for c. Let 
x = m - l a n d y = n - m .  

[] 

Notice that ,  although Schur's theorem involves finite configurations, these 
configurations are not shift-invariant. (For example, {5, 12, 17} is a Schur con- 
figuration, while {6, 13, 18} is not.) Indeed, we shall see in the next section that  
Schur's theorem marks the first small step on the way to a full-blown substruc- 
ture theorem (this result, due to Hindman, implies tha t  for any finite coloring 
of N there exists a monochromatic IP-set) in the spirit of Ramsey 's  theorem. 

As easily as Schur's theorem is proved, it is somewhat  surprising tha t  its 
generalizations are as difficult as they are. Hindman's  theorem, for example, 
seems to be much deeper than Ramsey 's  theorem. However, even small steps in 
this direction can be somewhat daunting. For example, our method of proving 
Schur doesn ' t  seem to work for configurations of the form {x,  y, z, x + y ,  x + z ,  y +  
z, x + y + z}, even if higher orders of Ramsey 's  theorem are used. As a mat te r  of 
fact, for the proof of the following generalized Schur theorem, we need to invoke 
van der Waerden's  theorem. 

If  (xi} is a sequence in an abelian group, let us denote by FS(<x~})  the 
set of non-trivial finite sums of members  of the sequence without repetition. 
Tha t  is, FS(<x~})  = {xil  + ' " +  xi ,  : t e N ,  il  < " "  < it}. Also we write 

FSo(<x , ) )  = FS(<x~))  U {0}. 

G S l .  (See for example [GRS].) Let k c N. For any finite coloring of N there 
exist natural  numbers x l , . . . ,  xk such that  F S ( { x l , . . . ,  xk}) is monochromatic.  

Here is a finitistic version. 

GS2 .  Let k, r C N.  There exists M = M ( k ,  r) E N having the proper ty  tha t  for 
any r-coloring of {1, 2 , . . . ,  M} there exist X l , - . - ,  xk such tha t  F S ( { x l , . . . ,  xk}) 
is contained in {1, 2 , . . . ,  M} and is monochromatic.  

Finally, here is a set-theoretic version. 

QS3 .  Let k E N.  For any finite coloring of 5 there exist pairwise disjoint 
a l , ' " ,  ak such tha t  F U ( { a z , . . . ,  ak}) is monochromatic.  
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E x e r c i s e  2.4. Show tha t  G S l  implies G S 2  and tha t  G S 3  implies G S l .  

Let us show now tha t  G S 2  implies GS3.  

Let k , r  C N and suppose an r-coloring of 5 c is given. Let M = M(k, r). 
Let A1 C N be infinite and monochromatic.  By Ramsey 's  theorem (with k = 2), 
there exists an infinite set A2 C A1 such that  the family of 2-subsets of A2 is 
monochromatic.  Having chosen A1 D A2 D Aa D .-.  D Ai-1, let A~ C Ai-1 
be an infinite set such that  the family of / -subsets  of Ai is monochromatic  (this 
requires Ramsey 's  theorem with k = i). Continue until AM has been chosen. 

Notice tha t  for 1 < i < M, the / - subse t s  of AM are monochromatic.  We 
therefore have an induced coloring of {1, .. -, M}: assign to i the color of the i- 
subsets. By choice of M,  we have for this coloring a monochromatic  configuration 
F S ( { x l , . . . , x k } ) .  Simply choose now pairwise disjoint subsets c~l,..-,c~k of 
AM with I~il = xi, 1 _< i <_ k. One easily checks tha t  FU({c~l , . . . ,~k})  is 
monochromatic.  

[] 

We now proceed to a proof of the generalized Schur theorem (see also 
[GRS]). First we have a lemma. 

L e m m a  2.1.2. Let r , k  c N. There exists M = M(k,r)  C N such tha t  for 
any r-coloring of {1 , . . . ,  M} there exists x l , . . . ,  xk such that  F S ( { x l , . . . ,  xk}) 
c { 1 , - - . , M }  and such that  for 1 _< r t l  < n 2  < - - '  < nt < k, the color of 
x~ 1 + . . .  + x,~, depends only on nt. 

P r o o f .  Fix r. We use induction on k. For k = 1 things are clear. Suppose 
the lemma's  conclusion is valid for k. Let M = M(k + 1,r) be large enough 
tha t  for any r-coloring of {1 , - . - ,  M} there exists an ari thmetic progression of 
length M(k,r)  + 1. Given now an r-coloring of {1 , - . . ,  M},  let {Xk+l, xk+l + 
d , . . . , X k + l  + M(r,k)d} be monochromatic (with d > 0). By our induction 
hypothesis there exist a t , . . . ,  ak such that  F S ( { a l , . . . ,  ak}) C { 1 , . . . ,  M(k, r)} 
and such tha t  for 1 _< nl < n2 < . .-  < n~ < k the color of dan 1 + ".. + dan~ 
depends only on nt. Letting xi = dai, 1 < i < k, we are done, since the set 
{xk+l + u : u C FSo({x l , . . . ,  xk})} is monochromatic  as well. 

[] 

P r o o f  of G S l .  Suppose tha t  we are given an r-coloring of N. Choose by the 
above lemma Yl,Y2,'",Y(k-1)~+I C N such tha t  for 1 _< nl  < n2 < . ' .  < nt <_ 
( k - 1 ) r  + 1, the color of Y,,1 -t-Yn2 +"" + Ynt depends only on t. This induces an r- 
coloring of the set {nl, n 2 , . . . ,  n(k-1)~+l} for which, by the pigeonhole principle, 
there exists a k-element monochromatic  s e t  {ml,  m2," �9 " ,  i n k } .  Letting x~ = yn~, 
1 < i < k, one easily checks tha t  F S ( { x l , . . . ,  xk}) is monochromatic.  

[] 
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2 . 2  H i n d m a n ' s  t h e o r e m .  

Hindman's theorem, which may be viewed as an infinitary version of the gener- 
alized Schur theorem, is the archetypical Ramsey-theoretic result dealing with 
monochromatic substructures. 

As usual, we denote by F the family of all finite subsets of N, and we let 
F0 = ~'U {0}. (F,  U) is a semigroup, while (F0, U) is a semigroup with identity. 
For chfl E F ,  we write a < fl if i < j for every i E c~ and every j E ft. If 
(ai) i~i  C F with a i  < c~2 < " ', then the sub-family 

iEfl 

is called an IP-ring. 

E x e r c i s e  2.5. (.~(1), U) is isomorphic as a semigroup to (F,  u). 

Here now is Hindman's theorem. (See [HS, Corollary 5.17].) 

H1.  ([H1].) Let F (i) be an IP-ring. For any fn i te  coloring of F (i), there exists 
a monochromatic IP-ring F (2) c F (i). 

Here is another formulation. Recall that  an IP-set in N is an F-sequence 
( n ~ ) ~ y  having the property that  n~uz = n~ + nz when a A fl = 0. 

H2.  (See [HS, Corollary 5.10].) For any finite coloring of N, there exists a 
monochromatic IP-set. 

H I ~ H 2 :  Suppose that  a partit ion N = Ui~=l c i  is given. N is equal to the 
IP-set generated by the powers of 2, namely (m~)~e~-, where ms = ~ i ~  2 i - i .  

r Construct a partition F = Ui=i Di by the rule ~ E D~ if and only if m~ E Ci. 
According to H1 there exists j and an IP-ring F (i) such that  F (1) C Dj, which 
implies that  (m~)~ey(1) C Cj. 

[] 

The converse is somewhat more daunting. Since we will actually be proving 
H1,  however, we leave it as an exercise. 

E x e r c i s e  2.6. Show that  H 2 ~ H 1 .  

Proofs of Hindman's theorem abound. Hindman's original proof (see [H1]), 
elementary though difficult, was greatly simplified by Baumgartner  ([Ba]; see 
also [H2]). The proof we shall give is more in the spirit of proofs given by Glazer 
(see also [H2]) and by Furstenberg (see [F2]). Indeed, it is perhaps closest to a 
proof of Furstenberg and Katznelson (see [FK3]). 

A compact left topological semigroup is a semigroup S endowed with a topol- 
ogy with respect to which it is a compact Hausdorff space with respect to which 
the map t -~ ts is continuous for all s E S. (Warning: some authors say "right" 
instead of "left". Notice in any event the asymmetry of the condition.) Recall 
that  an element t E S is called an idempotent if t 2 = t. 
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E x a m p l e .  If  X is a compact  Hausdorf  space then according to Tychonoff 's  
theorem X x is compact  in the product  topology, and, as is easily verified, Haus- 
dorf. We claim that ,  in fact, X X is a compact left topological semigroup under 
the operation of composition. To see this, let g, f E X X and suppose tha t  U is 
an open neighborhood of fg ,  where f g ( x )  = f ( g ( x ) ) .  We claim tha t  the map 
k --* kg is continuous as f ;  tha t  is, there exists an open neighborhood V of f 
such tha t  Vg C U. Indeed, U contains an open subset containing f g  which has 
the form {h E X X : h(x~) E U~, 1 < i < t}, where x l , . . . , x t  E X and U I , . . - , U t  
are open subsets of X with f (g (x i ) )  E U~. Let V be the open set in X x 

V = {h E x x :  h(g(x~)) E U~, 1 < i < t} .  

Clearly f E V, and Vg C U, establishing that  X X is a compact  left topological 
semigroup. 

E x e r c i s e  2.7. Let X x be a compact  Hausdorf  space and let f E X X. Show 
tha t  the map g ~ f g  is continuous if and only if f is continuous. 

L e m m a  2.2.1. (Ellis; see [E].) Any compact left topological semigroup S pos- 
sesses an idempotent.  

P r o o f .  Let A~ denote the family of non-empty closed subsets P C S for which 
p 2 c p .  

E x e r c i s e  2.8. Show using Zorn's Lemma tha t  A/I contains a minimal element 
P with respect to inclusion. 

Let p E P. Then Pp C P is compact  (being the continuous image of a 
compact  set), non-empty, and moreover (pp)2 c P, hence Pp -- P. In particular 
the set Q = {q E P : qp = p} c P is non-empty and, being the continuous inverse 
image of a singleton, closed. Furthermore Q2 c Q, so tha t  Q = P.  Tha t  is, 
qp = p for all q E P.  In particular, p2 = p. 

[] 

The context in which we shall use the lemma of Ellis is the following: Sup- 
pose r E N and let X = {1 , . . . ,  r} ~ be the space of all r-colorings of 5~0. 

E x e r c i s e  2.9. X is a compact  metric space with metric 

p ( % ~ )  = 
1 + m a x { n :  7(a)  = ~(a) for all c~ C { 1 , . . . , n } } '  

The set X X of all self-maps of X (continuous or not) is a compact  space 
with the product  topology, which is generated by sets having the form {T E 
X x : T x  E U} where z E X and U C X is open. We may embed 5 ~ in X x as 
follows: for ~,/3 E )V and x E X, put T~x(~) = x((~ U ~). 

E x e r c i s e  2.10. {Ta}~e~= is an )V-action by continuous self-maps of X.  

If  A C )V0, denote by {T~}A the closure (in X X) of the set {T~ : ~ E A}. 
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C~ OC Exercise  2.11. Let ( )i=1 C )c with o~ 1 <ct 2 < - . . .  Then Nk-1 {ra}FU[(c~i)~_k] 
is a (non-empty) compact  left topological semigroup. 

P r o o f  o f  H1 .  Suppose r C N, c is an r-coloring of 3 c, and ~-(1) is an IP-ring. 
By Exercise 2.11 the set S = ['/k~__l {T~}ru ( ~ ) ~  is a compact  left topological 
semigroup and hence by E contains an idempotent  0. 

Choose/3~ ~ ~-(~) which approximates 0 to the extent tha t  

~(/3~) = T ~ ( O )  = Oc(O) 

and Oc(3l)=T~Oc(O)=02c(~)=Oc(O). 

Having chosen/31, choose/32 E )c(1) with/31 </32 (recall tha t  0 E S) and such 
that  

c(/32) = T ~ c ( 0 )  =0c(0) ,  

c(/31U/32) =T~c(/31) =0c(/31) =Oc(O), 
0~(/32)=T~0c(0)=0%(~)=0~(~), 

and 0c(/31U/32) --T~20c(/31 ) = 02c(/31)=0c(0). 

Hence 
0c(~)=~(~)----0e(0) (2.2) 

for all 7 C {/31,/32,/31U/32}. 
Having chosen/31 </32 < " "  </3k-1 from 3 r(1) such that  (2.2) holds for all 

7 E FU((/3i)~-I), use the fact that  0 C S to select/3k C ~(1) with/3k-1 </3k 
and such that  

c(gk u 7)  = T , k c ( ~ )  = 0c(~)  = 0c(0) 

a n d  Oc(/3k U ~/) = T~k 0c(7) = 0~c(7) = 0c(I/) = Oc(O) 

FU, k-1 for all 3' C ~((/3i)i=1 ). Then (2.2) holds for all 7 E FU((/3i)~_I). Continuing 

in this fashion, the resulting IP-ring ~c(2) = FU((/3~)~=I) is monochromatic.  
[] 

Exercise  2.12. If F is an IP-set  in N and F = Ui=l Ci, then one of the cells 
Ci contains an IP-set. Conclude that  if k C N then there exists an IP-set  
r ' c  ( k N n r ) .  

When combined with the IP or VIP van der Waerden theorem, Hindman 's  
theorem yields some interesting applications. 

T h e o r e m  2.2.2. (cf. eg. [HS, p. 307].) Let pl(x), . . ' ,pk(x) E Z[x] each have 
zero constant term. For any finite coloring of N there exists a monochromatic  
configuration of the form {n, a, a + pl (n) ,  a + P2 (n), - �9 �9 a + Pk (n)}. 

The proof of this theorem will be outlined in a series of exercises. We 
introduce some new ideas in preparat ion for this. 

Let G be an abelian semigroup. A subset E c G is said to be thick if it 
intersects every syndetic set non-trivially (the definition of syndetic appears  right 
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before Exercise 1.22). E is said to be piecewise syndetic if it is the intersection 
of a thick set and a syndetic set. 

E x e r c i s e  2.13. A set E C G is thick if and only if for every finite set F there 
exists g E G such tha t  gF = {gf  : f E F} C E. 

E x e r c i s e  2.14. A subset of N (or Z) is thick if and only if it contains arbitrari ly 
long intervals. Every thick set in N contains an IP-set. 

E x e r c i s e  2.15. Show that  if B is piecewise syndetic and B = B1 uB2 U- . .  UBk 
then one of the Bi 's  is piecewise syndetic by completing the steps in the following 
argument: 

(a) Having established this for k -- 2, it follows for general k by induction. 
(b) Let X = {0, 1} N and let T be the shift. If  B is piecewise syndetic then 

{TnlB : n E N} contains some 1E, where E is syndetic. 
(c) Suppose B is piecewise syndetic and B = B1 U B2. Let Y = {0, 1, 2} N and 
let S be the shift. Define "7 E Y by 'y (n )  = 0 i f n  E B c, 7(n) = l i f n  E B1, 
"~(n) = 2 i f n  E ( B 2 \ B 1 ) .  Use part  (b) to show tha t  there exists ~ E Y such 
tha t  {n : ~(n) > 0} is syndetic. 

(d) Let r be a uniformly recurrent point in { S ~ : n  E N}  (which exists by 
Exercise 1.22). Then~b(n) = j  > 0 for s o m e n  E N .  Hence {n : r  = j } i s  
syndetic and Bj is piecewise syndetic. 

E x e r c i s e  2.16. Let p~(x) E Z[x] with p~(0) = 0, 1 < i < k, and let P C N be 
an IP-set.  If  B C N is piecewise syndetic then there exists a configuration of 
the form { a , a § 2 4 7  C B, where n E F. (Hint: show 
it first for syndetic sets by using Exercise 1.57 and V I P v d W 3 ,  then apply part 
(b) from the previous exercise.) 

r 
P r o o f  of T h e o r e m  2.2.2. Let k C N and suppose tha t  N = U~=lCi.  Per- 
haps renumbering the cells, we may assume tha t  for some t < r, C1 , . . . ,C t  
are piecewise syndetic and C t + I , . . . , C ~  are not piecewise syndetic. Then by 
Exercise 2.15, (Ct+l U .-.  U C~) fails to be piecewise syndetic. In particular, 
(C1 U . .-  U Ct) is thick, so contains an IP-set  F (by Exercise 2.14). Hence by 
Exercise 2.12, some cell C~ contains an IP-set  F ~, where 1 < i < t. But  Ci is also 
piecewise syndetic, so by Exercise 2.16 there exists a configuration of the form 
{ a , a + p l ( n ) , a + p 2 ( n ) , . . . , a + p k ( n ) }  C C~, where n E F'  C C~. 

[] 

The phenomenon in evidence in Exercise 2.16 above may be more generally 
formulated. Let us call a family A of subsets of N partition regular if for any 
finite part i t ion of N, some cell of the parti t ion contains a member  of .A. 

E x e r c i s e  2.17. If A is a shift-invariant family of finite subsets of N then A is 
parti t ion regular if and only if every piecewise syndetic set contains a member  
of A. 

This characterization does not extend to families whose members  have infi- 
nite cardinality, as is demonstrated in the following exercise: 
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E x e r c i s e  2.18. (a) There exists a sequence of intervals (In)hEN in N with 
II~1 = n and such tha t  ((I,~ - In) n (It -- Is)) ~ fl if and only if n -- t and 
m = s. (b) Put  E = UnEN I2n and F = UnEN I2n--l" Let A be the family of 
shifted subsets of E having infinite cardinality. Then .4 is a part i t ion regular 
family none of whose members  are contained in the thick (and hence piecewise 
syndetic) set F. 

However, we do have this: 

E x e r c i s e  2.19. Every piecewise syndetic set contains a shifted IP-set.  

Hindman 's  theorem has important  ramifications for a certain mode of con- 
vergence along 5 we shall define presently. Suppose tha t  { x ~ } ~ :  is an 5 =- 
sequence in a topological space and 9 v(1) is an IP-ring. We write 

IP- l im x~ = z 
a E ~ T ' ( 1 )  

if for every neighborhood U of z there exists/3 E 5 having the proper ty  tha t  for 
every c~ c 5 (1) with c~ > t3, x~ E U. 

An ~-sequence in a compact metric space is also called a compact coloring 
of 5 .  (Notice that  the set of r-colorings of 5 corresponds with the set of 5 -  
sequences in { 1 , 2 , . . . , r } ,  which may be viewed as a compact  metric space. 
Hence the notion of compact  coloring is an extension of the notion of finite 
coloring.) 

H 3 .  Suppose that  X is a compact metric space and {x~}~e$- is an 5-sequence 
in X.  Then for any IP-ring $-(1) there exists an IP-ring ~(2) c 5 ~(1) such tha t  

IP-l im x~ -- x 

exists. 

E x e r c i s e  2.20. Show that  H 3  implies H1.  

Let us show now that  H1  implies H3.  Recall that  any compact  metric space 
is total ly bounded. Hence for every e > 0 there exists an ~-net, or, equivalently, 
a finite covering of X by t-balls.  Using Hindman 's  theorem, therefore, for any 
IP-ring 5 (1) there exists an IP-ring g C 5 (1) having the proper ty  tha t  the 
the diameter  of {x~ : c~ E g} is at most E. Therefore, given 5 (1) we may let 
5 (1) D ~(1) D g(2) D G(3) D -. .  be a descending sequence of IP-rings such 
tha t  the diameter  of {x~ : ~ C G ('~)} is at most 1 for all n E N. Let now 

n 

c~1 < ~2 < " "  be an increasing sequence in 5 with ~ C G(i) i C N. 

z U o o  E x e r c i s e  2.21. Show that  the IP-ring 5 (2) F ((c~)~=1) has the required 
properties. (Hint: utilize completeness of X.) 

[] 

Suppose tha t  5 (1) is an IP-ring and m E N. We denote by (5(1))~  the set 
of all k-tuples ( a l , " .  ,~m) E (5(1)) k having the proper ty  a l  < a2 < " "  < C~m. 
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The following theorem, at tr ibuted independently to both Milliken ([Mi]) and 
Taylor ([T]), is an extension of Hindman's theorem. (See also [HS, Corollary 
18.8] .) 

M T 1 .  Suppose that  ~(1) is an IP-ring and m E N. For any finite coloring of 
(9~(~))~ ', there exists an IP-ring 9 ~(2) c .p(1) such that  (~(2))~, is monochro- 
matic. 

P r o o f .  The case m = 1 is of course just Hindman's theorem. We shall show 
that  the conclusion holds for m = 2 and leave the induction step as an exercise. 
Let 5 ~(a) be an IP-ring. Suppose we are given an r-coloring of (5~(1)) 2. Let 
a l  E 5 ~(1) and r-color the IP-ring G ~ = {~ C $-(1) : a l  < /3} according to the 
color of (a l ,  ~). By Hindman's theorem there exists an IP-ring G (2) C G ~ which 
is monochromatic for this coloring; that  is, the color of (aa,/3) does not depend 
on/3, /3 E g(2). Now let a~ E g(2). Let ~'  = {t3 E ~(2) : a2  < f~}. 

E x e r c i s e  2.22. There exists an IP-ring ~(3) C ~ such that  for any a C 
FU{aI, a2}, the color of (a,/3) does not depend on/3 C G (3). 

Having chosen ~(3) as in the previous exercise, let a3 C ~(3). Continue. 
Having chosen a l , ' " , a ~  with a l  < .-. < a~, and 5 ~(1) D 6(2) D . . .  D ~(~), 
let G ~ = {/3 ~ G(~) : a~ < /3}. Similarly to the previous exercise, there exists, 
according to Hindman's theorem, an IP-ring G(~+~) C ~ such that  for all a 
FU{a~, . . . ,a~} the color of (a,/3) does not depend on /3 ~ ~(~+1) (in other 
words, is a function of a). Let a~+l ~ ~(~+1). Once ( ~)n=~ have been chosen 
in this way, let G' = F U { ~ I , ~ 2 , . . . } .  By construction, the color of (a,/3), for 
(a,/3) ~ (G,)2<, is a function of (~ alone. Therefore by Hindman's theorem there 
exists an IP-ring 5 ~(~) C ~ C 5 ~(1) such that  (9~(2))2< is monochromatic. 

E x e r c i s e  2.23. Finish the proof of M T 1  by induction on m. 

[] 

The notion of IP-convergence has a natural multi-parameter generalization. 
Suppose that  X is a topological space, 9 ~(~) is an IP-ring, m ~ N, and 

{:l:(al,..-,c~m)" ( ~ l , ' ' ' , O ~ m )  E ()U(1))~} 

is a sequence in X indexed by (9v(1))~. Write 

IP-lim x(~l,... ~ )  = z 

if for any neighborhood U of z, there exists a0 E .p(1) such that  for every 
(OLl, ' ' ' ,O~m) E (~ (1 ) )~ ,  ~1 > OL0, X(al,... , ..... ) E U. 

The following version of the Milliken-Taylor theorem is the counterpart  to 
the formulation H3  of Hindman's theorem. 

M T 2 .  Suppose that  X is a compact metric space, m E N, 5 v(t) is an IP-ring and 
{z(~l , . . . ,~)  : (c~1,-" ,am) C (5~(1))~} is a sequence in X indexed by (~(1))~. 
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Then there exists an IP-ring $-(2) C ~(1) such tha t  

IP-l im x(~l,... ~ )  = z 
(~l,'-.,~m)e(7(2))~ 

exists. 

The following finitary version of the Milliken-Taylor theorem is obtainable 
from it by a simple compactness argument.  (Alternatively, it could be proved 
without  recourse to infinitary results by using an argument  similar to tha t  used 
for the generalized Schur theorem.) For any finite set B = { i l l , ' " ,  fiN) C ,~, 
where fll < "'" < fiN, and any m E N, let )~('~) (B) denote the family of m-tuples 
( a l , " ' ,  (~m) with a l  < " "  < am,  where each c~i is a union of flj's. 

C o r o l l a r y  2.2.3 Let r , m , t  E N. There exists N = N(r,m,t) such tha t  for 
any set B = { f l l , ' " , f i N }  C 5 ~, where fll < "'" < fiN, and any r-coloring of 
.P('~)(B), there exists a set C = {71 ,""  ,Tt}, 71 < " "  < ~'t, where each % is a 
union of fly's, such that  ~(m)(C)  is monochromatic.  

E x e r c i s e  2.24. (a) Show that  M T 1  and M T 2  are equivalent. (b) Prove 
Corollary 2.2.3. (Hint: use the compactness principle.) 

2 . 3  I n f i n i t a r y  H a l e s - J e w e t t :  t h e  C a r l s o n - S i m p s o n  t h e o -  
r e m .  

The Carlson-Simpson theorem ([CS]) does for the Hales-Jewett  theorem what  
Hindman 's  theorem does for Schur's theorem. For k E N,  let Wk denote the 
fTee semigroup on the letters {1 , - . . ,  k}. (In Section 1.6 we denoted this alpha- 
bet by Ak and wrote A~ for the set of n-letter words on this alphabet.  We are 
changing notation somewhat because, unlike in Section 1.6, we now will utilize 
the semigroup structure.) Variable words in the alphabet  {1 , - - . ,  k, x} are de- 
fined exactly as before (namely those words in which the letter x appears),  and 
combinatorial  lines as well (namely {w(1) , . - . ,w(k )} ,  where w(x) is a variable 
word and w(i) corresponds to the word in Wk which results by substi tut ing the 
letter i for each occurence of the letter x in w(x)). If { w i ( x ) } ~ l  is a sequence 
of variable words then the set 

w{wl(xl)w2(x2) } 
={wl(il)w2(i2)-..wn(i~): n C N,  it E {1 ,2 , - - - , k} ,  1 < t < n} 

will be cMled a Wk-ring. We will generally denote Wk-rings by the symbols 
W (I), W (2) , V (I) , etc. 

The following theorem, sometimes referred to as the Carlson-Simpson the- 
orem, is actually somewhat weaker than what Carlson and Simpson proved in 
[cs]. 

WCS. Suppose that k C N. For any finite coloring of a Wk-ring W (1), there 
exists a monochromatic Wk-ring ~/V (2) C ~/V 0). 
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The proof is from [FK3] and utilizes compact left topological semigroups. 
Let S be a compact left topological semigroup and let J C S be non-empty and 
closed. If S J  = { s j  : s E S , j  E J }  C Y then J is said to be a left ideal. If J S  C Y 
then J is said to be a right ideal. If J is both a left and a right ideal then we call 
Y a two-sided ideal. Any (left, right or two-sided) ideal, itself being a compact 
left topological semigroup, contains by Ellis' theorem an idempotent.  If Y is a 
left ideal of S which is minimal among left ideals with respect to inclusion, then 
we call J a minimal  left ideal. 

E x e r c i s e  2.25. Use Zorn's Lemma to show that  every compact left topological 
semigroup contains a minimal left ideal. 

E x e r c i s e  2.26. For any x E S, S x  is a left ideal in S, hence if Y is a minimal 
left ideal then S x  = J for all x E J. 

E x e r c i s e  2.27. Let S be a compact left topological semigroup and suppose 
I C S is a two-sided ideal. Then I contains every minimal left ideal of S. 

P r o p o s i t i o n  2.3.1. (eg. [HS, Theorem 2.9].) Let S be a compact left topolog- 
ical semigroup and let 0 E S be an idempotent. The following two conditions 
are equivalent: 

(a) 0 belongs to a minimal left ideal. 
(b) The only idempotent r E S for which r = 0r = r is r = 8. 

P r o o f .  (a) ~ (b). By Exercise 2.26, SO is the minimal left ideal containing 8. 
Suppose that  r is an idempotent with r = 8r = r Then r = r E S0, so that,  
again by Exercise 2.26, S r  = SO. In particular, 0 E Sr that  is, for some r we 
h a v e 0 = r 1 6 2  Then r = 8 r  r162 = r162  = 8. 

(b) ~ (a). Let H C S0 be a minimal left ideal and let r  E H be idem- 
potent. Let r = 0r Then r = (0r162 = 0(r162 -- 0r = r and 
r = 8r = r hence r  8. B u t C E H ,  h e n c e 0 E H .  

[] 

An idempotent tha t  possesses property (a), and hence property (b), of the 
proposition above is called a minimal  idempotent. According to Exercise 2.27, 
therefore, any two-sided ideal contains every minimal idempotent.  

T h e o r e m  2.3.2. (eg. [HS, Theorem 2.23].) Let S be a compact left topological 
semigroup and let 0 E S b e  amin ima l idempoten t .  I f k  E N and G C S k is a 
semigroup containing (0, 0 , . . . ,  8) then (8, 0 , . . . ,  8) is a minimal idempotent of 

and therefore is contained in every two-sided ideal of g. 

P r o o f .  Any idempotent in S k is clearly of the form ( r  Ck), where r E S 
is idempotent.  Suppose ( r  Ck) E g is idempotent with 

( r  r . . ,  0) = ( 0 , . . . ,  0 ) ( r  Ck) = ( r  r 

Then r 1 6 2  = r  1 < i  < k. But 0 E  S is minimal, so r = 0 ,  1 < i  < k. 
In other words, ( r 1 6 2  = (0 , - . - ,0) .  Hence ( 0 , . . . , 0 )  has property (b) of 
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Proposit ion 2.3.1, so that  ( 0 , . . . , 0 )  is a minimal idempotent  of G and hence 
according to Exercise 2.27 lies in every two-sided ideal of g. 

[] 

Let k E N and denote by 14]k the free semigroup on the alphabet  {1,- �9 �9 k}. 
Let r C N and put  X = {1, . . .  , r}  wku{~}, where e is an identity. Recall that  
X X with the product  topology forms a compact  left topological semigroup under 
composition. 

L e m m a  2.3.3. Let k E N. If A , B  c ( x X )  k and A consists of k-tuples of 
continuous functions then ( A ) ( B )  C A B .  

P r o o f .  First  we show that  A B  C AB .  Let a = ( a l , . . . , a k )  E A and let 
= ( b l , " "  ,bk) ~ B. Let 5 / b e  an open neighborhood of ab. We will find b ~ B 

such tha t  a b ~  bl. There exist points x~,. �9 x~ ~ X and a collection of open 
se t s  {Ui , j  : 1 < i < k, 1 <_ j <_ I} such that  ai(-bi(xj)) ~ Ui,j and such tha t  

{ f  = ( f l , " ' , f k )  E ( x X )  k : f i ( x j )  C Ui,j : 1 < i < k, 1 <_ j <_ l} C Lt. 

Since for all i ai is continuous there exists for all i and j a neighborhood Vi,j of 
bi(xj) such tha t  ~i(V~,j) C Ui,j. Let 

12 = { f  = ( f l , ' " , f k )  E ( x X ) k  : f i ( x j )  e Vi,j : 1 < i < k, 1 <_j <_ l}. 

Then 12 is a neighborhood ofb and therefore contains a point b = (bl,. �9 �9 bk) E B. 
Then -g~(bi(xj)) C Ui,y for all i and j .  In particular, ab E ld. 

Next we show tha t  (A) (B) C (AB) .  This will complete the proof since a con- 

sequence of what  we have just shown is that  ( A B )  C A B .  Let g = ( g l , " "  ,~k) E 
and let b = ( b l , " "  ,bk) E B. Let b / b e  an open neighborhood ofgb.  We will 

find a C A such tha t  a b c  L/. There exist points x t , . ' . , x t  E X and a collection 
of open sets {Ui,j : 1 < i < k, 1 _< j _< l} such tha t  -di(bi(xj)) E Uid and such 
tha t  

{ f  = ( f l , ' " , f k )  C ( x X )  k : f i ( x j )  c Ui,j : 1 < i < k, 1 <__ j <_ l} C bt. 

Since ~ E A there exists a = ( a l , . . . ,  ak) E A such tha t  ai (b i (x j ) )  C Ui,j for all 

i, j .  In particular,  ab E L/. 
[] 

We can embed Wk in X x as follows: for w E 14~k let T~ C X x be defined 
by T,~'),(v) = ~/(vw), where 3, C X and v E 14]k. 

E x e r c i s e  2.28. Show that  { T ~ } ~ w k  is a 1/Yk-action by continuous self-maps 
of X.  

Let S be the closure in X x of {T~ : w E Wk}. Tha t  is, S = {T~}wk. 

E x e r c i s e  2.29. Use Lemma 2.3.3 to show tha t  S is a compact  left topological 
subsemigroup of X x .  
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P r o o f  of W C S .  Let r �9 N. Without loss of generality we may assume that  
T 142 (1) = Wk. Let 14;k = [-Ji=l Ci be an r-coloring of 142k and let 3' �9 X be 

determined by 3'(w) = i if and only i f w  �9 Ci. Let 2-' C l/V2 be the set of 
all k-tuples ( w( 1 ) , . . . ,w (k ) ) ,  where w(x)  is a variable word. Let G' -- 2-'U 

�9 w k } .  

E x e r c i s e  2.30. G' is a subsemigroup of }N2 and 2-' is subsemigroup of ~' 
satisfying G'2: C 5[' and ZtG' C Z'. 

For w = ( w l , . . . , w a )  �9 W2, let us write Tw = ( T w l , ' " , T ~ )  �9 S k. Let 
now ~ = {Tw}~, C S k and 2. = {Tw}z, C G. 

E x e r c i s e  2.31. Use the above Lemma 2.3.3 to show that  ~ is a compact left 
topological semigroup containing {(f ,  f , . - . ,  f )  : I �9 S} and 2. is a two-sided 
ideal in G. 

We are now ready to apply Theorem 2.3.2. Namely, let 0 be any minimal 
idempotent in S. By Theorem 2.3.2, (0 , . . . ,  0) is a minimal idempotent in G, 
therefore 2., being a two-sided ideal in ~, contains ( 0 , . . . ,  0). This implies that  
there exists a variable word Wl(X ) such that  ( (wl (1) , . . .  ,Wl(k)) �9 2.' approxi- 
mates ( 0 , . . . ,  0) so closely that  

~/(wl(i)) = T~( i )7(e)  = 03@) and 

02/((Wl(i)) = T~l(i)O~/(e) = 02~/(e) = O~/(e), 1 < i < k. 

Having chosen variable words w t ( x ) , . . . ,  wn(x)  such that  

~/ (wl ( i l ) . . .  wn(in))  = 03@) and 

O~[(Wl(il) " ' 'wn( in) )  = O~/(e) 

for all choices i l , . . . ,  in �9 {1 , . . . ,  k}, choose a variable word w~+l(x) having the 
property that  (Wn+l(1) , " ' ,Wn+l(k) )  �9 2-' approximates (0 , - . - , 0 )  so closely 
that  

V ( w l ( i l ) " " "  Wn+l(in+l)) = Yw,~+l(in+l)~[(wl(il) "'" Wn(in)) 
= . = 

and 
O')/(Wl(i l) ' ' 'Wn+l(in+l))  = Tw~+l(i~+l)O'~(wl(il)" 'Wn(in)) 

= 02~/(Wl ( i l )  - . .  Wn(in)) 
= = 

for all choices of i l , . . . , i ,~+1 taken from ( 1 , . . . , k } .  Continue in this fashion. 
Once wi(x)  has been chosen for all i �9 N, let 14; (2) = ~]{Wl(Xl)W2(X2)... }. 

[] 

E x e r c i s e  2.32. (a) By altering slightly the proof of W C S ,  prove the following 
theorem of Furstenberg and Katznelson (see [FK3]): for any finite coloring of 
14;k, there exists a sequence (w,(x))~= 1 of variable words such that  

{Wnl(tl)Wn2(t2)'" "Wn~(tl) : nl < ' ' '  < nl, ti �9 {1,2, ' -"  ,k}, 1 < i < l} 
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is monochromatic. Is it true that for any finite coloring of a set of this form, 
there is a monochromatic subset of the same form? 

(b) Use part (a) to derive the following case of Furstenberg's "infinitary van 
der Waerden" theorem: Let k �9 N and let (n~)sc$- be any IP-set in N. There 
exists an IP-ring ~(i) and an IP-set (as)sc$-(~) such that the set 

U {as , a s  + n s , a s  + 2 n s , . - . , a s  + (k - 1)us} 

is monochromatic. 

As alluded to above, WCS is a consequence of, though weaker than, what 
is proved in [CS]. According to the actual Carlson-Simpson theorem, which we 

shall call CS, one can find a monochromatic Wk-ring I/Y(wl (Xl)W2(x2)...) for 
which each variable word wi(x) has x as its leftmost letter, i _> 2 (this cannot 
be guaranteed for i -- I). In order to prove this, one considers the set J' of 
k-tuples (w(1),..., w(k)), where w(x) is a variable word of this restricted type. 

Then by Lemma 2.3.3 J = {T~}j, is a right ideal and one uses the following 
fact in conjunction with Theorem 2.3.2. 

Fact .  If 02 = 0 C L, where L is a minimal left ideal of a compact left topological 
semigroup S, and J C S is a right ideal, then there exists an idempotent r E Y 
such that  0r = 0. 

E x e r c i s e  2.33. Prove CS by completing the steps in the following argument. 
(a) If Y is a minimal right ideal and x E Y then x J  = J. 
(b) If L is a minimal left ideal, 0 E L is idempotent,  and Y is a right ideal 

then there exists y C Y such that  Oy = 0. (Hint: without loss of generality, J is 
a minimal right ideal. L J  is a two-sided ideal. Use part (a).) 

(c) Prove the fact above. (Hint: use part (b), taking r = yOy.) 
(d) Adapt the proof of W C S  to give CS. 

We will now outline a strictly combinatorial proof of W C S  which is more 
in the flavor of the original proof given by Carlson and Simpson. This proof is 
based somewhat on a proof of Hindman's theorem due to Baumgartner  ([Ba D. 
We need to introduce some terminology and notation. If 14] (1) is a l/Yk-ring then 
we will say that  W(Xl , . . .  ,xn) is an n-variable word overVY (1) if { w ( t l , . . .  ,t,~) E 
142 (1) : 1 _< ti _< k} C 142 (1). In this case we will write 

W(Xl, ' ' "  ,Xn)--l}/~ (1) = {V �9 }/~k : W( t l , ' ' "  , tn )v  �9 ]/~(1) for all 1 < t i ~_ k}  

and remark that  w ( x l , . . . ,  x n ) - l W  (1) is a ~42k-ring. 

E x e r c i s e  2.34. Any }4]k-ring contained in w ( x l , . . . ,  xn)-l}4? (1) must have the 
form w ( x l , . . .  , xn ) - lY ,  where Y C 142 (1) is a ]/Yk-ring and W(Xl , . . .  ,xn) is an 
n-variable word over )2. 

More generally, for any E C l/Yk we will write 

W ( X l , " .  , x n ) - l E  = {v �9 ]4;k : w ( t l , ' "  , t~)v �9 E for all 1 _< ti _< k}. 
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When w(xl , . . .  ,x~) = Wl(Xl) . . .  Wn(Xn) , we may write 

Wn(Xn) -I"''wl(xl)-IE = ( W ( X l , ' " , X n ) ) - l E .  

Let W (1) be a Wk-ring. If E C W (1), then we say that  E is large for 142 (1) 
if for every Wk-ring W (2) C W (1), (E n W (2)) ~ 0. Large sets have a mild finite 
partit ion property: 

r L e r n m a  2.3.4. If E is large for 142 (1) and E = Ui=l E~ then for some i and 
some Wk-ring 142 (2) C W (1), Ei is large for W (2) . 

P r o o f .  If Ez is large for W (1) we are done, otherwise there exists a Wk-ring 
12(1) C W (1) with (12(1) A El)  = 0. If E2 is large for 12(1) we are done, otherwise 
there exists a 1/Vk-ring 12(2) C 12(1) such that  (12(2) N E2) = 0. Continue choosing 
Wk-rings ]2 (1) D 12(2) D . . . .  At each stage, if Ei+l is large for 12(~) we are done, 
otherwise ensure that  (12(i+1) N Ei+I) = ~. This process must terminate before 
we get to 12(r) for otherwise (12(r) A E)  = 0, a contradiction. 

[] 

Here is the main tool we will use for proving W C S .  Its proof utilizes the 
Hales-Jewett theorem. 

P r o p o s i t i o n  2.3.5. If E is large for l/V(1) then there exists a variable word c(x) 
over W (1) and a Wk-ring 12 C ~/V (1) which contains {c(t) : 1 < t < k} and such 
that  c(x)- lE is large for c(x)-112. 

P r o o f .  Choose, if possible, a variable word wl(z) over I/V(1) such that  {wl(t l)  : 
1 < tl  _< l} C E c. Supposing this has been done, choose if possible a vari- 
able word w2(x) over wl(x) - lW(1)  such that  {wl(tl)w2(t2) : 1 <_ tl,t2 < 
k} C E c. Continue as long as this process remains possible, that  is, having 
chosen Wl(X), w2(x), . . . ,  w~(x), choose if possible a variable word w~+l(x) over 

( W l ( X l )  "" "Wr(Zr))--lY~] (1) such that  { w l ( t l ) . - . w ~ + l ( t ~ + l ) :  1 _< ti _< k} C E c. 

Since E is large for W (1), for some r it must become impossible to choose Wr+l(X) 
with the aforementioned properties. (Otherwise, having chosen wi(x) for all 
i E N, E would not contain any member of W{wl(xl)w2(x2). . .  }, contradict- 
ing the fact that  E is large for W (1).) This means that  for every variable word 

w(x) over (wz(x l ) - . .  w~(x~))-ll /v (1), there exists a choice of t l , - . .  ,t~+l such 
that  w l ( t l ) . . ,  w~(tr)w(t~+l) c E. 

By the Hales-Jewett theorem there exists N such that  for any k~+l-coloring 
of the length N words on k letters, there exists a monochromatic combinatorial 

line. Choose a word U(Xl, x2,. . .  ,XN)over ( w l ( x l ) " "  w~(x~))-1142 (1), and set 

B = { u ( t l , . - . ,  tN) : 1 < t~ <_ k}. 

Suppose now that  v(x) is an arbitrary variable word over 

( W l ( X l ) ' ' ' W r ( X r ) U ( X r + l , ' ' "  ,xr-FN))-I~/~ (1). 
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Induce a k~+l-coloring of B according to, for b �9 B, which values of t l , " ' ,  tr+l 
make the statement wl(tl)...w~(t~)bv(t~+l) E E true. (That  there is such a 
choice of t l , . . . ,  tv+l is a consequence of the fact that  by(x) is a variable word 

over (wl (x l ) . . .  w~(x~)) - lw (1). If there is more than one choice making the 
statement true, pick any of these for the purposes of creating the coloring.) For 
this k~+l-coloring, there exists a monochromatic combinatorial line which we 
may identify as {b(t) : 1 < t < l}, where b(x) is a variable word. In other words, 
there exists some fixed t l , . . .  , t~+l for which { w l ( t l ) . . .  w~(tr)b(i)v(tr+l) : 1 <_ 
i < k} C E. Since wl( t l ) . . .w~( t~)b(x)  is itself a variable word, we have that 

for every variable word v(x) over (Wl(Xl).- .  w~(x~)u(x~+l,..., X~+N))-IW (1), 
there exists a variable word c(x) and j such that  {c(t)v(j) : 1 < t < k} C E. In 
particular, the set 

F = {W �9 (Wl"'-WrU)-I)/v (1) : ~ C(X) with {c(t)w: 1 < t < k} C E} (2.3) 

is large for (wl(Xx)'-" wr(x~)u(x~+l,... ,  X~+N))-IFV(1). 
Notice, moreover, that  the variable words c(x) which are being used in (2.3) 

come from a finite set. Indeed, they are all of the form wl(tl). . .w~(t~)b(x), 
where b(x) corresponds to a combinatorial line in B. Hence we may form a 
finite partit ion of F by coloring w E F according to which of these variable 
words c(x) makes the statement {c(t)w : 1 < t < k} C E true (once again, if 
more than one c(x) will do, pick one arbitrarily). We many naturally denote the 
cells of this partit ion by {F~(x)}, c(x) running over the aforementioned set. By 
Lemma 2.3.4, some F~(x) is large for a sub-system; that  is, there exists a fixed 
variable word c(x) and a Wk-ring having the form 

(W 1(xl).. .wr(xr) iz(xr+l , . . .  Xr+N))--112 
C (Wl(Xl)" ' '  Wr(Xr)~t(Xr+l,''', Xr+N))--I~/~ (1) 

such that  Fc(x) is large for c(x)-l"l) = (Wl(Xl)""" Wr(Xr)~t(Xr+l,''', Xr+N))-112. 
However, by construction Fc(x) C c(x)-l  E. 

[] 

P r o o f  o f  W C S .  Let k E N, let I/V (1) be a )/Yk-ring and suppose that  W (1) 
is finitely colored. By Lemma 2.3.4, there exists a cell of this partition, call 
it E,  and a YVk-ring 12 (1) C 1/13 (1) such that  E is large for 12(1). Therefore, by 
Proposition 2.3.5, there exists a variable word cl (x) and a Wk-ring p(2) C 12(1) 
such that  cl(x) is a variable word over p(2), and also such that  c l ( x ) - lE  is 
large for c1(x)-112 (2). By another application of the proposition, there ex- 
ists a variable word c2(x) and a l/Vk-ring 12(3) C 12(2) such that  c2(x) is a 
variable word over c1(x)-112 (3), and furthermore such that  c2(x) - lc l (x ) - lE  is 
large for c 2 ( x 2 ) - l c l ( x l ) - 1 P  (3). Continue in this fashion. Namely, having cho- 
sen variable words c l (x) , . . . , c~- l (x )  and l/Vk-rings 12(1) D 12(2) D . . .  D ~(~), 
with C~_l(X) - 1 . . .  c l ( x ) - l E  large for c~(x=) - 1 . - -  c1(xl)-112 (~), choose a vari- 
able word c~(x) and a Wk-ring 12(~+1) C 12(=) such that  c~(x) is a variable 
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word over Cn_l(Xn_l) -1 . , .  C1(Xl)-1• (n+l), and such that  Cn(X) -1"-"  Cl(x)-lE 
is large for c,~(Xn)-l...cl(xl)-lV(n+l). Having chosen ci, i E N, let 5/ = 
~]{Cl(Xl)C2(X2)'''}. 
Exerc i s e  2.35. Show that  for any n E N and any n-variable word U(Xl , . . . ,  x~) 
over L/, U(Xl,..., x,~)-lE is large for U(ml,..., Xn)--lu. 

Since E is large for V (1), and U c 13 (1), some combinatorial line from b/is  
contained in E. That  is, there exists a variable word vl(x) over/g  such that 
{vl(t) : 1 < t < k} C E. By the exercise above, Vl(x)- lE is large for Vl(X)--I/-~. 
Therefore there exists a variable word v2(x) over vl(x)-lbt such that  {v2(t) : 1 < 
t <_ k} C Vl(X)-lE, that  is, {vl(tl)v2(t2) : 1 < tl,t2 <_ k} C E. Continue in this 
fashion. Namely, having chosen variable words Vl(X), . . . ,V~-l(X),  notice that 
vn_l(x~_l) -1 . . .  v l ( x l ) - lE  is large for Vn_l(X~_l) - 1 . - -  vl(xl)-l /X, therefore 
we may choose a variable word v,~(x) over v~_l(X~_l) - 1 . . .  Vl(Xl)-l/d such that 
{v~(t) : 1 < t < k} C Vn_l(X~_l) - 1 . . . v l ( x l ) - l E ,  that  is, {Vl(t l ) ' ' 'Vn(tn):  
1 < t~ < k} C E. Once v~(x) has been chosen for all i E N, let 14] (2) = 

} 
[] 

2 . 4  C a r l s o n ' s  T h e o r e m .  

Let A be a finite field and let n E N. Then A n is a vector space over A. 
A translate of a t-dimensional vector subspace of A n is called a t-space. The 
Graham-Leeb-Rothschild theorem follows. 

G L R .  ([GLR].) Let r,n, t  C N. There exists N = N(r,n,t)  such that  for any 
r-coloring of the n-spaces of A N there exists a t-space V such that  the family of 
n-spaces contained in V is monochromatic. 

We won't  prove G L R  here. We mention it because it is a well known result 
of Ramsey theory that  is related to a result that  we will prove, namely Theorem 
2.4.1 below. The reader is invited to compare the two. 

For k, M C N, let us denote the set of words of length M on the Mpha- 
bet {1 , . . . ,  k} by Wk(M). Recall that  a variable word over Wk is a word on 
the alphabet { 1 , 2 , . . - , k , x }  in which the symbol x appears at least once, and 
an n-variable word, n E N, is a word on the alphabet {1 , . - - , k ,  Xl , . . - ,Xn}  in 
which all the xi 's occur, and such that no occurence of xi+l precedes an oc- 
curence of xi, 1 < i < n -  1. The symbols Xl , . . . , xn  may be replaced, when 
convenient by other symbols such as Yl,'" �9 yn or zl , .  �9 -, zn. An n-variable word 
W(Xl,.. . ,  xn) of length M will be called a variable word over Wk(M), and the 
set { W ( t l , t 2 , ' ' ' , t n )  : 1 _< ti < k,i  = 1 , . . . , n }  will be called the space associ- 
ated with w. If w is a t-variable word and v is an n-variable word and the space 
associated with v is contained in the space associated with w, v will be called 
an n-subTotal of w. Another way of seeing this is, if w(yl," " ,Yt)  is a t-variable 
word then the n-variable subwords of it (in the variables X l , " . ,  x~) are of the 
form w(z l , . . . ,  zt), where z l . . .  zt is an n-variable word over }/Vk(t). 
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T h e o r e m  2.4.1. Let k,r ,  n , t  E N be given. There exists M = M(k,  r, n,t)  
such tha t  for every r-coloring of the n-variable words over Wk(M) there exists 
a t-variable word all of whose n-subwords are the same color. 

E x e r c i s e  2.36. Compare Theorem 2.4.1 with G L R .  Does either easily imply 
the other? 

The s t rategy of the proof of Theorem 2.4.1 is basically to first use the Hales- 
Jewett  theorem to reduce to a subspace of words on which the color of variable 
words W(Xl,''. ,Xn) depends only on the locations of the variables X l , . . . , x n  
( that  is, the color of two words which agree in this respect must  be the same). 
The proof is then completed by invoking the finitistic Milliken-Taylor theorem. 

Let L = N(r ,n , t ) ,  as in Corollary 2.2.3. Let M1 be large enough that  
for any r-coloring of the n-variable words of length M1 + (L - 1) tha t  have no 
variables occuring in the first Ms places, there exists a variable word w(x) of 
length M1 such tha t  for every n-variable word v ( x l , . . . ,  xn) of length L - 1, the 
color of w( t ) v ( x l , . . . ,  Xn) does not depend on t. 

E x e r c i s e  2.37. Infer from the Hales-Jewett  theorem tha t  it is possible to choose 
such an /1//1. (Hint: for words w, the colors of w v ( x l , . . . , x n ) ,  as v runs over 
all possible n-variable words of length L - 1, induces a coloring of such words w 
(albeit with a whole lot of colors).) 

Next let M2 be large enough that  for any r-coloring of the n-variable words 
of length M1 + M2 + (L - 2) that  have no variables occuring in places {Ms + 
1 . . . ,  M1 +/1//2}, there exists a variable word w(x) of length M2 such tha t  the 
color of any n-variable word having the form vlw(t)v2, where vl is of length M1 
and v2 is of length ( L -  2), does not depend on t c { 1 , . . . , k } .  (In other words, 
the colors of vsw(t)v2, 1 < t < k, are all the same.) 

Continue in this fashion. Namely, having chosen M1,- �9 �9 Mi-  1, choose M:i 
so large tha t  for any r-coloring of the n-variable words of length M1 + M2 + 
�9 -- + Mi + (L - i) tha t  have no variables occuring in places {M1 + . . .  + Mi_ 1 + 
1, . . . ,  M1 + ... + Mi}, there exists a variable word w(x) of length Mi such 
tha t  the color of any n-variable word having the form vlw(t)v2, where vl is 
of length M1 + ... + Mi-1 and v2 is of length (L - i), does not depend on 
t E { 1 , . . . ,  k}. Continue until ML has been chosen and set M = M(k,  r, n, t) = 
Ms + M2 + . . .  + ML. 

Suppose now we are given an r-coloring of the n-variable words over Wk(M).  
By choice of ML there exists a variable word WL(X) such tha t  the color of VwL(t) 
does not depend on t E {1, �9 �9 �9 k} for any n-variable word v of length MI +" �9 �9 + 
ML-1. By choice of ML-S there exists an ML-1 length variable word WL-l(x) 
such that  the color of VWL-l(t)wL(y) does not depend on t c { 1 , . . . ,  k} for any 
v and any y c {1, 2 , . - . ,  k, x~} for which the resulting products  VWL-l(t)wL(y) 
are n-variable words. 

Continue in this fashion until Wl (x), of length M1, has been chosen such that  
the color of wl( t )w2(y2) ' ' 'wL(YL)  does not depend on t E { 1 , . . . , k }  for any 
n-variable word Y2Y3 �9 �9 �9 YL. The given r-coloring on the set of n-variable words 
{wl(yl)w2(y2) ' . .  wL(YL)} now lifts to a coloring of the set of n-variable words 
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YlY2"''YL, tha t  is, the set of n-variable words over Wk(L). This coloring has 
the proper ty  tha t  the color of a word w(x l , . . . ,  xn) depends only on the places 
held by the variables x l , . . . ,  Xn. Hence this coloring further lifts to a coloring on 
the set of n-tuples ( a l , . . . ,  an)  of subsets of {1 , - - . ,  L} satisfying oL 1 < ' ' '  ~ an  
(here a i  corresponds to the set of places in which the symbol x~ occurs in a 
given word). Namely, the coloring lifts to 9~(~)(B), where B = { { 1 } , . . . ,  {L}} 
(see the notation used for Corollary 2.2.3). By choice of L, there exists a family 
C = {~1,'" ", 7t}, where ~/1 ~ ' ' '  ~ ~/t, of subsets of {1 , . . . ,  L} such tha t  ~.(n)(C) 
is monochromatic.  

Hence, for the original coloring of Wk(M),  if we let v(z l , . . . ,  zt) be any 
t-variable word of length L formed by taking y~ = zi for s E 7~, 1 < i < t, in 
wl (Yl)W2 (Y2) �9 �9 �9 WL (YL), and taking y~ = 1 elsewhere, then all of the n-subwords 
of v(z l , . . . ,  zt) have the same color. 

E x e r c i s e  2.38. Verify the assertion made in the last paragraph.  
[] 

In the remainder of this section we prove an infinitary version of Theorem 
2.4.1. I t  is due to T. Carlson. Recall that  a ]/Yk-ring is a set 

W (1) = {wl(tl)w2(t2)"' 'Wn(tn):n C N, ti E { 1 , 2 , ' " , k } ,  1 < i < n}, 

where (Wn(X))n~176 is a sequence of variable words over Wk. 

C1.  ([Ca].) Suppose k E N and let W (1) be a Wk-ring. For any finite coloring 
of the variable words over W (1), there exists a Wk-ring 142 (2) C W (1) such that  
the set of variable words over W (2) is monochromatic.  

}/Yk, recall, is the free semigroup on the alphabet  { 1 , . . . ,  k}. Notice tha t  a 
copy of Wk-1, consisting namely of those words not containing the letter k, sits 
inside 14]k. We will t reat  the letter k as a variable and introduce the following 
notation. Let ]2k = Wk \ Wk-1. Then Fk consists of all words in }/Yk which con- 
tain the letter k. Suppose we have a }/Yk_l-ring u = V~{wl(xl)w2(x2)'" } 
( that  is, each wi(x) is a variable word over }Vk-1, i.e. these variable words do 
not use the letter k). Let 

v (1) = v { w l ( x l ) w 2 ( x 2 ) . . .  } 

= { w x ( t l ) " ' w n ( t n ) : n  E N, 1 <_ ti <_ k and ti = k for some i} C Pk. 

We cM1 a set ]2 (1) formed in this way a Vk-systern. Notice tha t  V (1) may be 
identified with the family of variable words over 142 (1) (by treat ing the letter k 
as the variable). Hence we have the following equivalent formulation of Carlson's 
theorem, which we shall prove. 

C2.  Suppose k C N. For any finitc coloring of a Vk-system ]2(1), there exists a 
monochromatic  ~2k-system ]2 (2) C P (1). 

P r o o f .  Our proof of this theorem goes by way of the methods of the last section 
and is again due to Furstenberg and Katznelson ([FK3]). Let k,r E N. Let 
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X = {1, . . .  ,r}Wku{r where e is an identity for Wk, and embed Wk in X X, 
putting T~7(v) = 7(vw). Let Sk (in the last section it was S) be the closure of 
{T~ : w �9 Wk} in X X, and let Sk-1 be the closure of {T~ : w �9 Wk-1}. Let 
6 '  C W~ be the span of the set 

{ ( 1 , . . . , 1 ) , ( 2 , . . . , 2 ) , . . . , ( k  - 1 , . . . , k  - 1 ) , ( 1 ,2 , - . - , k ) .  

Let 27' C 6 '  consist of those members of 6 which are not of the form ( w , . . . ,  w). 
(Hence the coordinates of the k-tuples in 27 form combinatorial lines whose com- 
mon part  comes from {1 , . . . ,  k - 1}.) 

E x e r c i s e  2.39. G' is a subsemigroup of 1424 and Z' is a subsemigroup of G' 
satisfying G'Z' C 27' and Z'6' C 27'. 

For w = (Wl, . . .  ,wk) �9 ]/V~, let us again write Tw = (Two,-.-,Twk) �9 S~. 
Let now 6 = {Tw}g, C S~-~ x Sk and Z = {Tw}z, C 6. 

E x e r c i s e  2.40. Use Exercise 2.39 to show that  ~ is a compact left topological 
semigroup containing {(f,  f , . . . , / ) :  f �9 Sk-1} and 27 is a two-sided ideal in g. 

Let 0 be any minimal idempotent in Sk-1. By Exercise 2.40, (0 , . . . ,  0) �9 6. 
Consider 6(0, �9 �9 0). Being a left ideal in 6, it contains a minimal idempotent,  
say (~bl,-.. ,q~k) = ( r  

E x e r c i s e  2.41. Show that  7 = (0~10, . . . ,  0~k0) is a minimal idempotent in 6, 
and that  moreover, ( 0 , . . . ,  0)7 = 7 ( 0 , . . . ,  0) = 7. Conclude by Proposition 2.3.1 
that  "y = (0 , . . . ,  0, q5) for some idempotent ~b �9 Sk. 

Recall that  any two-sided ideal in a compact left topological semigroup con- 
tains every minimal idempotent. Therefore (0, �9 - �9 0, 4) �9 27. We will inductively 
construct a sequence {w~(z)} of variable words with common part taken from 
{1 , . . - ,  k - 1} (in other words, such that  (w~(1) , . - . ,  w~(k)) �9 Z') such that  for 
all n �9 N, 

~ / ( w l ( t l ) ' "  w~(tn)) = q57(e) provided ti = k for some i, 

07(wi(t1)...  w~(t~)) = r provided ti = k for some i, and 

r  w~(t~)) = ~7(e) for all choice of ti. 

(2.4) 

We begin by choosing Wl(X) such that  ((w1(1), . . .  ,wl(k)) E Z' approximates 
(0 , . . . ,  0, 4) so closely that  

7 ( W l ( k ) )  = Twl(k )7(e  ) = ~7(e ) ,  

0 ~ ( ( W l ( k ) )  ---- Twl(k)O~(e) = 407(e )  = r  

& y ( ( w l ( i ) )  = Tw~(i)~bT(e) = O~7(e) = ~7(e ) ,  1 < i < k, a n d  

4 ~ ( ( w l ( k ) )  = T~ l (k ) r162  = r162  = r  
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T h e n  (2.4) holds for n = 1. Having  chosen variable  words Wl(X),'" ",Wn(X ) 
such t h a t  (2.4) holds, choose Wn+l(X) such t ha t  ( W n + l ( 1 ) , - . . , w n + t ( k ) )  E Z' 
approx ima te s  ( 0 , . . . ,  8, r so closely t ha t  

r  Wn(tn)Wn+l(k)) = Tw~+l(k)r 

---- r  ---- r  = r 

r  wn(tn)wn+l(i)) = Tw~+l(i)r "'" wn(tn)) 

= 8 r  = r  = r  _< i < k, 

8~(Wl(t l ) '  "" Wn(tn)Wn+l(k)) = Twn+l(k)8~/(Wl(tl)"" Wn(tn)) 
= (~8"f(Wl(tl) ' ' 'Wn(tn)) = (~V(Wl(t l ) ' - 'wn(tn))  ~ -  r 

8~(Wl( t l ) ' ' 'Wn( tn)Wn+l( i ) )  = Tw~+x(i)8~/(wl( t l ) '"wn(tn))  
= 82~(Wl(tl) " ' '  wn(tn) ) = 8"~(Wl(tl) '- '  wn(tn) ) = r 1 < i < k, 

provided some t,~ = k, 

~/(Wl(tl)" '" Wn(tn)Wn+l(k)) = Tw~+l(k)~/(wl(tl) . . .  Wn(tn)) 
= r  = r 

~ ( w l ( t l )  """ wn(tn)Wn+l(i)) = Twn+,(i)~/(Wl(tl) "'" wn(tn)) 
= O~/(wl(t1) .. .wn(t~)) = r  1 <_ i < k, provided some t m =  k 

for all choices (except  where noted) of t l , - . . ,  tn+l t aken  f rom { 1 , . . . ,  k}. Then  
(2.4) holds for n replaced by n + 1. Cont inue  in this fashion. Once w,(x)  has 
been chosen for all n E N ,  let 1; (2) = ] ;{wl(x l )w2(x2) ' "  }. 

[] 

Le t  us now discuss a theorem,  due to Furs tenberg  and Katznelson,  which 
s tands  in relat ion to  Car lson 's  t heo rem as the  Mill iken-Taylor theorem s tands  
in relat ion to  H i n d m a n ' s  theorem.  

F K .  ([FK3].) Le t  n E N and let W (1) be a Wk-ring. For any finite coloring of 
the  n-var iable  words over W (1), there  exists a Wk-r ing W (2) c W (1) such t ha t  
the  set of n-var iable  words over W (2) is monochromat ic .  

P r o o f .  We proceed by induct ion on n. The  case n = 1 is jus t  Car lson ' s  theorem.  
Suppose  the result  has been proved for n - 1. Let  W (1) be an Wk-r ing and 
suppose  we are given a finite coloring of the  n-var iable  words over W 0).  Let  
12 (1) = W (1). Choose a variable word wl(x) over )2(1) and color the  (n - 1)- 
variable words u(x l , . . .  , x n - 1 )  over Wl(X)-l~ (1) according to the  color of the 
n-var iable  word Wl(Xl)U(X2,.. . ,x~) for the given coloring. According to  the  
induct ion hypothesis ,  there  exists a Wk-ring Wl(X)- l ]?  (2) C Wl(X) - l ) )  (1) such 
t h a t  the  set of ( n -  1)-variable words over wl (x ) -X))  (2) is monochroma t i c  for 
this coloring. Let  w~.(x) be any variable word over W l ( x ) - l l ;  (2). Color the  

(n - 1)-variable words U(Xl,.. .  , x , - 1 )  over (wl(x)w2(x))-l~; (2) according to 
the (2k + 1)-tuple consisting of the colors of the  n-var iable  words in the  set 

{wt(a)w2(b)u(x2,. . . ,x,~) : a,b c { 1 , - - - , k , x l } ,  at  least  one of a, b = xt } 
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for the given coloring. By the induction hypothesis, there exists a Wk-ring 

(wl (x)w2(x))-iv (3) c (2) 

such that ,  the set of (n-1)-var iable  words over (wl (x)w2 (x ) ) -  1~ 2(3) is monochro- 
matic (for this induced coloring). 

Continue in this fashion. Namely, select a sequence of variable words 
OO 

(wi(x))~=~ and a sequence of Wk-rings l; (1) D ]2 (2) D . . .  such that  for all i 

wi(x) is a variable word over (Wl(X)...  wi- l (x ) ) - l ]2  (i), and such that  the color 
of any n-variable word V(Xl)U(X2,.. . .xk) depends only on v(x), and not on 
u ( x l , . . .  ,X~-x). Let l; = W{Wl(Xl)W2(X2). . .  }. Then the given coloring of n- 
variable words restricted to ]2 reduces to a coloring of the single variable words 
of ]2. By Carlson's theorem, there exists a 142k ring W (2) C 1; such that  the set 
of single variable words for this coloring is monochromatic, which implies that  
the set of n-variable words of 142 (2) for the given coloring is monochromatic. 

[] 

Furstenberg and Katznelson actually proved something more general. Con- 
sider the function F which sends words on the alphabet {1, 2 , . . . ,  k, x l , ' " ,  xn} 
to words on the alphabet {Xl , ' ' ' ,Xn}  and which works by throwing out the 
letters {1, 2 , . . . ,  k}, shortening any runs of 2 or more of the same xi's to a 
singleton and pushing everything back together. (Words which originally con- 
tain none of the xi's therefore get sent to an empty word.) For example, 
F(32x146x38x39x2x16xl) = xlx3x2xl .  We denote the range of this function 
by 142~. (This range is just the set of words over the alphabet { X l , . . . , x n }  
which contain no two consecutive occurences of any letter.) The following is the 
general form of their theorem (see [FK3]). 

E x e r c i s e  2.42. For any finite coloring of the words over {1, 2 , . . . ,  k, x l , . . . ,  xn} 
there exists a sequence of variable words (wn(x))~_ 1 over Wk such that  for every 
v E V?~, the set 

{w : w1(il)w2(i2) " " win(ira): 

rn 6 N, it C { 1 , . . . , k , x , , . . . , x ~ } , l  < t < m, F ( w ) : v }  

is monochromatic. 

F K  corresponds to consideration of only the single instance v = xlx2 . . . x~ .  
The proof, however, is practically the same. 

2 . 5  C e n t r a l  s e t s .  

In this section, G will be any countable semigroup. Let Ge = G U {e}, where e is 
an identity for G (not necessarily an element of G). For r E N, put  X = {0, 1} co . 
With the product topology, X is a compact, metrizable space. We consider the 
space ~ = X x with the product topology, which is a compact left topological 
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semigroup under composition, and embed G in D by putt ing Tg~/(h) = ~/(hg) for 
~ / E X a n d h E G .  Let 

s = g �9 O}. 

For every A , B  C G we have (A)(B) C A B .  In particular, S is a (compact) 
semigroup. 

A subset C C G is called a central set if there exists a minimal idempotent  
0 �9 S such that  0 �9 {Tg :g  �9 C}. 

C E x e r c i s e  2.43. If G = [.Ji=l i then one of the cells Ci must be central. 

In this section we establish a very strong combinatorial proper ty  of central 
sets due to Hindman, Malecki and Strauss. (In [HMS] it is shown tha t  this 
proper ty  suffices to characterize central sets, however we shall not prove that  
here.) 

A subset E C G is said to be left syndetic if there exists a finite set H C G 
such tha t  G = UheH h - l E  (where h - l E  = {x : hx �9 E}).  E is said to be left 
thick if for every finite set H C G, there exists x �9 G such tha t  Hx C E. Finally, 
E is said to be left piecewise syndetic if E is the intersection of left thick with a 
left syndetic set. 

E x e r c i s e  2.44. Show that:  
a. E is left thick if and only if E intersects every left syndetic set non- 

trivially. 
b. E is left syndetic if and only if E intersects every left thick set non- 

trivially. 
c. In the case of abelian G, the left and right notions above coincide and 

agree with the definition given in Chapter  1. 

Suppose a family J of subsets of G has the property tha t  the intersection of 
the members  of any finite sub-family of J is left thick. Then we shall say tha t  J 
is collectionwise left thick. A family Z of subsets of G tha t  is closed under finite 
intersections is said to be collectionwise left piecewise syndetic if for each A �9 Z 
there exists a finite set KA C G such that  { K A I A  : A �9 Z} is collectionwise 
left thick. A family Z of subsets tha t  is not closed under finite intersections 
is collectionwise left piecewise syndetic if the family of finite intersections of 
members  of Z is collectionwise left piecewise syndetic. 

The following proposition indicates a connection between minimal left ideals 
and the collectionwise piecewise syndetic notion. 

P r o p o s i t i o n  2.5.1.  Let J C S be a minimal left ideal, let 0 �9 Y, t �9 N and 
E C X with ]El < c~. If F C G is finite then: 

(a) the set BE,p = {g : O'y(hg) = OT(h), ~/ �9  E,  h �9 F}  is left syndetic. 
(b) letting PE,F -- {g : ~/(hg) -- 0"y(h), "7 �9 E,  h �9 F}  for all such pairs 

E, F ,  the family {PE,F} is collectionwise left piecewise syndetic. 

P r o o f .  (a) Suppose not. Tha t  is, assume tha t  B~ is left thick. Let (E,~)n~ 
be an increasing sequence of finite sets whose union is G. For each n �9 N,  
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there exists In �9 C such that  Enl~ C B~.. That  is, for every rn �9 E~In, there 
exists j ,  1 <_ j <_ t, and h �9 F such that  07j (hm) ~ O"/j (h). Equivalently, for 
every b �9 En, TlnOTj(hb) 7~ O~/j(h) for some j ,  1 _< j ___ t, and some h �9 F.  
Let r be an accumulation point in S of {Tl~ : n �9 N}. Then for every b �9 C, 
r ~ O"/j(h) for some j ,  1 _< j _< t, and some h �9 F.  Since Y is a minimal 
ideal, there exists ~ �9 S such that  0 = ~r Hence we many choose b �9 C close 
enough to r tha t  TbOOTj(h ) = r162 ) = 07(h), 1 < j < t, h �9 F.  Tha t  is, 
r = O'yj(h) for all j ,  1 < j < t, and all h �9 F.  This is a contradiction. 

(b) The family {PE,F} is clearly closed under finite intersections. By part  
(a), BE,F is left syndetic for all applicable pairs E, F, so we may choose finite 
sets KE,F C G such that  KE,1FBE,F = C. Let T E , F  =- KE1,FPF~,F. Our goal 
is to show tha t  the family of sets {TE,F} is collectionwise left thick. We claim 
tha t  for fixed E and F,  for every finite set H C C, the set W of k �9 C for 
which Hk C TE,F satisfies 0 �9 {Tk : k �9 W}. This will suffice for the proof, for 
the family of such sets W clearly has the finite intersection property. Namely, 

?.  

given H and pairs Ei,Fi,  1 < i < r, we can find k such that  Hk C Ni=ITEi,F~, 
showing tha t  this intersection is left thick. 

Pick a finite set B C B~,F such that  H C KE1F B. Let W be the set of k 
for which 

7(hbk) = TkT(hb) = 07(hb) = OT(h), 7 �9 E, b �9 B, h �9 F. 

Clearly 0 E {Tk : k C W}. Also for any k E W we have Bk  c PE,F, which 
implies tha t  Hk C KE,IFBk C I(E,~PE,F = TE,F. 

[] 

The FP-tree generated by a family of sequences {(x~F))~ i : F �9 57} in C 

consists of all finite products r (f) (g) .x! F) :  F ~ 5 7 ,  il < i 2 < . . . < i k } .  If ~ X i l  X i 2  " " Zk 

(Xl, x 2 , ' " ,  xk) is a finite sequence in C which occurs at the beginning of one of 
the generating sequences then we define the set of successors of this sequence to 
be 

Bzl ..-,~k r (F) x~ F) 1 < i < k}. , = / x k + t  : F �9 57, = xi, 

Also put  Br = {x~ F) : F �9 57}. 

H M S .  ([HMS].) Suppose that  C is a semigroup and A C C is a central set. 
There exists an FP-t ree  in A whose successor sets comprise a collectionwise left 
piecewise syndetic family. 

P r o o f .  Let 0 �9 {Tg : g �9 A} be a minimal idempotent.  We take as our family 
of generating sequences every sequence (xi)i~t C C having the proper ty  that  

1A(ZilXi~'" "Xik) = O1A(X~lX~2"" "Xik) = O1A(e) = 1, k E N, il < i2 < " "  < ik. 

Clearly the FP- t ree  generated by these sequences lies in A. Moreover, one easily 
checks tha t  each successor set is of the form PE,F for some finite set F C C 
and some finite set E C X (in fact for the sequence x t , " ' , x k ,  one takes E = 
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{1A,01A} and F = { x i l " " x i ,  : 1 _< il < --- < it < k}). Since the family 
{PE,F} is collectionwise left piecewise syndetic by Proposit ion 2.5.1 (b), we are 
done. 

[] 

We close this section with a couple of applications of H M S .  Recall tha t  a 
family A of subsets of a countable semigroup G is cailed part i t ion regular if for 
any finite parti t ion of G, some cell must contain a member  of .4. If for every 
A E A and every g C G, gA E A, A will be called a left shift invariant family. 
Right shift invariant and two-sided shift invariant families are defined similarly. 

L e m m a  2.5.2. Let G be a countable semigroup, let A be a left piecewise 
syndetic subset of G, and pick a finite set H C G such tha t  Utah t - l A  is left 
thick. Then there exists a left syndetic subset C of S (in fact G = UtEH t-iV) 
such tha t  whenever F c C is a finite set, there exists x E G such tha t  Fx C A. 

P r o o f .  Enumera te  the members  of G as G = { g l , g 2 , " ' }  and set GN = 
{ g l , " "  ,gN}- For each N ~ N,  choose xN �9 G such tha t  CNXN C UtEHt-IA,  
and set AN = {g E GN : gXN �9 A}. Since the topology of pointwise convergence 
(i.e. the product  topology) on the space {0, 1} a is compact  and metrizable, for a 
sequence (Nk)k~__~, limk-~o~ lANk (g) exists for all g �9 G. Of course the limit func- 

tion must be a characteristic function. Call it 1c. To see tha t  G = U t e H  t - lC ,  
let x �9 G be arbi t rary  and choose k so large that  ({x} U Hx) C GNk and so that  
lANk agrees with 1c on Hx. Since x E GNk and GNkXNk C UtEHt-IA,  we have 
tXXNk E A for some t �9 H.  Therefore since tx E GNk, tX �9 ANk. Hence tx E C. 

Finally, suppose F C G is a finite set. Choose k large enough tha t  F C AN~. 
Since ANkXNk C A, FxNk C A. 

[] 

E x e r c i s e  2.45. Use Lemma 2.5.2 to show tha t  if A is a part i t ion regular, two- 
sided shift invariant family of finite subsets of a countable semigroup G then any 
left piecewise syndetic subset of G contains a member  of ,4. 

We now approach a result of Furstenberg known as the "central set theo- 
rem",  a special case of which states that,  for any k E N,  one may find, in any 
central subset of N,  an IP-set of ari thmetic progressions of length k. A conse- 
quence of this is tha t  such an IP-set  of ari thmetic progressions may be found in 
one cell for any finite parti t ion of N. (We have already encountered this fact as 
Exercise 2.32 (b), in consequence of the Carlson-Simpson theorem.) This may be 
seen as a joint extension of van der Waerden's  theorem and Hindman 's  theorem 
(which corresponds to the case k = 1). 

To be precise, let C c N be a central set. Let us show tha t  there exist 
IP-sets  (a~)~cs~ and (n~)~Ey in N such that  for every c~ �9 ~-, 

{aa,a~ + n~,a~ + 2na, . - . ,a~ + ( k - 1 ) n ~ }  C C. (2.5) 

By H M S ,  C contains an FP-tree,  say generated by the family of sequences 

{(x}F))~__ 1 : F E 2 } ,  whose successor sets comprise a collectionwise left piece- 
wise syndetic family. Let .Z[ = { { a , a + n , . . .  , a +  (k - 1)n}:  a,n �9 N}.  By van 
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der Waerden's  theorem A is a parti t ion regular family, and of course A is shift 
invariant. Therefore by Exercise 2.45 every piecewise syndetic set, and hence 
every finite intersection of successor sets, contains an ari thmetic progression of 
length k. 

Let A1 = {al, al  + n l , . . . ,  a l  + (k - 1)nl} C Br (In particular, this pro- 
gression lies in C.) Let 

A 2 = { a 2 ,  a 2 + n 2 , . . . , a 2 + ( k - 1 ) n 2 } C  N Bx~. 
xlEA1 

Having chosen a l , . . . ,  ai and n l , . . . ,  hi, with Ai = {ai, a i+n i , . . . ,  a i+(k-1)ni} ,  
let 

A,+I = {a,+l,  a,+l + n i + l , " ' ,  a,+l + (k - 1)ni+l} C N Bxl,...,~. 
xjCAj,l~_j~_i 

Continue choosing in this fashion, and set a~ = ~ i e ~  ai, n~ = ~ i e ~  ni, c~ E ~ .  

E x e r c i s e  2.46. Verify tha t  for every a C ~ ,  (2.5) holds. 

We now formulate Furstenberg's  central set theorem in general, leaving the 
proof as an exercise. 

C S T .  Let (n~))~e~ - be IP-sets in Z, 1 < i < m. If C C N is a central set then 
there exists an IP-set  ( a a ) ~ =  in 1N and an IP-ring ~(1) such that  

{a~,ac~ + n(1), . . .  ,am + n (m) } C C for all a E )r(1). 

E x e r c i s e  2.47. Prove C S T .  

The above central set theorem admits the following polynomial generaliza- 
tion. 

T h e o r e m  2.5.3. ([M2], [HM].) Let G be an additive abelian semigroup and let 

r be VIP-systems in G. For any r E N and any r-coloring G = [-Ji=l Ci there 
exists j ,  1 < j <_ r, an IP-ring 5 ~(1), and an IP-set ( a~)a~-o)  such tha t  for all 

C 9 ~(1) we have 

{ac~ + v~,ac~ + w,~,...,ac~ + z a }  C Cj. 

Rather  than prove this result in general we will do a special case and leave 
the rest as an exercise. Let ( n ~ ) ~ j :  be an IP-set  in Z, and suppose C C N is 
a central set. We will find an IP-ring 9 ~(1) and an IP-set  (a~)~j:(1) c N such 
tha t  for all c~ ~ 5 r(1), {a~,a~ +n2~} C C. 
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By H M S ,  C contains an FP-tree,  say generated by the family of sequences 

{ ( x l F ) ) ~ l  : F C ,7}, whose successor sets comprise a collectionwise left piece- 

wise syndetic family. Let `41 = { { a , a + n ~ }  : a E N,c~ C ~ } .  `41 is a shift 
invariant parti t ion regular family of subsets of N by VIPvdW3 and Exercise 
1.57. Therefore by Exercise 2.45 every piecewise syndetic set, and hence every 
finite intersection of successor sets, contains a member  of -41. 

Choose al  and a l  such tha t  A1 = {al, al  § n2a~} C B o. Let 

2 2 , 4 2 = { { a , a + n ~ , a + n a + 2 n ~ , n a } : a E N  , a > a l } .  

Then A2 is again parti t ion regular. Choose a2 and a2 > a l  such tha t  

2 § 2 7 t a i n t 2  } A2 = {a2,a2 + n 2~,a2 + n~: C n B~,. 
x lEA1  

E x e r c i s e  2.48. Prove Theorem 2.5.3 in general. 

[] 

One may now check tha t  {as, a~ + n  2} C C for all 0 • c~ C {1, 2} (we are taking, 
here and in what follows, as  = ~ i ~  as and similarly for n~). 

Having chosen a l , . . . , a i  and a l  < a2 < " '  < ai ,  with 

A j :  { a j , a j + n 2 a j } U { a j §  +2n~naj : 7 E  FU(oq, . . . ,o~i )} ,  

let 

A i + l = { { a , a + n 2 } U { a + n ~ + 2 n ~ n ~ : " T c F U ( a l , ' " , a i ) } :  a E G ,  a > a s } .  

Again, `4i+1 is a parti t ion regular family. Choose ai+l and a i+l  > a i  such that  

Ai+l 

={a i+ l ,  ai+l n 2 F U ( a l ,  ,ai)} + o,~+,} U {a i+ l  2 + na~+l + 2n-yna~+l : "7 E . . .  

x j C A j , l < j < i  

Continue choosing in this fashion and let 9 r(1) be the IP-ring generated by 
.~-(1), the sequence (c~i)i=l. Let c~ E say a = a i l  U . . .  U c~i,, where il < i2 < 

�9 ""  < i t .  Then the sequence (al,  a2 , . - .  ,ai~) is a starter  sequence, and as  is a 
finite sum from this sequence, so as  E C. Moreover, there are starter  sequences 
containing 

2 n 2 + 2na~ lna~ 2,aia n 2 ai  I - ' } -nai l~ai  2 § ai2 + cl/i3 §  ~ ' ' "  
2 

�9 " �9 air + n a i  t § 2nailUa~ 2 ...uait_ 1 nait  }. 

2 The sum of the elements in this set is as  + n~. 
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2.6 An infinitary polynomial  H a l e s - J e w e t t  t h e o r e m .  

In this section we shall prove an infinitary version of B L  (see Section 1.8), from 
[M3]. This result will also be a "set-polynomialization" of the (weak) Carlson- 
Simpson theorem W C S  from Section 2.3. Our plan is as follows. First we prove 
such a theorem, but  for ease of notation we restrict to two dimensions. Then 
we state a version for arbi t rary dimension, leaving the analogous proof to the 
exercises. 

Let g l  = )C(N x N)  be the set of all non-empty finite subsets of N x N. 
g is an abelian semigroup under U (that,  is, union). For N > 2, let GN = 
9C(N 2 \ {1 , - . . ,  N - 1} 2) consist of those members  of gl  tha t  are disjoint from 
{ 1 , . . . , N -  1} 2 . Let go = g U {0}. 

We put X = {0, 1} g~ Then X with the product  topology may be seen 
as a compact  metric space since g0 is countable. With respect to the product  
topology, X X with composition of functions as the operation forms a compact  
left topological semigroup. We embed go in X x by putt ing TE"/(A) = "7(A U E) 
for 7 E X and A, E E go. Finally we let 

O O  

S = M {TE: E E GN}. (2.6) 
N = I  

E x e r c i s e  2.49. S is a non-empty compact  left topological semigroup. 

Working in the semigroup S as defined in (2.6) (rather than  in simply 
{TE : E E g0}) is one way of dealing with the non-cancellativity of go. The idea 
is, knowing what  E and E U A are, we can only recover what A is if we know 
something else; specifically, if we can assume tha t  (EfqA) = ~, then we will know 
tha t  A = (E  U A) \ A. Thus A is "preserved" by (and only by) "disjoint shifts". 
Extending this to finite configurations, a configuration { A 1 , - " ,  Ak} C g0 is in 
some sense "preserved" if one shifts by a set E which is disjoint from all of the 
Ai's. Tha t  is, if one knows E and {E U A 1 , . . ' ,  E U Ak}, and that  E is disjoint 
from the Ai's, one may recover {A1 , ' . - ,  Ak}. The classes of configurations we 
deal with in this section are, indeed, closed under these disjoint shifts, but badly 
non-closed under arbi trary shifts. By living in the semigroup S defined above, 
we can, given r E S and any configuration {A1, �9 �9 Ak} C Co, always approxi- 
mate  r by some TE, where E is disjoint from each Ai. This is impor tant  in the 
sequel. 

D e f i n i t i o n  2.6.1.  Suppose $ C g. 8 is said to be strongly syndetic if for 
every M E N,  there exists N E N such that  for all E E gN+l ,  there exists 
C c {1 , . . .  N} 2 \ {1 , - . - ,  M} 2 such tha t  E U C C s s is said to be strongly 
piecewise syndetic if there exists a strongly syndetic set B C g such tha t  for 
every fn i te  family i/-/ C B and every N E N there exists E E gN+l such that  
( E U F )  E $  for e v e r y F E ~ .  
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Suppose now that  k �9 N and p l ( B ) , . . .  ,pk(B) are set-polynomials over N 2 
having empty constant term. Let ,4 be the family of configurations 

`4 = { { A U p l ( B ) , A U p 2 ( B ) , . . . , A U p k ( B ) } :  

A � 9 1 4 9  l < i < k } .  

Now, according to BL, for any M _~ 0 and for any finite coloring of GM+I there 
exists a monochromatic member of A. In particular, for every finite coloring of G0 
there exists a monochromatic configuration {AUpl(B), AUp2 ( B ) , . . . ,  AUpk (B)} 
with (AUpi(B)) �9 GM+I, 1 < i < k. We will call such families (that are partition 
regular in GM+I for all M) of configurations strongly partition regular. 

We now partially justify our interest in strongly piecewise syndetic sets by 
the following proposition. 

P r o p o s i t i o n  2.6.2. Let 8 C G, let M �9 N and let A be any strongly partition 
regular family of configurations that  is closed under disjoint shifts. 

(a) If E is strongly syndetic then 8 contains a member of ,4 all of whose 
elements belong to GM+I. 

(b) If E is strongly piecewise syndetic then E contains a member of ,4 all of 
whose elements belong to GM+I. 

P roof .  (a) Let N �9 N be large enough that  for every E �9 GN+I there exists 
A C ( { 1 , . . - , N }  2 \ { 1 , . . . , M }  2) such that  (E U A) �9 E. Indeed, finitely color 
GN+I by assigning E a color according to which A accomplishes this (there are 
finitely many choices for A). For this coloring, there exists a monochromatic 
configuration 7 / � 9  ,4, with 7{ C GN+I. Monochromaticity implies that  for some 
fixed A C { 1 , . . . , g }  2 \ { 1 , . . . , M }  2, A U 7{ = {AU H : H �9 7-/} c s But .4 is 
closed under disjoint shifts, so (A U 7-l) �9 ̀ 4. Moreover, (A U 7{) C GM+I, so we 
are done. 

(b) If s is strongly piecewise syndetic then there exists a strongly syndetic 
B such that  every finite family contained in B can be moved (shifting by an 
element arbitrarily far out) into s Therefore this part follows from part (a). 

[] 

Additional justification for our interest in strongly piecewise syndetic sets 
comes from the following proposition. 

Proposition 2.6.3. Let Y be a minimal left ideal in S and let 0 C J. Let t 6 N, 

71,'",7t 6X andl>_0. Then: 

(a) the set Bl = { E :  O~j(EU A) = 07j(A), 1 < j < t, A C {1 ,2 , . . . , l }  2} 
is strongly syndetic. 

(b) the set Pl = { E :  y j ( E U A )  = O~j(A), 1 < j  < t, A C {1 ,2 , . . - , l }  2} is 
a strongly piecewise syndetic set. 

P roof .  (a) Suppose Bl is not strongly syndetic. Then there exists M such 
that  for all N > M there exists a set EN G GN+I such that  for every C C 
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{ 1 , 2 , - . . , N }  2 \ { 1 , 2 , . . - , M }  2, (EN U C) E B~; i.e., for some A C {1 ,2 , . . . , 1}  2 
and 1 < j < t, 

TENO~/y(C U A) = OTj(EN L3Cu A) r O'yj(A). 

Let r be an accumulation point in X X of {TEN : N > M}. Then r E S. 
Moreover, for every C E GM+I, r ~ 0^5(A) for some A C {1, 2 , . . . ,  l} 2 
and some j with 1 < j _< t. 

Using Exercise 2.26, pick r C S such that  r162  -- 0. Finally, choose C E 
GM+I such that  Tc is close enough to r to ensure that  

r = Tcr = r162 = 0~j(A), 1 < j _< t, A C {1,2 , - . - ,1} 2. 

This contradiction proves part (a). 
(b) Let ~-/C Bz be a finite family and let N E N. Pick E E GN+I such that  

TE is close enough to 0 to ensure that  

~5(E U H U A) = TE~/j(H u A) = OTj(H u A) = 0"yj(A), 

H C ~ ,  l < j < t, A c {1 ,2 , . . . , l }  2. 

Then (E U H) C Pl for all H E ~ ,  so we are done. 
[] 

C o r o l l a r y  2.6.4. For any finite partition Co = U~=I c i ,  one of the cells Ci is 
strongly piecewise syndetic. 

P r o o f .  Let 0 E S be a member of a minimal left ideal. We have 

O E {TE : E C Oo} = L J { T E : E C C { } ,  
i~1  

so that  for some j ,  0 E {~-~ : E  c Cj}. Note we can choose E E Cj such that  
01cj (0) = TE1Cj (0) = 1cj (E) = 1. We now employ Proposition 2.6.3 with l = 0 
and t = 1, taking ~/1 to be 1cj. Hence the set {E : 1cj (E) = 01cj (9)} is strongly 
piecewise syndetic. But this set is simply Cj. 

[] 

Finally, we have the following. 

T h e o r e m  2.6.5. Let J C S be a minimal left ideal and suppose 0 E J. Suppose 
k C N and let A be any strongly partition regular family of configurations of 
cardinality k in C0 that  is closed under disjoint shifts. Let N C N and let 
V c (XX)  k consist of all k-tuples (TA1,TA2,... ,TAk), where { A I , . ' .  ,Ak} E ~4 
with Ai E GN+I, 1 < i < k. Then (0 , . . . ,  0) E V. 

P r o o f .  We must show that  for all M, t  C N and any choice of 3 '1 ," ' ,3 ' t  E X, 
E 1 , . . . , E t  ~ Co, there exists {A1 , . . . ,Ak}  E A such that  Am E GM+I, 1 _< m < 
k, and 

TAm'Tj(Ej) -- 03/j(Ej), 1 <_ m < k, 1 <_ j < t. 
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Let l be large enough that  Ei C {1, 2,. - �9 l} 2, 1 < i < t. By Proposition 2.6.3 
the set 

BI={E:~/j(EUA)=O3,j(A),  1 < j < t ,  A C  {1 ,2 , . . . , l }2}}  

is a strongly piecewise syndetic set. This implies that  the (perhaps larger) set 

B= {E:~/j(EUEs)=O~/j(Ej), 1 <_j <_t} 

is a strongly piecewise syndetic set as well, so that  by Proposition 2.6.2, B 
contains a configuration {A1, . . . ,Ak}  E A with A,~ E g g + l ,  1 < m < k. We 
are done. 

[] 

Taking 0 to be a minimal idempotent in S, we get a notion of largeness for 
subsets of g0 that  will be useful for us. 

D e f i n i t i o n  2.6.6. A family C C G0 is said to be strongly central if there exists 
a minimal idempotent 0 E S such that  01c(0) = 1. 

P r o p o s i t i o n  2.6.7.  Strongly central sets are strongly piecewise syndetic. More- 
r over, if r E N and Go = U~=I c i  then some cell Cj is a strongly central set. 

P r o o f .  See the proof the Corollary 2.6.4, only take 0 to be a minimal idempotent. 
[] 

Finally, we will see the first fruits of our labors. Suppose that  (Ai)i~=l C G1 
is a sequence of pairwise disjoint sets, and that  (B~)i~ 1 C 5 c is a sequence of 
pairwise disjoint sets such that,  furthermore, (Bi x By)CI Ak = 0 for i,j, k E 
N. For aesthetic reasons, we shall also require that  there exists an increasing 
sequence (Mi)i~=l C N such that  

Bi C {Mi-1 + 1 , . . . ,  Mi} and A~ c {1 , . . - ,  Mi} 2 \ { 1 , . . . ,  Mi_l} 2. (2.7) 

For N E N, let Ad(~ ) be the set of N x N matrices with entries coming from 

{0, 1}. Let Ad = U~= l  2t4N. For N C N and M = (rag) C Ad(~ ), let 

K ( M ) = ( A 1 U A 2 U . . . U A N ) U  U (BixBy) .  (2.8) 
rnlj=l 

Letting N go over all of N, we get a function K : A4 (2) -~ g0. We shall 
refer to the range of any function K which arises in this manner, which may be 
represented as a sequence (CM)Me~(2), where CM = K(M), as an A/[ (2)-system. 
We shall now prove an infinitary theorem concerning M(2)-systems. 

Theorem 2.6.8. Let C C G0 be strongly central. Then C contains an Ad (2)o 

system. 
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P r o o f .  Let 0 �9 S be a minimal idempotent with 01c(0) = 1. Consider the 
family of configurations 

AI = {{A, AU B x B}, A �9 G, B E . P ,  A n ( B  x B) =O} 

in ~. A1 is a strongly partit ion regular family, as we have noted previously. 
Furthermore, one easily sees that  A1 is closed under disjoint shifts. Thus, if V 
is the set of ordered pairs {(TA,TAu(B• : {A, Ato (B x B)} �9 At}  in ( x X )  2, 

by Theorem 2.6.5 we have (0, 0) �9 V. In particular, we may select A1 �9 G1 and 
B1 �9 5- such that  {A1, A1U (B1 x B1) } �9 ~41 and such that  TA~ and TA~w(B, • B~) 
are close enough to O to ensure that  

lc (A1)  = T&lc(O) = 01c(@) = 1, 

O1c(A1) = TAI01C(~) = O21c(@) = Olc(@), 

lc(A1 U (B1 x B1)) = TAlu(B~xBx)lc(O) = 01C(~) = 1, and 

01c(A1 U (B1 x B1)) = TA1u(B, xB,)O1C({~ ) = 021C(~) = 01C(~) = 1. 

Let M1 be the smallest integer such that  A1 and A1 to (B1 x Bz) are each contained 
in {1 , . . . , M1}  2. 

Let now .a2 be the family of configurations of the form 

{ A to pl(B), A tO p2( B),. . . , A to ps(B) }, 

where pl (B) , . . - ,ps (B)  are the 8 set-polynomials having empty constant term 
which consist of the union of some subset of the three set-polynomials {B x 
B1, B1 x B, B x B } . . d 2  is a strongly partition regular family of configurations 
closed under disjoint shifts. Hence, by Theorem 2.6.3, if we let V C ( x X )  s 
consist of all 8-tuples (TD1,'", TDs), where {D1 , . . . ,  Ds} E J12 and each Di �9 
~M1+1, we have ( 0 , . . - , 0 )  �9 V. Therefore, we may select A= E ~M1+1 and 
B2 �9 ~ (containing no element less than M1 + 1) such that  

1c(A2 to pi(B2) to E)  = TA2up,(B2)Ic(E) = 01c(E) = 1 and 

Olc(A2 to pi(B2) tO E)  = TAaup,(B~)Olc(E) = 021c(E) = Olc(E) = 1, 

1 < i <  8, E � 9  {A1,Alt0(B1 x B1)}. 

Let 21//2 be the smallest integer such that  A2 and B2 • B2 lie in {1 , - . . ,  21//2} 2. 
Let us take account of how the proof is progressing. We now have the sets 

A1 and A1 to (B1 x B1) in C. These are exactly the images of the 1 x 1 matrices 
(0) and (1) respectively under the map K of (2.8). We also have 

{a2 u A1 u E :  f �9 FU(((B1 • BI), (B, • B2), (B= • & ) ,  (B2 • B2)})}  c C. 

This family consists precisely of the images of the members of JM (2) under the 
map K as defined by (2.8). Moreover, we may continue in this fashion, utilizing 
the idempotence of 0. Namely, having chosen AI,- - �9 At E ~1 and B I , . .  �9 Bt E 
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3 r with l c ( K ( M ) )  = O l c ( K ( M ) )  = 1 for all M C Aft ,  where K is given 
by (2.8), and M~ < M2 < . . .  < Mt (such tha t  (2.7) holds), we may find 
At+l 6 ~Mt+l and Bt+l E ,T (none of whose members  are less than  Mt + 1), 
such tha t  

ic(At+1 U p(Bt+1) U E) = TA,+~up(B~+~)Ic(E) = Olc(E) = 1 and 

O1c(At+l LJ p(Bt+l) LJ E) = TA~+,up(B~+I)Olc(E) = 021c(E) = 01c(E) = 1 

for all E 6 K(At~ 2)) and all set polynomials p(B) which are a union of some 
(possibly none) of the monomials (B x B), (Bj x B) and (B x Bj), 1 <_ j <_ t. 

We let Mt+l be the smallest integer such that  {1 , - . . ,  Mt+l} 2 contains K(A4~+)I) 
(where, again, K is defined by (2.8); we keep mentioning it because we are build- 
ing the map K as we go). Notice as well that  now l c ( K ( M ) )  = 0 1 c ( K ( M ) )  = 1 
for all M e Aft+i ,  so we can continue, thus completing the proof. 

[] 

We now will change our focus slightly. Suppose we are given an increasing 
NOO sequence ( i)i=l of natural  numbers, and a sequence of sets Bi C {Ni-1 + 

1, N~-I + 2 , - . . ,  N~}. For every (l, m) E N x N,  let a~m be the symbol x~j if 
( l ,m)  6 Bi x Bj. Otherwise, let aim E {0, 1}. Then V(xij)  = (alm)l,r~eN is 
an N x N matr ix  whose entries come from the set {0, 1} U {x~j : i , j  e N}. 

N~ Moreover, for fixed m e N,  the matrix V~(xi9) = (a l~) l ,~=l  is an Nr~ x N ~  
matr ix  whose entries come from the set {0, 1} U {x~j : 1 < i , j  <_ m}. 

A matr ix  of this type induces a natural  injection (t~9)~,9= 1 --* Vm(t~9) from 
Afz to AfN~. Namely, Vm(tij) is the Nr~ x N ~  matr ix  which results by substi tut-  

ing tij for the symbol xij in the m a t r i x  Vm(Xij ) a N.~ = ( ij)i,y=l constructed above. 
Hence, the N x N matrix V(xij)  = (az~)l,mcN, together with the sequence 
( N ~ ) ~ = I ,  induces such maps for all m; in other words, induces an injection of 
Af into Af (which takes m x m matrices to Arm x N ~  matrices). We call the 
image of such a map an Af-ring. Specifically, the Af-ring generated by ( N ~ ) ~ =  1 
and the variable matr ix  V(x~j) = (al~). 

Hence for any Af-ring Af, there is an associated bijeetion ~ r  : Af ~ Af, 
where ~ arises as outlined above. We note that  if 7s is another Af-ring and 
~Tz : Af --+ 7~ the associated bijection, then 7~n o p Jr is again a map arising in 
the fashion outlined above, so that  pn(Af)  is again an At-ring, called a subring 
of 7~. 

T h e o r e m  2.6.9. ([M3].) Let Af be an A/l-ring. For any finite parti t ion Af = 
[-Ji=l Ci, one of the cells Ci contains a subring of Af. 

P r o o f .  First of all, assume that  the result is known for Af = Af. Now any finite 
coloring of a general Af induces a coloring of Af via the bijection ~ v .  Extract ing 
a monochromatic  Af-ring 74 for this induced coloring, ~:r is a subring of Af 
tha t  is monochromatic  for the original coloring. Hence we may assume without 
loss of generality tha t  A / =  Af. 

?. 

Suppose, then, tha t  Af = [-Ji=l C,i. We will induce an r-cell part i t ion ~1 ---- 
7" [,Ji=l Di as follows: for E E ~1, let N be the smallest integer such tha t  E c 
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{ 1 , - - . , N }  2. Then let E r D~ if and only if the N • N matrix (a~), where 
a~j = 1 if (i, j )  ~ E and a~y = 0 otherwise, is in C~. 

One of the cells Db, where 1 < b < r, must be strongly central and therefore 
by Theorem 2.6.8 contains an A4(2)-system generated by sequences ( A ~ ) ~  C 
~ and (Bi)i~=l C ~.  Furthermore there is an associated increasing sequence 
MOO ( z)~=~ c N such that  Mz is the least integer satisfying A~ U (Bt x Bt) C 

{ 1 , . . . ,  Mz} ~. Pu t  B{ = B2~-~, A~ = A2~ U A2~-~ U B2~ x B2~, and N~ = M2~, 
i ~ N. Let V(x~j) = (a~y)~,jeN be the variable matrix obtained by letting 

o o  a~t = x~y if (k, l) r B{ • Bj,  a~  = 1 if (k, l) r U~=~ A~, and a~t = 0 otherwise. 
/Voo We claim that  the A/l-ring Tr generated by ( ~)~=1 and V(x~j) is contained 

in Cb. To see this, let l E N be arbitrary. We will show that  p~(A4t)  C Cb. 
By hypothesis, every set having the form 

E=(A~UA2U'"UA't) U( U (B~ • B;)),  (r,~) ~ A~t 
r i j= l  

(2.9) 

lies in Db. Moreover, every set of this form has Nl = M21 as the least integer 
such that  {1 , . . . ,  N1} 2 contains it. (Recall that  A~ = A21-1 U A21 U B21 x B21.) 
That  means that  every (aij) E J~Nt having the property that  a~j = 1 if and 
only if (i, j )  lies in a given set of the form (2.9) lies in Cb. In other words, 
~r c Cb. 

[] 

Next we shall extend (leaving details of the proof to exercises) Theorem 2.6.9 
in two senses. First note that  the A/t-rings defined previously could well be called 
AJ(2'2)-rings. The first 2 in this proposed superscript is owing to the fact that  
an A4-ring consists of 2-dimensional matrices, that  is, indexed by { 1 , . . . ,  N} 2 
for some N E N. One might just as easily consider matrices (aijk) indexed by 
{ 1 , . . . ,  N} 3, or more general indexed by {1 , . . . ,  N} t, 1 E N. The second 2 refers 
to the cardinality of the set from which the entries of the matrices are drawn. 
That  set is {0, 1}. One might consider taking a set of cardinality k, such as 
{0, 1 , . . . ,  k - 1}, as the set from which those entries are drawn. 

As a mat ter  of fact, neither of these considerations poses any obstacle to ob- 
taining correspondingly more general versions of Theorems 2.6.8 and 2.6.9. Let 
us give a few of the details on the formulation of a more general version of The- 

AA(l,k) 
orem 2.6.9, and its proof. For N, l, k E N, we will denote by , .  L N the set if all 
function (matrices) A : {1 , . . . ,  N} l --* {0, 1 , . . . ,  k - l } .  We now procede to define 

N o o  A/l(z'k)-rings. Suppose we are given an increasing sequence ( i)~=1 (let No = 0) 
of natural numbers, and a sequence of sets (B1)i~l with B~ C {Ni-1 + 1, N~-I + 
2 , . . . ,N~} ,  i E N. For every ( i l , . . . , i z ) , ( j l , . . . , j t )  E N l, let a~1~2...~ ~ be the 
symbol XjlJ2...jt if (il, i 2 , " ' ,  it) C Bj~ • Bj2 • . . .  • Bjz. Otherwise, let ail~2..-~z r 
{0, 1 , . . . ,  k - l } .  Then Y(xjlj2...jz ) = (a~2...~)~,i~,...,izeN is a matrix indexed by 
N t whose entries come from the set {0, 1 , . . . ,  k - 1} U {xj~j2...j~ : j l , " ' ,  jl r N}. 
Moreover, for fixed m E N, the matr ix  Vm(x j l j 2 . . , j z  ) -~ (a. �9 ~N,~ is a k ~l~2""ZlJil~...il~l 

matrix indexed by {1 , . . . ,  Nm} 1 whose entries come from the set {0, 1 , . . . ,  k - 
1} U {xj,j2...jz : 1 < J l , ' " ,  jt _< m}. A matrix of this type induces an injection 
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�9 ( z , k )  
of M(tm 'k) into . / V t N m  . Letting rn range over N, the matrix V(xjlj2...j, ) induces 
a map from M(l,k) to M(1,k). We call the image of such a map an M (l,k)- 

N ring. Specifically, the M(t'k)-ring generated by ( re)t=1 and the variable matrix 
V(xjlj~...jz) = (aili2...i,)i~,~,...meN. Subrings of Mq'k)-rings may be defined 
much as they were for M-rings in Section 1. 

We want to extend Theorem 2.6.9 to A/l(l'k)-rings. One way to accomplish 
this is to first extend Theorem 2.6.8 to more general type of systems; systems 
that  are similar to M(2)-systems, except that  whereas M(2)-systems consist of 
subsets of N 2, these more general systems consist of k-tuples of subsets of N z. 
Of course, in order to accomplish this we need a correspondingly more general 
version of the Bergelson-Leibman coloring theorem, dealing with k-tuples of sets. 

T h e o r e m  2.6.10. Let l , k , t  E N and let pi , j (X) ,  1 < i < t, 1 <_ j <_ k be set- 
polynomials over N z whose constant terms are empty. Let H C N be any finite 
set and let r E N. There exists a finite set M C N, with M N H = 0, having 

r the property that  if U(NI) k = [-Ji=l Ci then there exists some d with 1 < d < r, 
t k some non-empty N C M, and some sets A1,A2, �9 �9 �9 ,Ak C (Ji=l [Jj=l Pi,j(M), 

such t h a t A ~ A p i , j ( N ) = 0 , 1 < i < t , l < j , s < _ k ,  and 

{(A1 U pi , I (N) ,A2 Upi ,2 (N) , . . . ,Ak  U pi,k(N)) : 1 < i < t} C Cd. 

Although the above formulation of the polynomial Hales-Jewett theorem 
is not given explicitly in [BL2], it is implicit in the exposition. Therefore, we 
shall omit the proof (which, at any rate, follows quite easily from BL; the key 
to seeing this is to identify the k-tuple of sets ( A I , . . . ,  Ak-1) in N z with the set 
(({1} • A1) t2 ({2} x A2) t2 . . .  (2 ({k - 1} • Ak-1)) in N 1+1 and consider the 
family of set-polynomials {{i} • p j (X)  : 1 < i < k - 1, 1 < j _< t)}. 

Supposing one has the more general form of Theorem 2.6.8, one must still 
do something to get from there to a more general form of Theorem 2.6.9. Earlier 
this was accomplished quite easily, as there is a natural correspondence between 
subsets of { 1 , . . . ,  N} 2 and N • N matrices whose entries are drawn from {0, 1}. 
The situation here is only slightly more complicated; there is a natural corre- 
spondence between k-tuples of subsets of {1 , . . . ,  N} l and N • N • . . .  • N (l 
times) "matrices" whose entries are drawn from {0, 1 , . . . ,  2 k - 1}. 

In order to better  elucidate the argument (in getting to the more general 
form of Theorem 2.6.9), it may prove helpful to examine in some detail a finitary 
case of moving from k-tuples of sets to matrices. For convenience we again 
consider a case where 1 = 2. Let us denote, for M > N, 

L ( { N + I , . . . , M } )  = ( { N + I , N + 2 , . . . , M }  x { 1 , 2 , . . . , M } )  

t 2 ( { 1 , 2 , . . . , N }  • { N + I , N + 2 , . - . , M } ) .  

Notice that  L ( { N  + 1 , . . . ,  M}) is shaped like an L. The following corollary to 
Theorem 2.6.10 concerns itself with matrices indexed not by squares in the plane 
but by such L-shaped sets. 
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C o r o l l a r y  2.6.11. Let 1 E N and let p l ( X ) , - - . , p t ( X )  be set-polynomials over 
N 1 whose constant terms axe empty. Let N E N and let r C N. Suppose that  
p~(A)npj(B)  = 0 for i ~ j and every pair of sets A, B such that  A n { l , . . . ,  N} = 

and B A { 1 , . . . , N }  = 0. Then for every k , r  E N there exists M > N such 

that  for any function c:  {0, 1 , . . . ,  k - 1}L({N+I ' 'M})  -~ {1,. " ,  r}, there exists 

some v C {0, 1 , . . . , k  - 1} L({N+I''''M}) and some set B C {N + 1 , . . . , M }  such 

that  for every Ul, u2 E {0, 1 , . . . ,  k - 1} L({N+I'''''M}) that  agree with v off of 
U~=I pj (B) ,  and with ul and u2 each constant on every pj(B) ,  C(Ul) = c(u2). 

The content of Corollary 2.6.11 is basically that  if eventually the set polyno- 
mials Pi have pairwise disjoint ranges then for any r-coloring of large enough (L- 
shaped) matrices whose coordinates are letters from the alphabet {0, 1,. �9 �9 k - 
1}, it is possible to choose a set B and a large enough matr ix such that  the color 
of the matrix remains constant over all possible values of the letters occuring on 
each pj(B)  (provided that  this letter is constant over each pj(B)) .  

An example of this: say A C {1, �9 . . ,  N} and one has the three set poly- 
nomials pl (B)  = A • B,  p2(B) = B x A, and p3(B) = B • B.  Then for 
B n {1 , . . . ,  N} = 0, the sets p~(B) are pairwise disjoint. Hence, for any finite 
coloring matrices over the set L ( { N  + 1 , . . . ,  M}) ,  where M is large enough, on 
the alphabet {0, 1,- . . ,  k - 1}, there exists some matrix v and a set B such that  
for any replacement of the letters in v by a letter il on A x B, i2 on B x B, and 
i3 on  B • A,  the color of the resulting matrix does not depend on il, i2, or  i3. 

As for why Corollary 2.6.11 follows from Theorem 2.6.10, consider first of 
all that,  given k, if we show Corollary 2.6.11 holds for k replaced by something 
bigger than k (say, 2k), then it trivially holds for k as well (we can just consider 
colorings that  identify certain letters). As mentioned earlier, k-tuples of finite 
subsets of N 2 may be identified with N • N matrices with entries from the set 
{0, 1 , . . . ,  2 k - 1}, all but finitely many of whose entries are zero. (Given such a 
k-tuple (A1, . . . ,  Ak) and x E N 2, one can let az be the number whose binary 
representation is 1A1 (X)IA2 (X).. �9 1d~ (X).) Using this identification and consid- 
ering the set of all polynomial k-tuples (q~,I(X), . . . ,  qi,k(X)), where each qi,j is 
a union of some of the p~(X)'s, Theorem 2.6.10 may be used to get Corollary 
2.6.11 with k replaced by 2 k. 

E x e r c i s e  2.50. Fill in the details of the above argument. 

We now state a version of Theorem 2.6.9 for Ad(l,k)-rings. 

T h e o r e m  2.6.12. Let l ,k E N and let Af be an Ad(l'k)-ring. For any finite 
C partition Af = Ui=l i, one of the cells Ci contains a subring of A;. 

E x e r c i s e  2.51. Prove Theorem 2.6.12. 

An alternative approach to Theorem 2.6.12 is to derive it as a corollary of 
the following theorem, which can be obtained by defining, by analogy with the 
special case done in detail earlier, strongly partit ion regular, strongly syndetic, 
strongly central, etc. for subsets of (~ )k  and substituting Theorem 2.6.10 for 
BL.  
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T h e o r e m  2.6.13.  Let S be a set and let k > 2. For each s E S, let T~ 
be a set and let Jt~ be a family of finite subsets of (~1) k-1 tha t  is strongly 
parti t ion regular and closed under disjoint shifts. For every s C S and t E T~, 
let A~,t C A~, in such a way that  A~ = {A~,t : t C Ts}. Let sl  E S and suppose 
tha t  ~ : {(s, t)  : s E S , t  C Ts} ---* S is a function. For any strongly central set 

s ~ t c~ C C (61) k, there exist sequences ( n)~=2 c S and ( n)n=l,  with each ti E T~,, 
such tha t  ~ ( s~ -1 , t n -1 )  = s~ for n > 2 and such tha t  the set of all unions 
E,~l u E n 2 U . . . D E n , ~ ,  w h e r e n l  < n2 < . . .  < n,~ andEn~ C A ~ , t ~  , l < i < m, 
is contained in C. 

E x e r c i s e  2.52. Prove Theorem 2.6.13. 
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Density Ramsey Theory 

3.1  M e a s u r e  T h e o r e t i c  P r e l i m i n a r i e s  

In this section we review the basics of measure theory, in preparation for our 
t reatment  of density Ramsey theory via ergodic theory. Additional materials 
may be found in, for example, [Fol]. Let X be a set and suppose A c P (X ) .  fl, is 
called an algebra (or field) if A is closed under finite unions and complementation. 
An algebra which is closed under countable unions is called a or-algebra (or a-  
~eld). 

Exercise 3.1. If ,4 is an algebra then 0, X E A and A is closed under finite 
intersections. If A is a a-algebra then .A is closed under countable intersections. 

Exercise 3.2. If (A~)~er is a collection of a-algebras then N~er A~ is a 
a-algebra. 

If $ c 7)(X) then we denote by A4($) the smallest a-algebra containing 
$ (which is the intersection of all a-algebras containing $). We call M (E) the 
a-algebra generated by $. For example, let X be a topological space. The 
a-algebra generated by the open sets is called the Borel a-algebra. Its members 
are called Borel sets. 

If .4 is a a-algebra of subsets of X, a measure on A is a function # : A --* 
[0, ~ ]  such that  p(9) = 0 and #(  UiC~ 1 Ai) = E i ~ l  #(A) for all pairwise disjoint 
sequences (Ai)i~ 1 C A. The resulting triple (X, ,4, #) is called a measure space. 
If p(X) = 1 then (X, A, p) will be called a probability space. If for every A E A 
with #(A) = 0 and each B C A we have B C A (whence #(B)  = 0) then the 
measure # is said to be complete. If P(x) is a {true, false}-valued proposition 
depending on x and #({x  : P(x) is false}) = 0 then we say that  P(x) holds 
almost everywhere, or a.e. 

Exercise 3.3. Let (X,.A,#) be a measure space and let (Ai)i~=I C A. If 
A1 C A2 C . . .  then # ( U ~ I  Ai) = l im i_~  #(A~). If A1 D A2 D . . .  then 

#(  ~c~i=1 Ai) = limi~c~ #(Ai). 
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We now will examine how to construct non-trivial examples of measures. If 
A C P ( X )  is an algebra then a function p : A --* [0, co] will be called a premea- 

oo  sure if #(0) = 0, and if for every sequence (A~)~ 1 C .4 for which U~=I A~ E .4 
we have # ( U i ~ l  Ai) = E i ~ l  #(Ai). A function #* : P ( X )  --~ [0, c~] will be 
called an outer measure if #*(0) = 0, #*(A) _< #*(B) whenever A C B, and if 

04) 
# (U,=IA~,) ~ E , = I ~ * ( A , ) .  

T h e o r e m  3.1.1. (Carath~odory; see [Fol].) Let X be a set, .4 be an algebra of 
subsets of X and p a premeasure on .4 for which p(X)  = 1. For every B C X 
let 

#*(B) = inf { E P ( A i ) :  (Ai)i~__l C .4, E C Ai . 
i = 1  i = 1  

Let B = {B C X :  #*(B) + #*(B ~) = 1}. Then #* is an outer measure on X 
which agrees with p on .4, B is a or-algebra on X which contains .4, and the 
restriction of #* to B is a (probability) measure. 

P r o o f .  First we will show tha t  #* is an outer measure. Clearly #* (0) = 0 and 
#*(A) < #*(B) for A c B. Suppose (E~)~~176 is a pairwise disjoint sequence of 
sets and let e > 0. 

A oo oo For every i we can find a sequence ( i,j)j=l C .4 such tha t  E~ C Uj=I Ai,j 
oo A #* ~,. and }-~j=l P ( i , j )  < (Ei) + Then 

oo 

i , j=l  i = 1  

oo  
But Ui~176 Ei C Ui,j=l Ai,j. Hence, since e is arbitary, 

i = 1  i = 1  

and #* is an outer measure. 

E x e r c i s e  3.4. Show that  #*(A) = p(A) for A C A, so that  in particular .4 C g 
and #*(X)  = 1. (Hint: here is where one must use the fact that p is not merely 
finitely additive, but a premeasure.) 

Next, let us show simultaneously that  B is an algebra and that  #* is finitely 
additive on B. Clearly B is closed under complementation. Let B1, B2 E /3. 
Let e > 0 be arbitrary. Since #*(B1) + #*(B~) = 1, there exist sequence of sets 
(which without loss of generality we assume to be pairwise disjoint) (Ai)~__l and 
( ~)i=1 in .4 such tha t  B1 C [-J~=l A~ and B~ C Ui=l  C~, with 

+ < 1 + 
i = 1  
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Let 5 > 0 be arbitrary. For all large enough N (we fix N) we have 

oo N 

E (p(Ai)+p(Ci))<_6, h e n c e p ' ( U ( A ,  UCi)) >_ 1 -5 .  
i=N+I i=l 

N Let Dj = Cj \ (U,=, Xi), 1 < j  < N. Then uN=I(Ai uDi) = U~l(Ai uCi), so 
that  

N 

Z (p(A,) + p(DO) >_ ~ - ~ 
i=1 

But 

N N N 

E (A, NCj) = E (p(A,)+p(C,))-E (p(Ai)+p(Dd) <- l + e - ( 1 - 5 )  = e+5. 
i,j=l i=l i=1 

O 0  Since 5 is arbitrarily small and N is arbitrarily large we have ~i,j= 1 p(Ai n Cj) < 
A e. Hence if we let G = Uid=l( i NCy), we have #*(G) < e. 

Let nowDn = An\ (U n ci)and Fn ~ Cn\ ( u n - l A i ) n  = 1,2,.. i=1 i=1 ' "" 

Then the collection made up of the D,~'s and F~'s is a pairwise disjoint collection 
from .4. Moreover, B1 C ( U~~ Di) U G and B~ C ( U~I F~) U G. 

H oc oc By the same token, we may find sequences ( i)i=l and (Ii)i=l in A, and 
a set ] with #*(J) _< e, such that  the family made up of the Hi's and Ii's is 
pairwise disjoint and such that  B2 c ( Ui~l Hi) u J and B [ c  ( U~_~ I~) u J. 

We now have 

O0 

B~ n B2 c U 
i,j=l 

O 0  

B 1 n B~ C U 
i,j=l 

O0 

B~nB~c U 
i,j=l 

B~nB,~ c 0 
i,j= l 

(D, n Hg u (C u J), 

(D, n h) u (C u J), 

(F~ n Hi) u (a u J) a~d 

(F, n 6)  u (c  u J). 

The four families represented on the right are pairwise disjoint (from each other 
as well), and #* (G U J) _< 2q so we have 

~*(B 1 n e2 )  -~- ~*(B1 rl B~) -~- ~*(Bf  n B2) -~- ~*(B~ n B~) ~ 1 + 8e. 

Since ,  is arbitrary, 

~*(B1 f'-') B2) "~- #* (E l  N B~) -{- ~*(B~ n 82)  + ~*(B~ n B~) = 1. (3.1) 
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One now easily uses (3.1) to show that  #* (B10Be)  +#*  ((B1UB2) c) = 1, whence 
(B1 U B2) E B (this shows tha t  B is an algebra), and that  if (B1 ;3 B2) = ~ then 
#*(81) + p*(B2) = #*(B1 U B2), (this shows tha t  p* is finitely additive on B). 

Any algebra which is closed under countable disjoint unions is a a-algebra.  
OO 

Let (Bi)~=l C B be a pairwise disjoint sequence. Put  B = Ui=l  B~. Clearly 

>_ 8 d  for each hence 

N N cx~ 

#*(8)_> li-~mooff*(U BO = Y-~oolim ~ '#*(B i )  --- ~-]~#*(Bi). 
i = 1  i = 1  i = 1  

(3.2) 

Recall that  #* is subadditive, so in fact we have equality above. On the other 
hand B ~ C ~N_I 8~ for each N,  so that  

N N 

, * ( 8 c / < _  = N--,oolim ( 1 - # * ( U B i ) )  : 1 - # * ( 8 ) .  
i = l  i = 1  

Together with subaddit ivity this gives #*(B) + #*(B c) = 1, so that  B E B and 
B is a a-algebra.  On the other hand, countable additivity on #* restricted to B 
is a consequence of (3.2) and the sentence following it. Hence #* I~ is a measure. 

[] 

One can use the above theorem to carry out the construction of most com- 
mon finite measure spaces. For example, taking X to be the unit interval [0, 1) 
in R and letting .A be the algebra of finite disjoint unions of half-open intervals 
[a, b) in X,  define a premeasure on A by letting p(I) = III for intervals I and 
extending additively to all of .A. The resulting measure on X is Lebesgue mea- 
sure. One can do a similar construction on the unit cube in R '~. Details are left 
to the reader. 

Suppose X and Y are sets and A and B are a-algebras on X and Y, re- 
spectively. A map T : X --~ Y is said to be (,4, B)-measurable if for every B E g 
we have T-1B  E .4. (If Y = R or Y = [-0% oc] is the extended reals and B is 
not mentioned explicitly then we shall always take B to be the Borel a-algebra 
for the usual topology.) If # is a measure on A and u is a measure on B and 
T :  X --~ Y is an (A, B)-measurable map satisfying # ( T - 1 B )  = u(B) for every 
B E B then T is said to be a homomorphism of measure spaces. If in addition 
T is a bijection and T - t  is measurable, then T is said to be an isomorphism of 
measure spaces, and the spaces (X, A, #) and (Y, B, u) are said to be measurably 
isomorphic. 

The most important  example for us of measure preserving transformations 
will be automorphisms, specifically isomophisms T : X --~ X of a single proba- 
bility space. If (X, .4, p) is a probabili ty space and T : X --~ X a measurable 
isomorphism we will say that  the quadruple (X, A, #, T) is an invertible measure 
preservin9 system. These systems are the measurable analogs of topological dy- 
namical systems consisting of a compact space and a homeomorphism of that  
space. Some examples of invertible measure preserving systems: 
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a. X = [0, 1) with Lebesgue measure, Tx = x § o~ (rood 1), where c~ E R is 
fixed. 

b. X = [0, 1) x [0, 1) with Lebesgue measure. T(x, y) = (2x, 1 gy) if 0 _< x < 
1 ~ < x < 1. (The Baker's transformation.) T(x, = - 1 ,  + � 8 9  i f  _ 

c. X = { 1 , 2 , . . . , n } .  # ( i ) =  ~ ~, 1 < i < n. T = any permuta t ion  of X. 

d. X =uni t  disk in R 2 with normalized Lebesgue measure. T = rotation 
by any fixed angle. 

E x e r c i s e  3.5. If E generates ~ then T : X --* Y is measurable if and only if 
T - 1 E  C .4 for every E E g. 

E x e r c i s e  3.6. If (f i ) i~l  are measurable functions into the extended reals then 
sup i f i ,  infi fi, l imsupi  fi and lim infi fi are measurable. 

n A simple function is a function of the form ~(x) = }-~-~=1 CilA~(X), where 
A1 , . . .  An are measurable sets and cl, �9 �9 �9 c~ E R.  We define the integral of 
to be f ~ d# = ~ i ~ 1  ci,(Ai). 

E x e r c i s e  3.7. If  f : Z -~ [0, o<~] is measurable, there exists a sequence (~i)i~l  of 
simple functions with 0 < ~ l (x)  < p2(x) < " -  such tha t  lim~__.~ p~(x)  = f(x) 
for all x E X. 

We now extend the definition of the integral to non-negative measurable 
functions. Namely, if f : X --~ [0, oc] is measurable, let 

/fd~=sup{/~dp:O<_~<_f, ~ a simple function}. 

E x e r c i s e  3.8. This definition of the integral agrees with the previous one if f is 
a simple function. Hint: show first that for simple functions ~1 < ~2, we have 
f ~l d# < f ~2 d#. 

T h e o r e m  3.1.2. (Monotone convergence theorem.) Let (X,~4,#) be a mea- 
sure space. If ( f i ) i~l  is a non-decreasing sequence of non-negative measurable 
functions on X and we let f(x) = limi__.~ f i(x) ,  then f f d# = limi--.~ f f / d # .  

P r o o f .  Clearly f f i  d# < f f  d# for a l l i ,  so l imi__ .~f f i  d# < f f  d#. Let 

e > 0 be arbi t rary and let T = ~ M  1 cilB~ be an arbi tary  non-negative simple 
function with ~ < f .  We will show tha t  l im~_~ f f~ d# > (1 - c) f ~ d#, which, 
since c and ~ are arbitrary, will get that  l im~oo  f f~ d# > f f d#, completing 
the proof. 

Let Ai = {x : fi(x) > ( 1 - e ) ~ ( x ) } .  Then for all j ,  1 < j < M,  we have 
(A1 N Bj)  C (A2 A Bj) C . . . .  Moreover, [-Ji~l A~ = X. Therefore, by Exercise 



3.1 Measure theoretic preliminaries 83 

3.3, lim~--,oo p(Ai 0 Bj) = #(Bj ) .  Hence 

~m / f/ d# > hm / f/.1A, d# 

> l i m / ( 1  - e)~. 1A~ d# 

M 

= lim (1 - e) Ecy#(Ai  nBj) 
i - -*  o o  j=l 

M 
= (1 - e) Ec j# (B j )  = (1 - e ) / ~  d#. 

j=l 

Exerc i se  3.9. 
f(x) = 0 a.e. 

T h e o r e m  3.1.3. (Fatou's Lemma.) If ~ : X --~ [0, oo] are measurable func- 
tions, n E N, then 

a. f lim infn-.or fn d# < lim infn-~oo f f~ d#. 
b. If #(X) < oo and there exists K < oo such that  f/,(x) < K for all x and 

all n then f lim sup,,_~o o f~ d# _> lim supn_~or f f~ d#. 

P roof .  (a) For all i we clearly have f inf~>~ fn d# < infn>~ f f~ d#. Notice 
that  inf/~>_if~ increases to liminfn-.oo fn as i --~ oo. Hence by the monotone 
convergence theorem 

/ l i m ~ f f n d # =  i---~oolim/inffnd#<liminf/fndp.n~_i n---*oo 

To prove part (b), let gn = K - f/, and apply part (a). 
[] 

Let us define f f d ,  for f :  x ~ [-oo, oo] measurable. Let f +  = sup{f, 0} 
and let f -  = - inf{f,  0}. If at least one of f f+  d# and f f -  d# is finite then 
we let f f d# = f f+ d# - f f -  d#. If f f d# exists and is finite we say that  f 
is integrable. One easily checks that  f is integrable if and only if f If] d# < oo. 

Exerc i se  3.10. If f(x) = g(x) a.e. then f f d# = f g d#. 
Finally, we have the dominated convergence theorem. 

T h e o r e m  3.1.4. Suppose that  (f/)i~l is a sequence of measurable functions 
and g E LI(X,A,#) with Ifi] - g a.e. for all i. If f(x) = lim,~oo f~(x) exists 
a.e. then f C n 1 (X, A, #) and f f d# = l im~o~  f f~ d#. 

Proof .  We have g - f~ > 0 a.e. Therefore by Theorem 3.1.3 (a), 

[] 

If f --~ [0, oo] is measurable then f f d# -- 0 if and only if 
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However we also have g + f,~ > 0 a.e., so that  

/ g d # + / f d # = / l i m i n f ( g + f n )  d # < l i m i n f f g + f ~ d t t  
n ---* o o  - -  n ---~ o o  j 

Hence 

l i m s u p / f n  d#< f f d # <  l i m ~ f / f n  d#. 
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[] 

3.2 Furstenberg correspondence. 

In this section we will introduce the subject of density combinatorics. 
following notion of "size" for subsets of Z is the key. 

Def in i t i on  3.2.1. Let E C Z. The upper density of E is the number 

[E n { - N , - N  + 1 , . . . , N } [  
d(E) = lim sup 

N---*oo 2N + 1 

The upper Banach density of E is the number 

The 

d*(E)= limsup I E N { M ' M + I ' ' ' ' ' N - 1 } I  
N - M - - * o o  N - -  M 

Lower density _d(E) and lower Banach density d. (E) are similarly defined (with 
limsup replaced by lim inf). If d(E) : _d(E) then we may sometimes denote this 
common value by d(E) and call it simply the density of E. 

E x e r c i s e  3.11. Show that: 
(a) d.(E) <_ d_(E) <_ -d(E) < d*(E). 
(b) d*(EU F) < d*(E) +d*(F) (and similarly for 2); d.(EU F) > d.(E) + 

d.(F) whenever E N F = 0. 
(c) d(E) = 1 - d ( E  c) (and similarly for Banach densities). 
(d) If d(E) and d(F) exist and E n F = 0 then d(E U F) = d(E) + d(F). 
(e) There exists a set E with d(E) = 1 and d(E) = 0. 
(f) There exists an infinite pairwise disjoint family of sets each of whose 

members has upper density 1. 
(g) If d*(E) > ~ and n l , " ' , n k  E Z then for some 1 < i ~ j < k we have 

d * ( ( E  - n ( E  - n j ) )  > 0. 

(h) Suppose d*(E) > �88 There exists t, with 2 < t < k, and Xl,. . . ,xt  E Z 
such that  { x l , x 2 , . . . , x t , x l  § x2 + ... + xt} C E. 

According to (f) in the exercise above, d fails (quite badly), to be additive. 
(b) shows that  d is at least finitely sub-additive, however be warned: d is not 
countably sub-additive since for example d({i}) -- 0 for all i, while Z -- Uicz(i}.  
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E x e r c i s e  3.12. If E C Z is syndetic then d,(E) > 0, and if E is piecewise 
syndetic then d*(E) > 0. 

Recall that  a family .4 of subsets of Z is called partit ion regular if for every 
finite parti t ion of Z we can find a member of .4 in one of the cells. Recall as well 
that  a shift-invariant family .4 is partit ion regular if and only if every syndetic 
set contains a member of .4, and that  a shift-invariant family .4 of finite sets is 
parti t ion regular if and only if every piecewise syndetic set contains a member 
of .4. 

We shall call a family .4 of subsets of Z density regular if every set of positive 
upper density contains a member of .4. According to the previous exercise, then, 
any density regular family is partit ion regular. 

E x e r c i s e  3.13. Let E C Z have positive upper Banach density. Let X = {0, 1} z 

and let T be the shift. Then {TnlE : n C Z} contains some 1B, where 3(B) > o. 
Hence if .4 is a shift-invariant family of finite subsets then .4 is density regular 
if and only if every set having upper Banach density contains a member of 
.4, or, alternatively, if for every e > 0 there exists N such that  for any set 
E c {1 , . . . ,  N} with IEI _> Ne, E contains a member of .4. 

This exercise, together with Exercise 2.17, shows that  the role in density 
Ramsey theory of sets having positive upper Banach density is analogous to the 
role played by piecewise syndetic sets in partit ion Ramsey theory. 

E x e r c i s e  3.14. Show that  there exist sets in Z having positive upper Banach 
density and yet which fail to be piecewise syndetie. 

Exercise 3.14 opens the door to the possibility that  there might exist a shift- 
invariant family of finite sets which is partition regular but not density regular. 
There are obviously non-shift-invariant partit ion regular families of finite sets 
which are not density regular (a family consisting of a single one-element set, 
for example). We shall now see as well that  there are shift-invariant parti t ion 
regular families of infinite sets which are not density regular. 

T h e o r e m  3.2.2. The family of shifted IP-sets in Z is a shift-invariant family 
which is parti t ion regular but not density regular. 

P r o o f .  The family in question is partit ion regular by Hindman's theorem. To 
see that  it is not density regular, we will produce a set having positive upper 
density which contains no shift of an infinite IP-set. 

For every M C No we have 

M M M 
1 1 

k = 0  k = 0  k = 0  

It follows that  there exists a sequence 0 < No < N1 < N2 < - "  such that  for all 
M_>O, 

1 I UMo(k +3k+2Z) A{--NM,--NM + 1 , ' " ,NM}I  < _ .  
2NM + 1 6 
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Set N-1 = 0 and put E = ((k + 3k+2Z) \ {--NM,--NM + 1, . . . ,NM}).  Then 

IE n {--NM,'", NM}I 1 < -  
2NM + 1 6 

1 Let F = 1 It follows that  d ( - E  u E) < 5" for every M, so that  d(E)  < g. 

2 We claim F does not contain an ( - E U E )  c. Plainly we have d(F)  _> 5" 
infinite shifted IP-set. Indeed, let k C Z and let F be an infinite shifted IP-set. 
Suppose k _> 0. By Exercise 2.12 there exists n E r such that  n C 3k+2Z. 
Since ( k + 3 k + 2 Z )  C E, we have ( E N ( k + F ) )  7! 0. Similarly, i f k  < 0 then 
( - E N (k + F)) r 0. Either way, we cannot have (k + F) C F.  

[] 

In 1984 V. Bergelson asked the more pertinent question of whether there 
exist shift-invariant families of finite sets that  are partition regular but not den- 
sity regular. The matter  was rather more difficult to resolve than expected. The 
answer, which is yes, came 3 years later and is due to I. Kriz (see [K]). We will 
give a simpler construction of such a family (due to Rusza) in the next section. 

Nevertheless, many of the shift-invariant partit ion regular families of con- 
figurations considered in the first section (arithmetic progressions, arithmetic 
progressions whose common difference comes from a fixed IP-set, polynomial 
progressions, etc.) have been shown to be density regular as well. Proving den- 
sity regularity is, however, much more difficult than proving parti t ion regularity. 
Hence, we will only be able to prove a sampling of the density versions of the 
partit ion theorems appearing in the first chapter. 

Recall that  we made our approach to partit ion Ramsey theory via topo- 
logical dynamics, namely by an analysis of the recurrence properties of con- 
tinuous self-maps of compact metric spaces. This approach was pioneered by 
Purstenberg and Weiss (see [FW]), and was actually modeled on the approach 
to density Ramsey theory Furstenberg had already established in [F1], which 
was via ergodic theory; specifically, by the analysis of the recurrence properties 
of measure-preserving transformations on probability spaces. 

The key to understanding this link between density combinatorics and er- 
godic theory is a correspondence principle, called the Furstenberg correspondence 
principle. As a matter  of fact, implicit in Chapter 1 is an analogous correspon- 
dence principle. Let us denote by 5c(Z) the family of finite subsets of Z. 

T h e o r e m  3.2.3. (Topological correspondence principle.) Let E C Z be piece- 
wise syndetic. Then there exists a minimal dynamical system (X, T), where T 
is a homeomorphism, and a non-empty open set U C X such that  

N r-or / c N ( ' -  n) 7 ~ ~}. 
n E a  nEc~ 

E x e r c i s e  3.15. Prove Theorem 3.2.3. (Hint: look at parts (b) and (c) of 
Exercise 2.15.) 
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The following theorem represents the only application of Theorem 3.1.1 we 
shall need in the sequel. Let X = {0,1} z. A cylinder set in X is a set of 
the form C = {7 E X : "/(n~) = e~, 1 < i _< t}, where n l , . . . , n t  E Z and 
e l , ' " , e t  C {0,1}. Note that  the intersection of two cylinder sets is again a 
cylinder set, and the algebra C of finite unions of cylinder sets is a basis for the 
product  topology on X. 

T h e o r e m  3.2.4. Let X = {0,1} z and let T :  X --~ X be the shift T'7(n) = 
9'(n + 1). If  p : C --* [0, 1] is a finitely additive set function on the algebra C 
of finite unions of cylinder sets for which p(X)  = 1 then p is a premeasure and 
extends to a measure ff on the a-algebra B of Borel sets. If  p is T-invariant  on 
C then # is T-invariant on B. 

P r o o f .  Suppose (Ci)i~176 C C is a pairwise disjoint sequence of sets such that  
OO OO 

Ui=1 c i  E c. Then in particular Ui=l c i  is closed. Since the Ci 's are open, we 

have uN_I (7/ = Wil l  c i  for some N. In other words, since they are pairwise 
disjoint, all but  finitely many of the C~'s must be empty. Thus p( U ~ l  c~) = 

c ~-~i=1 p ( i )  follows by finite additivity of p. Hence p is a premeasure and by 
Theorem 3.1.1 p extends to a probabili ty measure # on a a-algebra containing 
C. Since B contains C, we may take B to be the domain of #. 

Suppose p is T-invariant. Let A E B. Looking at the construction of # in 
the proof of Theorem 3.1.1, for each E > 0 there exists a sequence (Ci)i~=l C C 
such tha t  A C [Jil l  Ci and 

p(A)  > E p ( C i )  - e  = ~-~.p(T-'C~) - E  > # ( T - 1 A )  - E. 
i = 1  i = 1  

The last inequality comes from the fact tha t  T - 1 A  C U~=I T-1Ci  " Since e is 
arbi t rary this yields if(A) _> # (T-1A) .  The reverse inequality is analogous, so 
#(A) = # ( T - ' A ) .  

[] 

T h e o r e m  3.2.5. (Furstenberg correspondence principle; see [B3].) Suppose 
E C Z with d*(E) > 0. There exists an invertible measure preserving system 
( X , A , # , T )  and a set A E ,4, with #(A) = d*(E), such tha t  for all (~ C 5~(Z) we 
have 

r"l ( . -  n)) -> ,( n :t-~ 
n E c ~  n C ( ~  

P r o o f .  Let X = {0, 1} z be the set of all functions 7 : Z --~ {0, 1}. As usual, let 
T : X --~ X be the shift: TT(n) = 7(n + 1). Choose a sequence of intervals It in 
Z with ]Itl --e oo such that  

lim ]E n It] _ d* (E) .  
t - ~  114 
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Let ~ = 1E C X and let A = {X E X :X(0) = 1}. Then 

lim [~t[ ~/~ 1 t--~z 1A(Tn~) : tli-+m~ ~t] E 1E(n) : d*(E). (3.3) 
nEI~ 

Exerc i se  3.16. Let C be the algebra of finite unions of cylinder sets. There 
exists a subsequence (Its)s~__l such that  

]i~n ~ nC~/t I c ( T n ~ ) =  p(C) (3.4) 
s 

exists for all C E C. (Hint: C is countable. Use a diagonal argument.) 

The set function p defined on C by (3.4) is finitely additive and so by Theo- 
rem 3.2.4 is a premeasure which extends to a measure # on the Borel a-Mgebra, 
which we denote by A. Moreover, p is T-invariant on C, from which it follows 
that  # is T-invariant on A. Also 

1 
r(A) = ~<m ~ ~ 1A(T~) = ~*(E) 

nElt 

Suppose now that  a = { n l , . . - , n k }  E 5r(Z). We have 

r(T-~lAn, nT-n~A) 

~ 1T-~IA~ o~-~ 
nEIts (3.5) 

= lim 1 Z l(~-n,)n .o(~-~)(n)  

<~* ((E - ~ )  n... n (E - ~)) 

[] 

The correspondence works in reverse, as well (this is mentioned in IF1] but 
not pursued). We will now establish this fact, which will prepare us for certain 
equivalences in the next section. Our exposition follows [BL1]. 

E L e m m a  3.2.6. Let ( i)i=l be a sequence of measurable sets in a probability 
space (X, B, r) .  There exists x E X such that  

N [1 
d({n : z E E~}) _> limsup ~ E lm~ dr.  

N --*c~ d n=l  

Proof .  Let fN __~ N = ~ = 1 1 E ~ '  Then fN(x) <_ 1 for a l l x  and all N, so by 
Fatou's lemma, 

lim sup fN dr >_ lim sup / fN dr. 
P 

N-*c~ N--+oo J 
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Hence for some x, 

1 N 
d({n : x C En}) = limsupfN(x) > l imsup -:: E 1E~ d#. 

N - - * o o  - -  N - - * o ~  J / ~  n-----1 

[] 

P r o p o s i t i o n  3.2.7.  (Reverse correspondence principle.) Let (X, A, #, T) be a 
measure preserving system and let A E .4 with #(A) > 0. There exists a set 
E c Z with d(E)  _> #(A) such tha t  

n E a  n E a  

P r o o f .  For a E )r(Z)  let E~ = Nne~ T-~A" Let N be the union of all the 
E~ 's  which are of measure 0. Being a countable union, we have p ( N )  = 0. Let 
B = A \ N .  

E x e r c i s e  3.17. For c~ C 5 c we have # ( N ~ T - n B )  = 0 if and only if 

By Lemma 3.2.5, there exists x E X such that ,  letting E : {n : x ~ T-nB},  
we have d(E)  _> #(B)  : #(A). Observe now that  if for some c~ C 5r(Z) we 
have k c N n ~ ( E  - n) then Tkx E N~c~T-~B, so tha t  by Exercise 3.17, 

#(  N~e~ T-'~A) > O. 
[] 

E x e r c i s e  3.18. Show that  for any minimal system (X, T), there exists a syndetic 
set E such that  

nEc~ n E a  

3 . 3  K r i z '  e x a m p l e .  

In this section, we will be looking at difference sets of the form E -  E = { x - y  : 
x, y E E},  where E c Z and either (a) d*(E) > 0, or (b) E is piecewise syndetic. 
The reader is advised to a t tempt  the following two exercises by combinatorial 
m e a n s .  

E x e r c i s e  3.19. If  d*(E) > 0 then E - E is syndetic. (Hint: use Exercise 3.11 
(g).) 

E x e r c i s e  3.20. I f k  E N and d*(Ei) > 0, 1 < i < k, then N ~ = I ( E i - E i )  is 
syndetic. (Hint: try using Ramsey's theorem.) 
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D e f i n i t i o n  3.3.1. A set R C Z is said to be: 
(a) a set of measure theoretic recurrence if for every probability measure 

preserving system ( X , , 4 , # , T )  and every A E A with #(A) > 0 there exists 
n C R such that  #(A N T-'~A) > O. 

(b) density intersective if for every E C Z with d* (E) > 0 we have ( (E - 

E) n R) # 0 
(c) a set of topological recurrence if for every minimal invertible system 

(X, T) and every non-empty open set U C X there exists n E R such that  
(U N T-nU) ~ O. 

(d) chromatically intersective if for every piecewise syndetic set E C Z we 
have ( ( E -  E)  n R) r 0. 

For more information about these notions, see [Rus], [For], [M] and [BM3]. 
Notice that  the content of Exercise 3.19 is that  thick sets are density intersective. 

E x e r c i s e  3.21. If A is an infinite subset of Z then R = A - A  is a set of 
measure-theoretic recurrence. 

The following exercise justifies the phrase "chromatic intersectivity ' .  

E x e r c i s e  3.22. R is chromatically intersective if and only if for every finite 
partition Z = U ~ l  cg there exists a cell C~ of the partit ion for which (RN (Cg - 

q)) # 0. 

E x e r c i s e  3.23. R is density intersective if and only if the family A = {(a, a+r) : 
a E Z, r c _R} is density regular. R is chromatically intersective if and only if 
the family .4 = {(a, a + r) : a  E Z, r C R} is partit ion regular. 

E x e r c i s e  3.24. If R is density intersective then R is chromatically intersective. 
(Hint: apply Exercise 3.12.) 

T h e o r e m  3.3.2. Let R C Z. 
(a) R is a set of measure theoretic recurrence if and only if R is density 

intersective. 
(b) R is a set of topological recurrence if and only if R is chromatically 

intersective. 

P r o o f .  (a) Let R be a set of measure theoretic recurrence and suppose d*(E) > 
0. By Theorem 3.2.4 There exists a measure preserving system (X, A, #, T) and 
a measurable set A with #(A) = d*(A) such that  d*(E n (E - n)) > #(A N 
T-hA)  for all n E Z. But for some n C R we have #(A n T-~A)  > 0, so that 
d* (E Q ( E -  n)) > 0, which in particular implies that  (R N ( E -  E))  ~ 0, so that  
R is density intersective. Conversely, if R is density intersective and (X, .4, #, T) 
is a measure preserving system, then by Proposition 3.2.6 there exists E with 
d*(E) > 0 having the property that  for every n for which (E n (E - n)) ~ 0 we 
have # ( A n  T-~A)  > 0. But for some n C R we have n C (E - E),  which implies 
that  (E  N ( E -  n)) ~ 0. 

[] 

E x e r c i s e  3.25. Mimic the proof of part (a) to prove part (b), substituting 
Theorem 3.2.3 and Exercise 3.18 for Theorem 3.2.4 and Proposition 3.2.6. 
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In light of Theorem 3.3.2, we can infer from Exercise 3.24 tha t  every set of 
measure theoretic recurrence is a set of topological recurrence. I t  is instructive 
to see this in an alternative fashion; namely, as a consequence of the following 
theorem. 

T h e o r e m  3.3.3.  For any minimal flow (X, T), there exists a T-invariant  Borel 
measure # on X assigning positive measure to non-empty open sets. 

I oo P r o o f .  Let x C X.  Pick a sequence of intervals ( ~),~=1 (again, using separa- 
bility of C(X) and a diagonal argument) such that  II,~l --* oe and such that  

1 
lirn ~ ~ f(Tkx) : L(f)  

kcI,~ 

exists for every f C C(X). L is a positive linear function on C(X) and L(1) = 1, 
so it comes by integration against a Borel measure #. Moreover, one easily checks 
tha t  L(Tf)  = L(f),  so that  # is T-invariant. Finally, given a non-empty open 
set U, we can find a non-zero continuous function f supported inside of U and 
satisfying 0 _< f _< 1. For some e > 0 the set U' = f-l((e, 1]) is non-empty 
(and open). Since (X, T) is minimal, the set {n : Tnx C U'} is syndetic. In 
particular this set has gaps bounded by some M. One now easily sees that  

#(U) > f f d#= L(f)  > ~ 
[] 

Recall tha t  Bergelson had asked whether there are any finite, shift invariant, 
parti t ion regular families of sets which are not density regular. Kriz showed in 
1987 tha t  there are by constructing a chromatically intersective set R which is 
not density intersective. (So that,  in particular, the family ,4 = {{a, a § r} : 
a C Z, r E R} is parti t ion regular but not density regular.) His construction 
([K]) was in the context of graph theory and was somewhat  cumbersome. We 
will present a simpler construction due to Rusza. Both constructions establish 
chromatic intersectivity with the help of the following theorem, which was a 
conjecture of Kneser proved by Lovs ([Lo S. 

T h e o r e m  3.3.4.  Let k, r E N. Let E be the family of r-element subsets 
of {1, 2 , . . -  2r + k}. Given any k-coloring of E,  there exists a disjoint pair of 
elements from E which are of the same color. 

We need some terminology: if k is fixed and R C Z has the proper ty  that  
for any k-coloring of Z, (R rn (C - C)) ~ 0, then R is said to be k-intersective. 
Thus chromatically intersective sets are those sets which are k-intersective for 
all k. I t  is easy to show that  if a set R is k-intersective then for any n E N,  the 
set nR = {nr : r E R} is also k-intersective. 

Here now is the theorem of Kriz. 

T h e o r e m  3.3.5.  There exists a set R C N such that  R is chromatically inter- 
sective but not density intersective. 
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P r o o f .  (Rusza; see [M1].) We will prove somewhat more, namely that  for 
every e > 0 we can construct a chromatically intersective R and a set A with 
3(A)  > �89 - c such that  (A - A) N r = 9. (This was shown by Kriz as well.) 

We claim that  for every e > 0 and every k E N there exist S = S(e, k) E N 
and pairwise disjoint sets A' = A'(e, k), B '  = B'(e, k), and R' = R'(e, k) in 
{ 0 , 1 , 2 , . - . , S -  1}, such that  

(a) R' is k-intersective, 
(b) ]A'] > S(�89 - e), 

(c) IB'[ > S(�89 - e), 
(d) ((A' + R') n A') = ((B'  + R') n B')  = 9, 
(e) ((A' + R ' )  U (B' + R')) c { 0 , 1 , . . . , S -  1}. 

We will prove the claim. Let r, N E N and let p l , ' " , p 2 r + k  be odd primes. 
Write M = Pi ""P2r+k and let S = MN. Put  

A ' = { a : M  < a < ( N - 1 ) M ,  a # 0 ( m o d p i ) ,  l <i<2r+k, 

and I{i:  a (mod Pi) is even }[ < r} and 

B ' = { b : M _ < b < ( N - 1 ) M ,  b r  l < i < 2 r + k ,  

and [{i: b (mod Pi) is odd }l < r}.  

E x e r c i s e  3.26. If r, N and the primes are chosen large enough, conditions (b) 
and (c) above will be satisfied. 

Let 

R'=  {r :0 _< r < M and I{ :r (mod p )C {1,-1}}1 _> 2r}  

Let a E A' and r e R'. a (mod p~) is odd for more than r + k i's, and r (mod 
p~) is 1 or - 1  for all but at most k i's. Hence (a + r) (mod p~) must be even for 
at least r i's, and hence is not in A'. In other words, (A' + R') n A' = 9. One 
may just as easily show that  (B' + C') n B'  = 9. This establishes (d). 

Proper ty  (e) is obvious, so all that  remains is (a). Namely, we must show 
that  R' is k-intersective. Let 

" =  { e  : o <_ e < M -  l,  : e =  2 (mod p i ) } l  = r ,  

I{i :  d =  2 (mod pi)} I = r  + k}. 

k E x e r c i s e  3.27. Suppose D = [-Ji=l Fi. Show there exist dl,d2 E D with 
(dl - d2) E R'. (Hint: identify d E D with the r-element subset {i : d = 2 (mod 
Pi)} of {1 , . . . ,  2r + k} and apply Theorem 3.3.4.) 

This gives (a), establishing the claim. 
Suppose e > 0. Let (ek)~ be a sequence converging to zero sufficiently 

quickly that  1FIk~__l ek > 1 - 2e. For k E N let Sk = S(ek, k), Ak = At@k, k), 
Bk = B'(ek, k), and Rk = R'(ek, k), as guaranteed by the claim above. 
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E x e r c i s e  3 .28.  Show tha t  the set 

A = {x0 +xlSI+x2S1S2 + . . .  q-xIS1S2"" 'S l  : l �9 N,  xi �9 (A~+I U B i+ l ) ,  

0 < i < l,[{i �9 { 0 , 1 , . - . , l }  : xi �9 A~+I}[ is odd}  

satisfies d(A) > �89 - r Hint: show first that 

Let  

R = R1 U ReS1 U R3S1Se u . . . .  

By the remark  made  before the s ta tement  of the theorem,  R is k - in t e r sec t ive  
for M1 k and hence chromatical ly intersective. Suppose 

a : (X0 Jr- XlS1 -~- x 2 8 1 S 2  ~ - ' "  -}- xIS1S2"" Sl) �9 A 

and r = r 'S IS2 . . .S t  �9 R (where r '  �9 Rt+l) .  If t > l then  ( a + r )  • A 
due to  the fact tha t  r' ~ (At+l U Bt+l). If t < l, consider tha t  if xt �9 At+l 
then (xt + r') ge At+l by construction.  Hence the "evenness" requirement  for 
inclusion in A, which is satisfied by a, is not  satisfied by a + r. On the other  
hand, if xt �9 Bt+l then  (xt + r') ~ Bt+l, so we meet  with the same fact. 
Hence ( a + r )  ~g A, from which it follows tha t  ( A A ( A + R ) )  = 0. T h a t  is, 
( ( A - A )  n R )  = 0 .  

[] 

3 . 4  H i l b e r t  s p a c e s .  

In this section we discuss basic Hilbert  space facts. More details can be found 
in, for example,  [Fol]. 

Let  V be a v e c t o r  space over R.  A norm on V is a funct ion from V to 
[0, oo), x --+ Iixl], such tha t  ]ix + YI] -< ]lxil + ]Iyi] ( the tr iangle inequali ty),  
Iikxil = IkI �9 IIxII for k �9 R and x �9 V, and IixiI > 0 whenever  x ~ 0. If II" lI 
is a norm on V then  p(x,y) = II x - yll defines a metr ic  on V. The  topology 
associated with this metric is called the norm topology on V. A normed vector  
space which is complete  with respect  to the norm topology is called a Banach 
space. 

E x e r c i s e  3 .29.  Suppose X is a compact  metric space. Denote  by C(X) the  
set of all continuous real-valued functions on X.  For f �9 C(X), put  IifIiu = 
supra  X ]f(x)I.  Then  I]" Iiu is a norm (called the uniform norm) with respect  to 
which C(X) is a Banach space. 
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Let  V and U be normed vector  spaces and let T : V --~ U b e  a l inear m a p  
(i.e. T(x + y) = T(x) + T(y) and T(kx) = kT(x) for x, y �9 V and k �9 R) .  P u t  

IITII = s u p  { l l T x l l  : Ilxll = 1 } .  

If  IITI[ < ~ then  T is said to be bounded. Let s be the  set of bounded  
linear m a p s  f rom V to U. 

is bounded,  T is continuous.  If  T is cont inuous at  0, then  E x e r c i s e  3 .30 .  I f  T 

T is bounded.  

E x e r c i s e  3 .31 .  s 
norm) on s U). If  

U) is a vector  space and I1 II is a norm (called the  operator 
U is a Banach  space then  s U) is a Banach  space. 

An inner product on a vector  space V over R is a funct ion from V • V to 
[0, oo), (x, y) + (x,  y) ,  such t ha t  

a. ( k l x  ~- k2y, z ) ~- kl(X,Z ) -q- k 2 ( y , z ) ,  
b. (x ,y )  = (y,~),  and 
c. (x,x) > O i f x r  

R e m a r k .  We only deal here wi th  vector  spaces over R.  I f  one works wi th  vector  

spaces over C,  condit ion b. must  be replaced by ( x , y )=  (y,x). 

T h e o r e m  3 .4 .1 .  Suppose V is a vector  space possessed of an inner p roduc t  

(., .). Le t  Ilxll = ( x ~ , x ~ ,  x �9 V. Then  

a. (The  Schwarz inequali ty) I(x,y)l  _< I lx l l  Ilyll, x , y  �9 v .  
b. I1" II is a norm on V. 

P r o o f .  a. If  Ilyll = 0 there  is nothing to prove, so we assume this is not  the  
case. For all t �9 R we have 

0 <_ (x--ty, x - t y ) =  (x,x)--2t(x ,y)+t2(y,y)= IIxll2-2t@,y)+t211yll 2. (3.6) 

The  r igh t -hand  side of the  above inequal i ty  is quadra t ic  in t, and its m i n i m u m  

@'Y) Subs t i tu t ing  this value of t into (3.6) gives us occurs at  t = Ily-i~FI!" 

2 ( ( x , y ) )  2 ( ( x , , ) )  ~ 
0 < ilxll 2 + " x ' Y " - -  - i l x l l  2 

Ilyll ~ Ilyll ~ Ilyll ~ 

This  gives the  result  quite easily. 
b. T h a t  ]lx]l r 0 i f x  ~ 0 and Ilkx]l = ]k I �9 Ilxl] are clear. To get the  t r iangle 

inequality, s imply  observe t ha t  by par t  a. we have 

I Ix + yll ~ = (x  + y, ~ + y)  =llxl  I ~ + 2(~, y)  + I lyll ~ 

<lixll  2 + 21lxll. Ilylt + Ilyll ~ = (llxll + Ilyll) ~. 

[] 
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I f  V is a vector  space over t t  equipped wi th  an inner product ,  such t ha t  

V is comple te  wi th  respect  to the  norm Ilxll = ~/(z,x),  t hen  V is said to be a 

Hilbert space. 

E x e r c i s e  3 .32 .  Let  n E N.  For x = ( x l . . . . , x ~ ) , y  = ( Y l , ' " , Y ~ )  E R ~, put  
(x ,y)  = X l Y l  - } - x 2 y 2  27"'" -~ XnYn. T h e n  

a. (-, .) is an inner p roduc t  wi th  respect  to  which R n is a Hi lber t  space. 

b. ~ o r y l ,  yn E i t  we have (1)-~N=lYn)2 < --~ N 2 " '"  ~n=lYn" (Hint: Let 
x = (1, 1 , . . . ,  1) and let y = (Yl, Y 2 , ,  Yn). Apply the Schwarz inequality.) 

Let  (X,  .d, #) be a measure  space. As usual  we identify two funct ions if t hey  
agree a.e. P u t  

L2(X,.A,/~) = { f :  X ~ I - c o ,  co] ;ff  d# < co}. 

If  f, g E L2(X, .A, #) then  I f fg d#l < oo. This  is a consequence of the  inequal i ty  
]f(x)g(x)] < �89 ( f ( x )  2 + g(x)2). I t  follows t h a t  

<r d,(x) 
defines an inner p roduc t  on L2(X, A, #). Therefore  

Ilfll = ( f f2 @) �89 

defines a no rm on L2(X, A, #), called the L2-norm. 

T h e o r e m  3 .4 .2 .  L2(X,A,#) is comple te  in the  norm topology, i.e. 
Hi lber t  space. 

P r o o f .  Let  (f~)n~__~ be a Cauchy  sequence in L2(X,.A, #). T h a t  is, 

it is a 

l im IIf~ - fmll = O. 
n~m---~c)~ 

Choose  a subsequenee  (gk)k~_-l, of  the  f~ ' s  such t h a t  I]gl ]] + Eke_-1 l lgk+l - gkl] = 
N - 1  

T < c o .  L e t  GN = Igll + E k = l  Igk+l - gkl. T h e n  I lagl l  --< r for all N,  
G C~) z - -  and ( N)N=I is non-decreasing.  Let t ing  G l i m N - ~ G N ,  Ilall  < T by 

the  mono tone  convergence theorem.  In par t icu lar  G(x) is finite a.e. In  o ther  
words, g l (x )  + 2~- -1  (gk+l(x) - gk(x)) is absolute ly  convergent  a.e. Hence 
l imk--,~ gk(x) = f(x)  exists and is finite a.e. We have Ill -< a and ]gkl <- G for 
all k, hence f E L2(X,A,#) and, since I / - g k l  < 2G and I f  - g k l  ~ 0 a.e., by 
the  d o m i n a t e d  convergence t heo rem we have llf - g k l l  --* 0. 

Let  e > 0. The re  exists M such t h a t  for all n > M we have ]lf~ - gkt] < e 
for all large enough k. Hence IIf~ - f l l  -< II/~ - g k l l  + Ilgk - f l l .  Le t t ing  k ~ co 
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we get ]]f~ - fl[ ~ e. Hence I[f~ - fie -~ c~. T h a t  is, (f,~)n~__] converges to f in 
L 2 (X, A,  #). 

[] 

If  7-{ is a Hilbert  space then x, y �9 7-/are said to be orthogonal if (x, y)  = 0. 
If  M C 7- / then  the orthocomplement of M is the set of vectors  or thogonal  to 
every member  of M,  namely  M • = {y �9 7 / :  ( x , y }  = 0  for all x �9 M } .  

E x e r c i s e  3 .33.  M • is a closed linear subspace of 7/-/. 

P r o p o s i t i o n  3 .4 .3 .  Let  7t be a Hilbert  space. 

a. (Py thagorean  theorem.) If  xl ,  x2,.  - �9 x~ �9 7{ are mutua l ly  or thogonal  

then II E ~ : ~  x~l[ 2 =  E ~ : I  [exile e. 
b. (Paral lelogram law.) For all a, b �9 7/, Ila+bile+[ia-blI e = 2([Ial[e+IibI[2). 

P r o o f .  a. We have 

IIE ,II 2:  
i = l  i = 1  i=1 i , j = l  i = 1  

E x e r c i s e  3 .34.  Prove par t  b. 

[] 

T h e o r e m  3.4 .4 .  Let  7 / b e  a Hilbert  space and let A/I be a closed linear subspace. 
Then  each z C 7-{ may  be uniquely expressed as a sum z = x 4- y, where x E ~4 
and y E M -I-. (We then say 7-{ = AJ G ~4 • .) 

P r o o f .  Let  z E 7-{ and put  5 = inf {aDz - x i l : x  E A~I}. Let e > 0 be arbitrary.  
Suppose x , y  E J~4 with iIz - zil , ] ] z -  Yl] -< 5 + e. Let t ing  a = z - x, b = y -  z 
and applying Proposi t ion  3.4.3 b., we have 

2 ] ] z  - x i l  ~ + 2BUy - z i l  ~ = •  - y i l  2 + ] 1 2 z  - x - y i i  ~ 

l y  1 But  ( i x  4- ~ ) �9 A/l, so ]]z - (�89 4- ~y)]] >_ 5. It  follows tha t  

IIx - y i l  2 - -  2 l l z  - x l l  2 4- 2e ly  - zl l  ~ - 4 l [ z  - ( ~ x  + y)[I  -< 4E, 

X o o  X c ~  Hence if ( n)n=l  C A/I is chosen with limn__+~ IIz - xnll -- 5 then ( ~)n=l is 
a Cauchy  sequence which by completeness of 7 / a n d  the  fact t ha t  A/l is closed 
converges to  a point  x �9 A/I. One easily sees tha t  x is the  unique point  in A/l 
which is at a distance of 5 from z. 

We must  now show tha t  (z - x )  �9 ~/t • Let  w �9 A/t with I lwl l  = 1. 
(x 4- tw) �9 A~I for all �9 R.  Hence, 

5 _< i l z  - ( x  + t w ) i I  ~ = ( z  - �9 - t w ,  z - x - t ~ )  

= (z  -- x , z  - x )  4- 2(z -- x, - t w )  + ( -- t w , - - t w }  

= I i z  - ~ I I  2 - e t ( z  - x , ~ )  + t 2, 
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with equali ty if and only if t = 0. In other  words, the min imum of the quadrat ic  
funct ion of t on the  right is at  t = 0, hence the linear coefficient mus t  be zero, 
t ha t  is, (z  - x, w} = 0. 

Let t ing  y = z - x we therefore have z = x + y where x C Ad and y c Ad z.  
If  now we have another  such decomposi t ion z = x ~ + yt, where x I c Ad and 
yt E Adz ,  then x - x ~ = y - y~ is in 3//C? Adz  = {0}. Hence x = x ~ and y = yq 

[] 

If  Ad is a closed linear subspace of a Hilbert  space 7/, define a linear map 
P = P ~  : 7 / - - * A d  b y P z = x ,  w h e r e z = x + y ,  w i t h x E A d  a n d y E A d z ,  p 
is called the orthogonal projection onto 3,/. 

L e m m a  3.4 .5 .  Let  7/-/be a Hilbert  space and let P be the or thogonal  project ion 
onto a closed linear space Ad C 7/. Then  

a. P is idempotent :  P2z = Pz  for all z E 7-/. 
b. P is self-adjoint: (Px,  y} = (x, Py} for all x, y E 7/. 

c. I f  f , g , h  E 7/, with f = g + h ,  (g ,h}  = 0, and g e Jt4, then [IPfl l  2 I[gll. 

P r o o f .  a. For x C Ad, x = x + 0 is the unique decomposi t ion of x into the 
sum of a vector  in Ad and one in Ad• Therefore Px  =- x. In  part icular,  Since 
Pz  E Ad for all z E 7/, P (Pz )  = Pz.  

b. We have y = Py + y', where y '  c Adz .  Hence 

(Px ,  y) = (Px,  Py)  + (Px,  y') = (Px,  Py) .  

Similarly, (x, Py} = (Px,  Py) .  
c. We have P f  = P g + P h = g + P h .  Moreover, by par t  (b), (g, P h )  = 

(Pg, h) = (g,h) = 0. Hence by the Py thago rean  theorem, [IPfll  2 = Ilgll2 + 
]]phi]2 > ]]g[]2. 

[] 

The  following serves as a sort of converse to Theorem 3.4.5 a. 

L e m m a  3.4 .6 .  Let 7-/be a Hilbert  space. If  P : 7/--~ 7 / i s  a linear map  with 
IlPll < 1 and p2  = p then P is the or thogonal  project ion onto  its range. 

P r o o f .  T h a t  the range PT-/ of P is a closed subspace is easily verified using 
the boundedness  of P .  We must  show tha t  for every z �9 7-{, z = Pz  + y, where 
y �9 (PT/)•  T h a t  is, we must  show tha t  (Pz  - z, Px)  = 0 for all x, z �9 7-/(which 
we now fix). Let  w = Pz  - z. Then  Pw = 0, using idempotence  of P .  Hence by 
l inearity and idempotence  of P ,  for all t �9 R we have P ( P x  + tw) = Px.  Using 
the fact t h a t  [IP[] < 1, we therefore have I1Pxll < I lPx+twl l  for all t. But  (cf. 
proof  of Theorem 3.4.4) I[Px + twll2 is a quadrat ic  polynomial  in t equal at  t = 0 
to [IPxll. Hence its min imum occurs at t = 0 and its linear coefficient, namely, 
2(Px,  w), is zero. T h a t  is, (Px,  P z -  z)  = 0, as required. 

[]  

Let  7-I be a Hilbert  space. An  invertible i sometry  U �9 s  7-/) ( tha t  is, a 
bijection satisfying I[Ux]l = I[x[[ for all x �9 7/) is called a 'unitary operator. 
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E x e r c i s e  3 .35 .  I f  U is un i t a ry  then  (x,  y)  = (Unx ,  Uny)  for all x, y C H and 
n E Z .  

T h e o r e m  3.4 .7 .  Let  7- /be a Hi lber t  space and let U be a un i t a ry  ope ra to r  on 
H.  

a. Pu t t i ng  fl41 -- {x C H : Ux = x} and A42 = { y -  Uy : y c H},  we have 
H = AA1 | .M2. 

b. (Uni ta ry  mean  ergodic theorem)  For every x E H ,  

N 
1 

l im [ [ ~  E U n x -  P ~ l x [ I  = O. 
N--*oo 

n : l  

P r o o f .  a. We mus t  show t h a t  A4~ = A4~. I f x ,  y E H w i t h  Ux  = x then  
( y - U y ,  x )  = ( y , x )  - (Uy,  x} = ( y , x }  - (Uy,  Ux}  = 0. Since A/[~ is closed, 
this implies t h a t  AJ2 c A411. Let  us now establ ish the reverse inclusion. Let  
z E f14~. P u t  w = z - PM2z.  T h e n  w c A/[~, so in par t icular  for every y E H,  
0 = ( w , y - U y } .  T h a t  is, (w,y}  = (w, Vy}  = ( V - l w ,  y} for every y C H,  so 
t h a t  w - U - l w .  Apply ing  U to bo th  sides, w - Uw, i.e. w E A41. But  we have 
a l ready establ ished t h a t  A42 C A4~, so t h a t  w = (z - P ~ 2 z )  c AJ1 ~. Hence 
w = 0. T h a t  is, z C A//2. 

b. We utilize the  spl i t t ing given by pa r t  a. Let  x C H.  T h e n  x = x l  + x2, 
where  Xl = P ~ l x  E .A41 and x2 C A/J2. We have 

lim N---+oo-N Unxl  = l i m  1 N N-.-.oc -N X l  : x ]  : PA.41 x .  (3.7) 
n = l  n = l  

Exercise  3.36. {w C H : limN--+~ ~ N ~~n=l Unw = 0} is closed and contains  
{y - Uy : y E H}.  Hence it contains  A/t2. 

This  exercise implies tha t ,  in par t icular ,  

l im 1 N N_.  V x2=O (3s) 
n = l  

Combin ing  (3.7) and (3.8) gives the  result.  
[] 

Our  interest  in un i t a ry  opera to r s  owes itself to  the  fact  t h a t  if (X,  A, #) is 
a measure  space and T : X --~ X is an invertible measure  preserving t ransfor-  
mat ion ,  then  T induces a un i t a ry  opera to r  (which we will normal ly  denote  by T 
as well) on L2(X ,  ..4, #) ,  given by  T I ( x )  = f ( T x ) .  ( Invert ibi l i ty  of the  un i t a ry  
ope ra to r  T follows f rom invert ibi l i ty of the  measure  preserving t r ans fo rma t ion  
T.  T h a t  T acts on L2(X,  A, #) as an i somet ry  is a consequence of the  fact t ha t  
T is measure-perserv ing . )  
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C o r o l l a r y  3.4.8.  (The Mean Ergodic Theorem; see e.g. [P].) Suppose that 
(X, .4, #, T) is a measure preserving system. Then 

P f =  lim 1 N N__, "~ ~__~f~f 
n = l  

exists in the norm topology for all S E L2(X, .4, #). Moreover, P is the orthog- 
onal projection onto the space of T-invariant functions. 

A Hilbert space t / i s  said to be separable if it contains a countable dense 
subset (in other words, if it is separable in the norm metric). The weak topology 
on ~ is the topology generated by all sets of the form U~,g = { f  E ~ : (S, g} _< c}, 
where g E 7-/and E > 0. 

E x e r c i s e  3.37. If ~ is not finite dimensional (i.e. if there does not exist a finite 
spanning set for 7 /as  a vector space) then the weak topology is less fine than the 
norm topology on 7/. (Hint: show there exists a sequence of vectors all having 
norm 1 which converges weakly to 0 in the weak topology.) 

E x e r c i s e  3.38. Suppose 7{ is separable and let 7/1 = {x E 7/ :  Iix]I _< 1} be the 
unit ball. Let (Xn)n~ 1 be dense (for the norm topology) in 7/1. For f ,  g E 7/1, 
put 

p(f ,g)  = ~ I(f - g ,  II~,ll/ (3.9) 
2 i 

i = 1  

Then 

a. p is a metric on 7/1 which generates the weak topology. 
b. (7/1, P) is compact. More generally, any closed bounded set in 7-/ is 

weakly compact. 
c. If ~ is not finite dimensional then ~ with the weak topology is not 

metrizable. 

Suppose ~ is a separable Hilbert space, U is a unitary operator on 7 / a n d  
(n~)~E7 C N is an IP-set. For any f E 7/1, we may (by Exercise 3.38 part b. 
and H 3  from Section 2.2) choose an IP-ring )c(1) such that  

IP-lim Un~f (3.10) 
cz E}Z-(1) 

exists in the weak topology. 

E x e r c i s e  3.39. Use separability of ~ and the fact that  U is unitary to show that  
there exists an IP-ring jc(1) such that  the limit in (3.10) exists for all f E 7-/1. 
(Hint: Take a countable dense set of f ' s  and use a diagonal argument.) 

T h e o r e m  3.4.9. (See [F2] or [FK2].) Let 7{ be a Hilbert space, let U be a 
unitary operator on 7-/and let (n~)~E7 C N be an IP-set. Suppose that  5 c(1) is 
an IP-ring for which 

P f  = IF-lira Un~f (3.11) 
czE~'(1) 
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exists weakly for all f E H. Then P is the orthogonal projection onto its range. 

P r o o f .  We shall need to use the following fact. 

E x e r c i s e  3.40. Commuta t iv i ty  of Hilbert space operators  is preserved by the 
passage to weak limits. In particular, P commutes with U. 

Since it is obvious that  ]IPI] _< 1, by Lemma 3.4.6 all we must show is that  
p = p2. Let f E 7-/ with IIfll -< 1. We will show that  p 2 f  = p f .  Restricting 
ourselves to the closed linear span of { g ~ f  : n E Z} (which is separable), we 
may assume tha t  7-/is separable. Let e > 0 be arbitrary, and let p be a metric 
for the weak topology on 7-/1, as in (3.9). Fix c~0 E 5 c having the proper ty  tha t  

p(Pf ,  Un~f) < e and p(P2f, U ~ P f )  < e for all a E .)c(1) with c~ > c~0. (3.12) 

Fix some c~ > s0 and choose ~ E .)F(1) with/3 > c~ such tha t  

p(U~zU'~f,  PUn~f)  < e. (3.13) 

Considering now tha t  u n , G u  7"~ = U naU~ a n d  (o~ U ~)  :> c/0, (3.12) a n d  (3.13) 
combine to give p(p2f,  p f )  < 3e. Since e is arbitrary, this completes the proof. 

3 . 5  S f i r k h z y ' s  t h e o r e m .  

In this section we will prove the following theorem ([S~]; see also [F2], [B2], and 
[KM]). 

T h e o r e m  3.5.1 Let p(x) E Z[x] with p(0) = 0. Then {p(n) : n E N} is a set of 
measure-theoretic recurrence. 

E x e r c i s e  3.41. Show tha t  Theorem 3.5.1 is equivalent to Sdrkhzy's theorem: if 
p(x) E Z[x] with p(0) = 0 and E C N has positive upper Banach density then 
there exist x ,y  E E and n E N with x - y = p(n). 

The proof of Theorem 3.5.1 we shall present is due V. Bergelson. I t  uti- 
lizes the following Lemma,  which is motivated by van der Corput ' s  fundamental  
inequality: 

L e m m a  3.5.2. ([B2].) Suppose that  {xn : n E Z} is a bounded sequence of 
vectors in a Hilbert space 7-{. If for all h E Z, h ~ 0, we have 

N 
lim 1 E(X~,Xn+h) = O, 

N---+c~ 
n= l  

then 
N 

lim 1 xn 
g-~oo ~ E  = 0 .  

m=l 
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Proof .  Let e > 0. Choose L with L > Iix,]l for a l l n  and fix H E N with 
L 2 ~- <c .  F o r N E N l e t  

n = l  h = l  

Exercise  3.42. 
N 

l i m  N E X n - -  ~ N 
n = l  

= 0 .  

All that  remains is to show that  limN__,~ II~NI] < C. Applying first the 
triangle inequality and then Exercise 3.32 b., we have 

n = l  h = l  

n = l  h = l  

<- N Xn+h 
n = l  h = l  

I~N_~ 1 H 
= -~ - ~  E {Xn+h,Xn+k} 

n = l  h , k = l  

H N 
H - I r I  

r = - H  u = l  

where q2~ --~ 0 as N --* c~. The first summand, on the other hand, tends to at 
L 2 

most ~- < c for large N by hypothesis. 
[] 

P r o o f  of  T h e o r e m  3.5.1. Let ( X , A , p , T )  be a measure preserving system 
and put 

~ = { f  E L2(X ,A ,p )  : T k f  = f for some k e N}. 

(The r in ~-/~ is for rational spectrum.) 

Exerc i se  3.43. Show that  ~-/~ is a subspace of L2(X, A, #). 

According to Theorem 3.4.4 and the previous exercise, L2(X, .A, #) = ~ r  G 
T/~. Denote by P~ the orthogonal projection onto ~-/~. Let A E A with #(A) > 0. 
Write 1 A = g + h ,  w h e r e g = P ~ l A E ~  and h = l A - - g E ~ .  

Exerc i se  3.44. Show that  (g, 1A} _> #(A) 2. (Hint: the constants are in TI~. 
Use Lemma 3.4.5 c.) 
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Let e > 0 be arbitrary, g C 7/,., so we can find f C L2(X, A, #) and k E N 
with ]If - gl -< e and T k f  = f .  For all n E N, k]p(kn), so tha t  

IIT~(kn)g - g l l  -< I ITP(kn)g-  TV(k ' ) f l l  + I ITP(k~)f - f l l  + I I f  --gll  --< ~ + 0 + ~  = 2~. 

I t  follows tha t  for every N E N,  

N 
N E TP(k~)g - g < 2e. (3.14) 

r t : l  

We claim tha t  
N 

lim N E T V ( k n ) h  = 0 .  (3.15) 
N--~oa 

n = l  

This will be established by induction on degp. For degp  = 1 it follows from 
the mean ergodic theorem, because 1 ~ N _ I  TZnh ~ Plh in norm, where Pl 
is the projection onto the space of Tt~-invariant functions. Since the space of 
TLinvariant  functions is contained in ~ r ,  and h C ~ ,  we have Plh = O. 

For degp > 1, we apply Lemma 3.5.2, with xn = Tp(kn)h. For any r E N 
w e  h a v e  

N 

lira 1 N___~ -N E IXn'Xn+rl 
n = l  

N~c~ -N T p(kn) h T p(kn+kr) h d# 
n=l 

n=l 

N 

N 

-< N--~lim ]]h]]. N ErP("n+"')-P(kn)-P(k')h = 0 .  
r t = l  

The last inequality is the Schwarz inequality. In the last line, we have used the 
induction hypothesis, as the degree of q(kx) = p(kn + kx) - p(kn) - p(kr) is 
(degp) - 1. Moreover, q(k. 0) = 0. This establishes the claim. 

Combining (3.14) and (3.15), we get tha t  for large enough N,  

1 N - - g  

N E Tv(k~)IA 
n = l  

_< 3c, 



3.6 Polynomial recurrence along IP sets 103 

which implies tha t  

N 

N E (TP(kn)IA'IA}--(  g ' lA} = 
n = l  

< 

In particular, for some n we have 

( ( N k T P ( k n ) I A ) - - g ,  IA} 
n = l  

1 
ETP(kn) IA  -- �9 ]IIA]] <_ 3C. 
n = l  

#(A A T-P(kn)A) = (TP(k~)IA, 1A) _> (g, 1A} -- 3E _> #(A) 2 - 3e. 

Since c is arbitrary, we are done. 
[] 

As a corollary (of the proof) we get tha t  in fact for every c > 0 one may 
find n such tha t  p(A A T -p(~)) _> #(A) 2 - E. In the next section, we show that  
n may be chosen from any prescribed IF-set. 

3 . 6  P o l y n o m i a l  r e c u r r e n c e  a l o n g  I P - s e t s .  

In this section, we offer a refinement of the result proved in the previous section. 
The approach follows [BFM], where a more general result is proved. 

T h e o r e m  3.6.1. Let p(x) C Z[x] with p(0) = 0, let (X, .A, #, T) be an invertible 
measure preserving system, and let p(A) > 0. Then for every IP-set  F C Z, there 
exists n C F such tha t  #(A A T-P('~)A) > O. 

E x e r c i s e  3.45. Show that  Theorem 3.6.1 is equivalent to the fact tha t  for any 
IF-set  F, any polynomial p(x) E Z[x], and any set E C Z with d*(E) > 0 there 
exists n E F and a C Z such that  {a,a + p ( n ) }  C E. 

Theorem 3.6.1 tells us tha t  IF-sets are "good" for recurrence along poly- 
nomials. This is significant in that  difference sets (which according to Exercise 
3.21 are themselves sets of recurrence) are not good along polynomials (see IF, p. 
177]). The power of IF-sets for multiple recurrence was profoundly established 
in [FK2]. (In the next chapter we shall demonstrate  this on the level of double 
recurrence.) 

Our plan is to derive Theorem 3.6.1 as a corollary of the following Hilbert 
space fact. 

T h e o r e m  3.6.2. Let (n~)~ej: C Z be an IF-set  and let p(x) E Z[x] be a 
polynomial having zero constant term. Let T / b e  a Hilbert space and let U be a 
unitary operator  on ~-/. If  ~(1) is an IF-ring having the proper ty  tha t  

P f  = IP-l im U p(n~)f aC~-(1) 
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exist weakly for all f E 7-/, then P is an orthogonal projection. 

We show tha t  Theorem 3.6.2 implies Theorem 3.6.1. Let F = (n~)~e~: C Z 
be the IP-set  in question. Recall the fact tha t  T acts as a unitary operator  on 
L2(X,.4, #). Let A E .A with #(A) > 0. Restricting attention to the subspace of 
L2(X, .A, #) spanned by the orbit under T of 1A, we may assume tha t  L2(X, .A, #) 
is separable. 

E x e r c i s e  3.46. There exists an IP-ring jrO) having the proper ty  tha t  

IP-l im TP(n~) f = P f  aCy:(1) 

exists weakly for every f E L2(X,A,#) .  (Hint: pick an IP-ring for which the 
limit in question exists for a countable dense set of f 's.) 

By Theorem 3.6.2, P is an orthogonal projection. 

E x e r c i s e  3.47. Show that  IIPIAll _> p(A). (Hint: the constants are in the 
range of P. Use Lemma 3.3.5 c.) 

We now have 

IP-lim #(Ar~T-V(n~)A) =IP- l im  (1A,TV(~)IA} 
~E.T'(1) hE.P(1)  

=(1A,P1A} = IIPIAII 2 > #(A) 2. 

[] 

Hence, once again, we may not only obtain an intersection of positive mea- 
sure; we may guarantee that  the size of this intersection is as close as desired to 
#(A) 2. 

The proof of Theorem 3.6.2 we offer, from [BFM], has many  similarities to 
the proof in the previous section. Namely, we prove the theorem via a Hilbert 
space splitting. We shall make use of the following fact. 

E x e r c i s e  3.48. Let ~ / b e  a Hilbert space. If X n  ----+ X weakly and Ilxnll --* Ilxll 
then xn -~ x in norm (i.e. Ilxn - x l ]  --~ 0). Similar s ta tements  hold for IP-limits. 

The following lemma (a version of which appears  in [FK2]) serves a purpose 
analogous to tha t  served by Lemma 3.5.2 in the previous section. 

L e m m a  3.6.3.  Suppose tha t  (x~)~c~= is a bounded Jr-sequence in a Hilbert 
space and 5 r(1) is an IP-ring. If 

IP-l im (x~, X~uZ) = 0 

then for some subring jr(2) C .~U(1) 

IP-l im x~ = 0 
a E,.T'(2) 



3.6 Po lynomia l  recurrence along I P  sets  105 

in the weak topology. 

P r o o f .  Let 5 c(2) C ~-(1) be an IP-ring with the proper ty  tha t  

IP-l im x~ = u 
a E,T ' (2)  

exists weakly. We have, for all k C N,  

IP-l im ( X ~ u . . . u ~ k , u )  = I1~11 =, 

from which it follows tha t  for all m E N, 

IP- l im (1 ~ } - x ~ . . . ~ , ~  = I lu l l  ~ .  
((~ 1 ,...,c~r~) e (.T'(2)) ~ m k = l  

(3.16) 

On the other hand, 

lim IP- l im 

= lim IP-l im 
rn--*oo (~,...,~,~)E(7(2))~ ~ 

= lim 1 L ~  IP-l im 
,~-~o ~-7 ~,J=l (~1,..., .... )E(7(2))~ 

= lim 1 - 0 .  
k = l  

m 2 

E Xo~kU'"Uo:m 
k = l  1L 

m- ~ @~,~.....~, x~y...~,~) 
k , j= l  

( X c ~ k U . . . U ( ~  m , XotjU...Uc~ m ) 

This together with (3.16) gives u = 0. 
[] 

X 0(3 E x e r c i s e  3.49. Let ( i ) i = 1  and (Yi)~=l be bounded sequences in a Hilbert space 
7/. Let B be a closed, bounded, separable subset of 7-{ containing both sequences 
and let p be any metric on B which yields the weak topology. If Ilxn -Y~II -~ 0 
then p(x~,  y~) ~ O. 

We first restrict to a special case. 

P r o o f  o f  T h e o r e m  3.6.2 for the case p(x)  = x 2. Let x C ~ .  We will show 
tha t  P x  = P2x .  Since x is arbitrary, this will establish tha t  P is idempotent.  
Since plainly IIP[I < 1, By Lemma 3.4.6 this will imply tha t  P is an orthogonal 
projection, completing the proof. 

In showing that  P x  = p 2 x  we may restrict at tention to a separable subspace 
of ~ which contains the entire orbit { U n x  : n E Z}. Hence we may assume 
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without loss of generality that  ~ is separable. Therefore, by passing to a subring 
of jc(1) if necessary we may assume that  

IP-lim U k ~  f = Pk f  
a E , 7 ( 1 )  

exists weakly for every f C 7 / a n d  every k E N. By Theorem 3.4.9, each Pk is 
an orthogonal projection. Let 

~ = { f E 7-t: Pk f  = f for some k e N} .  

E x e r c i s e  3.50. 7-/~ is a closed subspace. (Hint: use Exercise 3.~8.) 

(The r in ~/~ is for rigid.) We have 7-I = 7-/~ G 7-/~. Write x = g + h, where 
g E 7-/~ and h E 7-/}. The proof that  Px  = P2x consists of two steps: first we 
show tha t  Pg = p2g, then we show tha t  Ph = 0 (so that  P x  = Pg = p2g = 
P(Pg)  = P(Pz )  = P2x). 

First step: Pg = p2g. Notice that  the set of vectors y for which Py = p2y 
is closed. Therefore it suffices to show that  p 2 f  = p f  for any f E 7-/for which 
there exists k E N with Pkf  = f .  Fix such f and k. Let p be a metric for the 
weak topology on a closed ball which is big enough to contain the vectors we 
deal with below. By passing to a subring if necessary we may  assume tha t  for 
all c~ E 5 c(1), k[n~ (see Exercise 2.12). For all a,/3 c $-O) with a < /3  we have 

p(p f ,  p2 f )  < p (p f ,  U(,~+,~,)~f) + p(U(n~+n~)2f, Un~+,~f) 

+ p ( U ~ + ~ f ,  p u t ,  f )  + p ( U , ~ p f ,  p2f ) .  

(We have used here the fact that  P commutes with U. See Exercise 3.40.) By 
choosing a far enough out (keeping in mind tha t /3  > a and n~uz = n~ + nz),  
the first and fourth quantities on the right may be made as small as desired. 
The third quanti ty may be made as small as desired by picking ~ far enough out 
after having fixed a.  Finally, [Ig(~+n')2f  - g~+4fll = Ilg2n~n~f - fll may 
be made as small as desired by picking/3 far enough out after fixing a (since 
kln~ and Tk'~ef ~ f in norm, as may be determined from Exercise 3.48). I t  
follows from Exercise 3.48 that  the second quantity on the right may be chosen 
small. Hence P f  = p 2 f  and by our earlier remark Pg = p2g. 

Second step: Ph = 0. We use Lemma 3.6.3. Namely, it is suff• to 
demonstrate  tha t  

IP- l im (Un[h, U(n~+'~')2h) = O. 

n 2 
Rearranging the inner product in the limit, it looks like: (U-  e h, U>~'~ah). 

r t  2 
For any fixed/3, this approaches ( U -  eh, P2n, h} = 0 as a ~ 5 c(1) goes to oc, 
completing the proof. 

[] 
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We now proceed to  the  general  proof.  We require two lemmas .  

L e m m a  3 .6 .4 .  Suppose  t h a t  s E N and t h a t  ( v~ )~cy  is an 5C-sequence in 
Z ~. T h e n  for any IP- r ing  5C(1) there  exists 1 _< s, a n / - d i m e n s i o n a l  subgroup  
V C Z ~, and an IP-subr ing  5C(2) c 5C0), such t h a t  {v~ : c~ ~ 5C(2)} C V and 
such t h a t  (if 1 > 0) whenever  ( c~1 , . . - , a l )  C (5c(2))I< the  set { v ~ l , . - .  ,v~,} is 
l inearly independent .  

P r o o f .  Le t  1 _> 0 be minimal  wi th  respect  to the  p rope r ty  t h a t  there  exists an 
/ - d i m e n s i o n a l  subgroup  V c Z ~ and an IP- r ing  G C 5C(1) (bo th  of which we 
now fix) such t h a t  {v~ : a E G} C V. If  I = 0 we are done, so we now assume 
t h a t  1 > 0. Then  Gl< is the  union of the two sets 

$1 = { ( a l , . . . ,  c~l) E Gl<: { v ~ , . - . ,  va, } is l inearly independent} ,  

$2 = { ( a l , . . . , a t )  E Gl< : { v ~ l , - . . , v ~ , }  is l inearly dependent} .  

By  the  Mill iken-Taylor t heo rem (see Section 2.2) there  exists an IP- r ing  5C(2) C 
such t h a t  (5c(2))z< C Si, where either i = 1 or i = 2. Suppose  i = 2. Let  n be 
m ax ima l  wi th  respect  to the p rope r ty  t ha t  there  exist a l , . - . ,  a ,  C 5C(2) (which 
we now fix) wi th  a l  < a2 < �9 �9 �9 < a~  such t ha t  the  set  { v ~ , .  �9 �9 v~ .  } is l inearly 
independent .  If  n = 0 then  v~ = 0 for all a C 5C(2), contradic t ing  the  fact t ha t  
I > 0. Therefore  we may  assume tha t  n > 0. Let  W be the  n dimensional  
subgroup  consist ing of all e lements  v E Z ~ for which, for some k E N,  kv lies 
in the  subgroup  genera ted  by { v ~ , . . .  ,v~.,}. V'  contains  v~ for every a in the  
IP- r ing  {a  C 5C(2) : a > a , } ,  contradic t ing the  min imal i ty  of I. Hence  i = 1, 
comple t ing  the proof.  

[] 

L e m m a  3 .6 .5 .  Suppose  t h a t  l E N ,  $-(1) is an IP-r ing,  T / i s  a Hi lber t  space and 
{P(a )}~e~ :  is an 5c-sequence of commut ing  or thogonal  project ions  on ~-/such 

t h a t  whenever  (C~l , . - - ,~ l )  E (sc(1))l< and f E ~-/we have (~ [~=1P(c~ i ) ) f  = O. 
Then  

IP - l im  Iip( )fll = 0. aC.P(x) 

P r o o f .  I t  suffices to show t h a t  for an a rb i t r a ry  sequence fll < f12 < "" ", where 
fli E 5C(1) and f E 7-/, we have limi--+oo IiP(fl~)fi] = 0. F ix  N.  For n o n - e m p t y  
A c  { 1 , - . . , N }  put  

icA ie(1, ,N}\A 

Also pu t  7-{ 0 = NN=I (P(fli)7-/) • T h e n  T/ = OAc{1,...,N}, I A I < I ~ ' ~ A  " 

denote  the  or thogona l  project ion onto 7-/A. Then  for each g E ~-{, 

"g'l 2 = E II'Agll 
AC{1,...,N}, [A[<I 

Let  PA 
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so tha t  
N N 

ZllY(9,)sll E IIy sll 
i = 1  i = 1  AC{1,...,N},i6A 

-- E IAI IiPAfi[ 2 <_ llIfII 2. 
AC{1,...,N}, IAI< t  

O O  
But this is true for any N, so ~-]~=1 IIP(/3i)fll 2 < oo and lim~--,oo IIP(C3~)fll = 0, 
as desired. 

[] 

P r o o f  o f  T h e o r e m  3.6.2. The proof is by induction on d = degp(x).  The case 
d = 1 is Theorem 3.4.9. Suppose now that  degp(x)  = d and the theorem is valid 
for polynomials of degree less than d. As in the x 2 case, we may assume without 
loss of generality tha t  7-{ is separable, and we need only show tha t  Pp = p2 p "  

We adopt the following notation: 

Pqf = IP-l im uq(~)f, (3.17) 
aESt-(1) 

where q(x) E Z[x] with q(0) = 0. As usual, we shall assume, by passing to 
subrings if necessary, tha t  all IP-limits encountered exist (including those in 
(3.17) for all q(x) of degree less than d and all f E ?/-see Exercise 3.46). 

Let s = d - 1 .  W =  {q(x) E Z[x] : degq < d, q(0) = 0 }  is isomorphic to 
Z s. For each a E .7-(1) let 

Then q(~)(x) c W. By Lemma 3.6.4, there exist l _< s, an / -d imens iona l  
subgroup V C W, and an IP-ring ~-(2) C .p(1) such that  {q(~) : a c ~(2)} c V 
and such tha t  whenever ( a l , . - . , a z )  E (~(2))t<, the set {q(~) : 1 < i < l} is 
linearly independent. 

E x e r c i s e  3.51. For any f E 7-/, the set {q C V : Pqf = f}  is a subgroup of V. 

It  follows that  if Y is an / -d imensional  subgroup of V generated by the 
linearly independent set {q(~) : 1 < i < l}, where (~1 < a2 < . . .  < c~l, we have 

l 

i = 1  

E x e r c i s e  3.52. Products  of commuting orthogonal projections are orthogonal 
projections. In particular, Pz  is an orthogonal projection since the projections 
Pq(~) commute.  

For every n ~ N let Vn = n!W N V. Then E~ is an/ -dimensional  subgroup 
of V for each n and Pvn is an increasing sequence of orthogonal projections, 
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so t h a t  P = limn__.~ Pv,~ is an or thogonal  project ion.  Fur the rmore ,  for every 
/ -dimensional  subgroup  Y C V, V~ C Y for all large enough n. Hence  

PT-I = { f  E ~ : Pv~f  = f for some n E N} ,  

( P ~ ) •  = { f  E ~ : P y f  = 0 for eve ry / -d imens iona l  subgroup  Y C V}. 

According to  our earlier remarks ,  all we mus t  show is t h a t  for an arb i t ra r i ly  
chosen f E 7-/, which we now fix, Ppf = P~f .  We m a y  assume t h a t  ][f[[ < 1. 

Wri te  f = g + h, where  g E P ~  and h E ( P ~ ) •  Let  x~ = UP(~)h. We claim 
t h a t  Pph = I P - l i m  x~ = 0. By  L e m m a  3.6.3 it suffices to  show t h a t  

aE.T'(1) 

IP - l im  IP - l im  (X,~uZ,XZ} = O. 
aE.T'(2) ~E.T'(2) 

Notice t h a t  by the  proper t ies  ascribed to  ~(2) earlier and the  fact t h a t  h E 
( P ~ ) •  we have t h a t  whenever  ( c q , . . . ,  a t )  E (hr(2))l<, Pq(o~)h = 0. Therefore  
by L e m m a  3.6.5 we have 

and 

I P - l i m  IIY.(  hll = 0 
o~E.T'(2) 

IP - l im  IP - l im  UP('~~ UP(n')h} 
a E , ~ (  2 ) ~ E .~'( 2 ) 

= I P - l i m  IP - l im  (Uq(~)h, U-P(n~)h} 
aE,T'(2) ~ E 5~-(2 ) 

= I P - l i m  (Pq(~)h, U-V("~)h} 
aE.~'(2)  

_ llhll IP - l im 11v (o hll = o. 

This  establ ishes our claim. Next  we show t h a t  Ppg -- p2g. Let  e > 0 be 
p ' g, arbi t rary .  Choose g '  wi th  []g']] < 1 and n E N wi th  v~g = such tha t  

]lg - g'l] < c. Let  p be a metr ic  on the  unit  ball of 7-I fbr the  weak topo logy  
sat isfying p(x,y) <__ []x-y][. There  exists ao E ~(2) such t h a t  for every a E .7-(2) 
wi th  a > ao, p(Up(n~)g ', Ppg') < e and 

p(VP(n~)ppg,, p2pg,) < c. (3.18) 

Let  a E 5 r(2) be  chosen with  a > So and such tha t  n! divides n~. This  will 
ensure t h a t  q(~) E V~. For every /3  E ~(2),  /3 > a ,  we have ( a  U/3) > a0 as well, 
so t h a t  

p(UP(~)+P(n')+q(~)('O)g', Ppg') = p ( U P ( ~ ) g  ', Ppg') < e. (3.19) 

Since q(~) E V~ there  exists/30 E ~(2),/3o > a ,  such t h a t  for every/3  E .7-(2) wi th  

/3 > /30, ] [ u q ( ~ ) ( n ' ) g  ' - g'[] < e, which implies t ha t  

p(UP(~")+v("~)+q(")(~') g ', UP(n~)+P(n~) g ') < e. (3.20) 
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We may now fix such a/3 with the further property that  

p(up(~o)+p(n~)g ', up(~o)p~g ') < ~. (3.21) 

(We have used weak continuity of UP('~).) Now (3.18)-(3.21) together with 
the triangle inequality give us p(Ppg', P~g') < 4e. Recall that  [IPxll < ]lx][. 
Therefore 

p(Ppg, Ppg') < e  and p(P~g, P~g') < c, 

which gives us finally p(Ppg, p2pg) < 6e. Since e was arbitrary, we have 

Ppf = Ppg= P~g= P~f. 

This establishes that  Pp is idempotent and completes the proof of Theorem 3.6.2. 
[] 



Chapter 4 

Three  Ergodic Roth  Theorems  

4 . 1  E r g o d i c i t y  a n d  w e a k  m i x i n g .  

One of the goals of the presentation in the first three chapters was to be as self- 
contained as possible. Accordingly, with the exception of the chromatic result of 
Lov~sz used in Section 3.3, very little was assumed, beyond some basic analysis 
and point-set topology. 

In proceeding to more difficult results in the fields of density combinatorics 
and recurrence in measure preserving systems, we shall abandon this policy. 
As a result, the proper audience for the next two chapters, in are presented 
some topical methods for dealing with multiple recurrence, is apt to consist of 
people who are already familiar with ergodic theory. We shall therefore take 
for granted whatever commonly used results from measure theory and ergodic 
theory we need, including the theory of Hilbert-Schmidt operators, disintegration 
of a measure over a sub-a-algebra (including ergodic decomposition), conditional 
expectation, and Birkhoff's pointwise ergodic theorem. 

Certain notions we will be using, such as "relative weak mixing", or "relative 
compactness", are derivatives of well-known "absolute" properties of measure 
preserving systems, familiarity with which is tacitly assumed; we will give only 
a brief synopsis of such basic matters in this section. The reader is invited to 
peruse for example [P] for more information. However, specialized material that 
is not likely to be familiar will be developed fully. 

Ergodicity 

An invertible measure preserving system (X, A,#,T) is said to be ergodic if 
the only measurable sets A for which #(A/XT-IA) -= 0 satisfy #(A) E {0, I}. 
Ergodicity is a "mixing" notion, as attested to by Theorem 4.1.1 below. 

Note. In general, we will denote by L2(X, A, #) the set of real-valued square 
integrable functions on X, and by L2(X, A, #) the set of complex-valued square 
integrable functions on X. L2(X, A, #) is a real Hilbert space and L~(X, A, #) 
is a complex Hilbert space. We shall be mainly concerned with L2(X,A,#). 
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Recall tha t  T induces a unitary operator on either L2(X, A, #) or L~(X, A, #) 
according to the rule Tf(x) = f(Tx). 

An eigenfunction for T is some f E L2(X, A, #) (respectively L2~(X, A, #)) 
such that  f = +~f for some +~ E R (respectively C). +~ is called the eigenvalue 
corresponding to f .  Since in our case T is always unitary, all eigenvalues +k must 
satisfy I+~l = 1. +k is called a simple eigenvalue if the dimension of the space 
{ f :  T f  = +~f} is 1. 

T h e o r e m  4.1.1.  Let (X, A, #, T) be a measure preserving system. The follow- 
ing are equivalent: 

1. T is ergodic. 
2. For all A, B E ,4, limg-+oc ~ Y ~ n = l  , (A  N T-nB) = ,(A)p(B). 
3. For all f E L2(X,A,#), limN--+--+oo ][~ N ~,~=, T n f  - f f d / I  = 0. 

4. For all f ,  g E L 2, limN--+~ ~ N E~:I  f g T n f  d# = ( f  f d # ) ( f g  d#). 
5. 1 is a simple eigenvalue of the unitary operator induced by T. 

Proper ty  2 in the above theorem is sometimes called mixing in the mean. 
As for property 5, note that  1 is always an eigenvalue because Te = c for any 
constant function c. 

W e a k  M i x i n g  

Although ergodicity is a useful notion, for our purposes it isn't especially distin- 
guishing. Indeed, we will see shortly that  any system can be disintegrated into 
ergodic components, allowing us to assume ergodicity without loss of generality 
in the proofs of our recurrence theorems. There are many less general notions 
of mixing, the most useful of which for our purposes is that  of weak mixing. 

A system (X, A, #, T) is weak mixing if the product system (X x X, A | 
A, pxp, TxT)  is ergodie. (Here A| is the a-algebra on X x X  generated by the 
measurable rectangles {A x B : A, B E A}.) It is easily checked that  any weak 
mixing system is therefore in particular ergodie, but there are plenty of ergodic 
systems which are not weak mixing. For example, let X = {~ E C : I+~] = 1} 
with Lebesgue measure and define T on X by T~ = e 2 ~ ,  where a is irrational. 
One may check that  T is ergodic. However, letting f(~) = ~, one checks that  
the function f + f ,  defined by f | f ( x ,  y) = f(x)-f(y), is a non-constant T x T- 
invariant function. 

In general, if f is non-constant, T f  = A f, and Tg = Ng (there is always 
such a g if there is such an f -name ly  g = f ) ,  then f | g will be a non-constant 
invariant function for the product system. Thus we see that  the presence of 
non-constant eigenfunetions precludes weak mixing. Conversely, the absence of 
non-constant eigenfunctions implies weak mixing. 

D e f i n i t i o n  4.1.2.  Let ( x n ) ~ z  be a sequence in a topological space. We write 

D- linl Xn = X  
n ---+ o ~  

if for every neighborhood U of x, d ({n :  xn ~ U}) = 0. 
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E x e r c i s e  4.1. Let {x~}n~=l be a bounded sequence of real numbers. Then 

(a) D-lim    = 0  if and only if 2 =1 
(b) D- lim~-~oo x~ = x if and only if _~ 2 n = l X n N  ---r x a n d ~  Y:--~=IN Xn2 ~ X 2" 

T h e o r e m  4.1.3.  Let (X, A, #, T) be an invertible measure preserving system. 
The following are equivalent. 

1. T is weak mixing. 
2. For all A, B C .4, D- lim~_~o~ #(A A T-nB) = #(A)#(B). 
3. For all f ,  g �9 n 2, D-limn_~o~ f fT'~g d# = ( f f dt~) ( f g d#). 
4. T x T is weak mixing. 
5. The constants are the only eigenfunctions for T in L~(X, A, #). 

Proper ty  2 in the above theorem is the source for the name "weak mixing". 
A seemingly more natural notion is that  of "strong mixing"; T is strong mixing 
if limn-+oo #(A A T-nB) = #(A)#(B) for all A, B �9 .4. However, this seeming 
naturalness is something of an illusion. As it turns out, the weak mixing property 
is far more useful for us, the characterization of the previous theorem being 
evidence for this. Further evidence is that  weak mixing is easily seen to imply 
weak mixing of higher orders. This is the content of Theorem 4.1.4 below. (It 
is unknown whether strong mixing implies strong mixing of all orders.) 

E x e r c i s e  4.2. Adapt the proof of Lemma 3.5.2 to establish the following fact 
from [B2]: 

Suppose that  {Xn : n �9 Z} is a bounded sequence of vectors in a Hilbert 
space 7-/. If 

A T  

D-lim lim 1 
h N-~oo ~ ~ { ~ ,  z ~ + h )  = 0, 

n = l  

then 
N 

lim 0 
N - - ~ o o  

n = l  

T h e o r e m  4.1.4.  (See [FKO].) Let (X, A, #, T) be a weak mixing system and 
suppose that  f o , ' " ,  fk c L~ A, #). Then 

lim N N k  k H l i d  # E I I  :0. 
n = l  i = 1  = 

P r o o f .  We proceed by induction on k. The case k = 1 holds by property 3 in 
Theorem 4.1.3. Suppose the result holds for k - 1. We need to show that  

1 N k j .  d# 
lim n~_lTnflT2nf2"..Tknfk- n fi =0. (4.1) 

N - - * o o  
- -  i = 1  
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Exerc i se  4.3. In establishing (4.1) it suffices to assume that  f f j  d# = 0 for 
some j.  (Hint." consider the identity 

k k 

I I  ai - l -I  bi = (al -bl)b2 . . . bk + al (a2-b2)b3 " " bk + "  "§ " " ak- l  (ak -bk) .)  
i = 1  i = 1  

that  
Hence we must, under the assumption that  f f j  d# = 0 for some j ,  show 

rr N 
lim 1 E T ~ f l T 2 n f 2 ' " T k ' ~ f k  = O. 

N--*oo -N 
n = l  

k We apply Exercise 4.2. Namely set xn = l~i=i Ti~f'i. Then for all h, 

N 

D-lim lim 1 E ( x n , x ~ + h )  
h N--~cx~ N 

n = l  

=D_lim lim 1 ~ / (  k ) (  k ) 

n ~ l  i = 1  i = 1  

h N--.oo -N ( f l T h f l )  H T(i-1)~(f iTihf i)  d# 
n ~ l  i~2  

k 

=D- lihm l-- I / Firihfi  d # = O .  
i = 1  

In moving to the last line, the induction hypothesis was used (in fact, only weak 
convergence). The last equality is a consequence of Theorem 4.1.3 property 3 
and the fact that  T J is weak mixing. The conclusion now follows, at any rate, 
from Exercise 4.2. 

[] 

As one can see from property 5 in Theorem 4.1.3, weak mixing is character- 
ized by the absence of non-trivial eigenfunctions. Systems for which L2(X, A, #) 
is spanned by eigenfunctions are therefore in some sense the counterpart to 
weakly mixing systems. Such systems are said to be compact. Equivalently, a sys- 
tem (X, ,4, #, T) is compact if for every f c L2(X, `4, #) the orbit { T n f  : n C Z} 
is a pre-compact subset of L2(X,.4, p) (hence the terminology compact). 

In the next two chapters, our goal is to establish multiple recurrence for gen- 
eral single operator measure preserving systems. In the next section, we shall 
give a general flavor of the methodology to be employed by (a) establishing mul- 
tiple recurrence for both weak mixing systems and for compact systems, and (b) 
presenting a Hilbert space splitting theorem (splitting L2(X,.4,  #) into "com- 
pact" and "weak mixing" pieces) that  will be sufficient for getting us to a proof 
of the first non-trivial case of multiple recurrence, namely double recurrence. 
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4.2 R o t h ' s  t h e o r e m .  

The prototypical multiple recurrence result is Furstenberg's ergodic Szemer6di 
theorem, which states that  if #(A) > 0 and k E N then for some n # 0 one has 
# ( A  N T - h A  N.  �9 �9 N T-k '~A)  > 0. In order to get a feel for the how the presence 
of compactness or weak mixing can be exploited in obtaining such results, let 
us now see why the theorem follows if (X, .4, #, T) is either compact or weak 
mixing. 

First suppose that  (X,.4, #, T) is compact, that  is, that  { T ~ f  : n C Z} is 
precompact for every f E L 2 ( X , . 4 ,  #). In particular, { T n l A  : n C Z} is totally 
bounded, so that  there exist some integers k # l such that,  letting n = k - l, 

1 I ITklA T'IAII < ;(_A)I) # ( A  \ T - ~ A )  = # ( A A T - n A )  = -il - k �9 

lit(A) E x e r c i s e  4.4. Show that  # ( A  ~ T - i n A )  < -5-P-, i E N .  

We now have 
# ( A n  T - h A  n . . .  n T - k n A )  

k 

i = 1  

k 
> # ( A ) - E  i# (A)  # ( A )  

Next let us suppose that  (X, .4, #, T) is a weak mixing system. Letting fi = 1A 
in Theorem 4.1.4, 1 < i < k, and utilizing just weak convergence, we have 

# ( A  N T - n A  M . . .  A T - k n A )  

=,im 1 s  
N--*oo -N f T ~  f T 2 ~  f . . . Tk~ f d# 

n = l  

= p(A) k+l. 

particular, # ( A  A T - ~ A  A �9 �9 �9 • -- --"l'-knA) > 0 for some n C In N. 

E x e r c i s e  4.5. Modify the argument given above to conclude that  in the compact 
c a s e  

N 

lim2 f . T-k AI > O. 
n = l  

More typically, the system (X, .4, # ,T)  will be neither weak mixing nor 
compact. In other words, it will have non-constant eigenfunctions, but not all of 
L 2 (X, .4, #) will be spanned by these eigenfunctions. We will call the portion of 
L2(X ,  .4, #) spanned by the eigenfunctions the compact portion of L2(X ,  .4, t z) 
and its orthocomplement the weak mixing portion. Our present goal is now 
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to prove a theorem justifying these names. First, we remind the reader of the 
notion of a compact operator. 

If ~f is a separable Hilbert space then a bounded linear operator T on 
is said to be compact if the image of every bounded set is precompact. Equiva- 
lently, T is compact if for every bounded sequence {X~)n~__l C ~f, there exists a 
subsequence {nk} C N such that  limk-.~o Txnk exists in the norm topology. 

A special class of compact operators on L2 (X ,A ,# )  are those generated 
by square summable kernals. Let H E L2(X • X , A |  x #) and for f E 
L2(X, A, #) let H * f be defined by 

H * f(x) = I x  H(x, y)f(y) d#(y). 

That  the operator f --* H * f thus defined is linear and bounded is not hard to 
see; that  it is compact is slightly less obvious (see for example [RS, Chapt. IV]). 

T h e o r e m  4.2.1.  (See [KN].) Let (X, A, #, T) be an invertible measure preserv- 
ing system. Put  

7-fc = { f  �9 L2(X,A,#)  : {Tnf  : n �9 Z} is precompact} 

and let 

%l~m = {g �9 L2(X,A,#)  : D-lim f f  fT~ g d# = 0 for all f �9 L2(X,A,p)  }. 

Then L2(X, .,4, #) = 7"fc G 7-twin. 

P r o o f .  We begin with the following observation. 

E x e r c i s e  4.6. 7-/~ and T/~,~ are closed subspaces. Moreover, if H �9 L2(X • 
X, A | # x #) is (T x T)-invariant then H * f �9 ~/c for every f �9 L2(X, A, #). 
(Hint: show first that T(H * f)  = H * Tf . )  

We must show that  ~wm = ~ .  Let g �9 ~ .  By Exercise 4.6, g is 
orthogonal to H * f for every f �9 L2(X, A, #) and every (T x T)-invariant 
function H �9 L2(X x X, A | A, # x #). In particular, 

0 = fg ( .~ )H * f(x) dp(x) 
J 

= / ( g  | f ) H  dr x #. 

Thus we see that  g | f is orthogonal to H for every (T x T)-invariant H and 
every f �9 L2(X,,4, #). In particular (taking f = g), P(g | g) = 0, where P is 
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the projection in L2(X x X, A | A, # x #) onto the space of (T x T)-invariant 
functions. Hence, making use of the mean ergodic theorem, 

lim 1 ~ ( ]  )2 
N--~oo -N  fTn  g d# 

n = l  

N 

= / (I | f )P(g  | g) d# x # = O. 

By Exercise 4.1 a. we have D- lim~--+oo f fT~g d# = 0, so g E 7-fw,~. This shows 
that  7-f~ C 7-f~m. 

Suppose now that  f E Nwm. Write f = f l+f2,  where f l  E ~c  and f~ E ~ .  
By the result obtained in the previous paragraph, f2 E 7-fwm. But ~ , ~  is a 
subspace, so f l  = ( f  - f2) E 77~ N 7-f~m. Our goal is to show that  f l  = 0. Let 

e < 0 be so small that  f f l h d p  > ~ whenever Ilfl - hit -< 2e. Since f l  C ~'~c, 
there exist functions g l , " "  ,gk such that  for every n E Z, IlT~fl -gi l l  < e for 
some i, 1 < i < k. It follows that  for some i the set E = {n : IIT~fl - g~l[ < ~} 
has positive lower density. According to Exercise 3.19, the set E - E therefore is 
syndetic, having in particular lower density greater than some positive number 
5. 

Exerc i se  4.7. For every n E E - E, ItT~fl - fill < 2e. 

It follows that  

O= liminf 1 ~ ~ . ( /  )2 5iif, i]2 
N-*oc N f l  Tn f l  d# > 

- 4 r~=l 

Hence t I/ill = 0 and f = f2 E ~ .  This shows that  7-lwm c ~ ,  completing the 
proof. 

[] 

As an application of the Hilbert space splitting provided by Theorem 4.2.1, 
we will now prove the following double recurrence theorem for ergodic systems. 
The point for us in proving such a theorem is to eventually obtain Roth's theorem 
on arithmetic progressions ([Ro]), which states that  in any set of positive density 
in N there exist arithmetic progressions of length three. 

T h e o r e m  4.2.2. (See [F1], IF2].) Let ( X , A , # , T )  be an ergodic invertible 
measure preserving system. If A E =4 with #(A) > 0 then 

l iminf 1 N N--,~ N ~ #(A n T - h A  n T-2nA) > O. 
~'~,~-1 
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P r o o f .  Write 1A = f + g, where f E 7-/c and g C 7-/~,,~. We have 

1 N 

-aE 
n ~ l  

l f i  
z - -  

N 

N 

#(A n T-~A n T-2nA) 

1ATnlAT2nlA d# 

(f + g)T~(f + g)T2"(f + g) d#. 

(4.2) 

Expanding the product in the integral, we get eight terms. We would like to 
demonstrate that  seven of these terms tend to zero. Our first task is to show 
that  1 N 1 N ~=i  T'~ fT2~ g, T~ gT2~ f , and E n = l  ~--- ~-~.N 1TngT2ng all converge 
to zero in norm. Utilizing just weak convergence, this will eliminate 6 of the 8 
terms in the expansion of (4.2). Since the proofs of these three facts are similar, 
we shall handle just the first. Namely, let xn = TnfT2~g. We use Exercise 4.2. 

N 

D- lim lim 1 
n = l  

n ~ l  n 2n •+h 2n+2h =D-l i ra  lira T f T  gT f T  g d# 
h N---*oo -N 

eft/( h N---*o~ N fThf )Tn(gT2hg)  d# 
n = l  

Here we have used ergodicity in moving to the last line and the fact that g E ~m 
in the last equality. It follows now that  I1~ ~nN--1 TnfT2ngll--~ O. 

There are only two terms in (4.2) that  remain to be dealt with. The following 
exercise narrows this list to one. 

E x e r c i s e  4.8. Show that  ~ N y~.n=l f gT'~fT2nf d# --~ O. (Hint: multiply 
through by T -2n in the integral and apply the argument above.) 

Hence we have 

N N 

To see that  this latter expression is positive, first note: 

E x e r c i s e  4.9. Show that  if f l ,  f2 C 7-/c then sup{f1, f2} E ~c.  

A consequence of this exercise is that  the positive portion of f is again 
contained in ~c.  However, the positive portion of f is at least as close to 1A in 
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L2(X, ..4, #) as f is. Since f is the projection of 1A onto "I-[c, f must coincide 
with its positive portion. That  is, f > 0 a.e. The same argument shows that  
f < 1 a.e. 

E x e r c i s e  4.10. ][f][ _> #(A). In particular, f is strictly positive on a set of 
positive measure. (Hint: use Lemma 3.3.5 e.) 

E x e r c i s e  4.11. There exists c > 0 such that  for any g, h C L2(X, A, #) with 
0 ~ g, h < 1 with ][f - g[[ < e and [If - h[[ < e we have f fgh d# > �89 f f3 d#). 
Moreover, for a syndetic set of n, ]]Tnf - f[] < e and I]T2nf - f][ < e. 

1 f3 Hence for a syndetic set of n, f fTnfT2nf  d# > ~ ( f d#). It follows that  

l iminf 1 ~ - - - ~ - ~ /  N---+oo -N #(A A T-"A a T-2nA) = lim inf fTn fT2" f d# > O. 
n = l  n = l  

[] 

In order to obtain any combinatorial consequences from Theorem 4.2.2, 
we need first to eliminate the ergodicity assumption. We'll do this in the next 
section, simultaneously preparing ourselves for a more refined analysis of multiple 
recurrence. 

4 . 3  D e c o m p o s i t i o n  o f  m e a s u r e s  o n  L e b e s g u e  s p a c e s .  

Note the measure preserving system (X, ,4, #, T) constructed for the Furstenberg 
correspondence (see Theorem 3.2.5) is a regular system, namely X is compact 
metric, ,4 is the Borel a-algebra, # is a regular Borel measure and T is a homeo- 
morphism. It follows that  in order to obtain combinatorial corollaries, it suffices 
to establish recurrence results for such systems. Indeed, this is a very useful 
thing to know, since many constructions on which the current proofs depend axe 
possible only in specialized systems such as these. (Those constructions form the 
topic of the current section. For more details regarding them, see for example 
[Rud].) Note as well that  the limitation to regular systems is temporary. Having 
obtained the combinatorial corollaries, we can invoke Theorem 3.2.7 (which is 
not limited to regular systems) to obtain the corresponding recurrence results 
for general systems. 

Most of the material of this section deals with factors of measure preserving 
systems. A system (Y, B, u, S) is a factor of the system (X, ,4, #, T) if there exists 
a measure-preserving map ~r: X -~ Y for which 7r(Tx) = STr(x) a.e. If 7r is a 
bimeasurable bijection (after discarding sets of measure 0 from X and Y) then 
the systems are said to be isomorphic. 

For reasons we will disclose shortly, we shall actually consider a somewhat 
wider class of systems than regular systems. (X, A, #) is said to be a Lebesgue 
space if it is measurably isomorphic to a regular measure space. We shall call 
a system (X,A,  # , T )  a Lebesgue system if T is invertible and (X, A, #) is a 
Lebesgue space. As the following theorem shows, the distinction between regular 
systems and Lebesgue systems is subtle. 
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T h e o r e m  4.3.1.  Every regular system is Lebesgue, and every Lebesgue system 
is isomorphic to some regular system. 

Our reason for working with Lebesgue systems, as well as for caring about 
factors, is the following theorem. 

Theorem 4.3.2. Let (X, .4, #, T) be a Lebesgue system and suppose that C C .4 
is a (~-algebra. There exists a Lebesgue system (Y,/3, u, S) and a family of 
probability measures {#y : y E ]I"} on X such that: 

a. (]I, •, u, S) is a factor of (X, A, #, T) via a factor map ~ : X --~ Y. 
b. (X,#y) is a Lebesgue space and #y(Tr-1(y)) = 1 a.e. 

c. For every integrable function f on X, f f d# = f ( f f d#y) du(y). 
d. Letting El(x) = ff d#~(x) for f E LI(X,A,#), the restriction of E to 

L2(X, A, #) is the projection onto L2(X, C, #). E/(sometimes we write E(fIC)) 
is the conditional expectation of f given C. 

e. For all A C A, py(T-1A)  = psy(A), a.e. 

In particular, part d. shows us that  for any C-measurable function f ,  f(x) = 
f f dp~(~) a.e. and is therefore identifiable with the B-measurable function 

g(y) = f f d~y. 
It is intuitively useful to think of X as being identified with the set [0, 1] x 

[0, 1], Y the set {0} x [0, 1], and 7r the map that  sends (x, y) to (0, y). Then the 
"fibers" are the sets ~r-l(y) -- [0, 1] • {y}. 

A special case of the measurable decomposition which is of considerable 
interest is when C is the ~-algebra of T-invariant sets. Then, since/3 may be 
identified with C, every set in B is S-invariant; that  is, S is the identity map on 
Y. A consequence of property e. in Theorem 4.3.2 is that  for a.e. y, T preserves 
the measure #y. In fact, for a.e. y, T is ergodic with respect to py. To see this, 
consider for example Birkhoff's pointwise ergodic theorem. 

T h e o r e m  4.3.3.  Suppose that  (X, .4, p, T) is a measure preserving system and 
let f E L I(X, A, #). Then for a.e. x E X, 

N 

n ~ l  

where E f  is the conditional expectation of f given the a-algebra of T-invariant 
functions. 

In other words, for a.e. y and all f C LI(X,A,#) ,  one has that  for a.e. x 
(with respect to #~), ~- N En=l Tnf(x)  tends to f f d#y. Choosing a countable 
dense set of f ' s  we get tha t  T is ergodic with respect to a . e .y .  

We now demonstrate the process by which we obtain a recurrence result in 
general, having established it in the ergodic case: 

T h e o r e m  4.3.4. Let (X, A, #, T) be a Lebesgue invertible measure preserving 
system. If A C A with #(A) > 0 then 

l iminf 1 N N~oo -N E #(A n T-'~A n T-2~A) > O. 
n~l 



4.3 Measurable decomposition 121 

P r o o f .  We have seen the ergodic case already. Let {Ity} be the decomposition 
of It over the a-algebra of T-invariant sets. For a.e. y we have 

N 

liNm~inf N ~ Ity(A n T-~A N T-2nA) > O. 
n = l  

Choose a set B C Y and some 5 > 0 such that  u(B) > 0 and 

lim inf 1 N N-~oo -N E I t y ( A N T - n A N T - 2 ~ A )  > 5 
n : ]  

for y E B. Then by Fatou's Lemma we have 

N 

liNm inf i ~--~#(ANT_nANT_2~A) 
n ~ l  

N 

= lim inf f 1 N---,oo J -N E It~(A N T -nA  n T-2nA) 
n m l  

N 

> / lira inf 1 - N--,oo -N E Ity(A O T-'~A O T-2nA) >_ ~,(B)5 > O. 
n = l  

[] 

T h e o r e m  4.3.5.  Let E c Z with d*(E) > 0. Then 

N 

lim 1 N - - ~ N E d * ( E N ( E - n )  N ( E - 2 n ) )  > 0 .  

P r o o f .  According to Theorem 3.2.5, there exists an invertible measure preserv- 
ing system (X, ..4, #, T) and a set of positive measure A for which d* (E n (E - 
n) n (E - 2n)) > #(A n T-~A N T-2nA) for all n E Z. Moreover, a look at the 
proof of Theorem 3.2.5 shows that  the system constructed there is regular and 
hence Lebesgue. Therefore the result follows from Theorem 4.3.4. 

[] 

Notice that  Theorem 4.3.5 implies Roth's theorem in particular; any set of 
positive upper Banach density contains three-term arithmetic progressions. 

Now we see how to remove the dependence on the regularity of the system 
that  encumbers Theorem 4.3.4. 

T h e o r e m  4.3.6.  Let (X, A, #, T) be an invertible measure preserving system. 
If A c A with It(A) > 0 then 

N 

n = l  
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P r o o f .  A consequence of the Birkhoff theorem is that  for a.e. x E A, d(Rx) > 0, 
where R~ = {n E Z : Tnx E A}. Hence by Theorem 4.3.5, 

N 

Lx : ]~ninf N E 1A(X)IA(TnX)IA(T2~x) 
n : l  

N 

1 n - n - > 0 = lim inf 
n = l  

a.e. Choose a set B of positive measure and a 5 > 0 such tha t  Lx > 5 for x E B. 
Then by Fatou's  Lemma 

N 

lim inf 1 N--~oo N E #(A n T-~A N T-2~A) 

= limm~inf ~ f i  i IA{X)IA(T'~X)IA(T"x)d# 
n~l 

N 

_> S liNminf 1 E IA(X)IA(TnX)IA(T'nm) d# > #(B)' > O. 

[] 

In later sections, we shall take this process for granted, formulating the 
results for general systems but assuming in the proof that  they are Lebesgue 
and ergodic. 

Let us now go back to the situation outlined in Theorem 4.4,2. Namely, 
suppose we have a system (X, ,4, #, T) and a T-invariant a-algebra C. Form 
the system (Y, B, v, S) and the decomposition {#y : y E Y}. Define a measure 
# x y  # on (X x X, A|  by letting # Xy #(A x B) = f#y(A)#y(B) du(y). (It 
is of course sufficient to define p x y # on sets of this type. I t  extends to .A | .A 
uniquely.) We now have 

E x e r c i s e  4.12.  Show that  # x y  ~ is preserved by T x T. 

The measure preserving system (X x X, A | A, # x y #, T x T) is called 
the conditional product system relative to C. We shall use this construction 
repeatedly. 

So far in this section we have been considering factorization arising from 
a T-invariant  (r-algebra. However, this would be of little use to us without a 
method for identifying T-invariant a-algebras. The normal means by which we 
shall do this is to construct a subspace s of L2(X,.A, #) having properties we 
desire and to which the following well-known classical theorem applies. 
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T h e o r e m  4.3.7.  L e t / :  be a closed subspace of L~(X, A, #). Suppose there ex- 
ists a spanning se t / :0  for s consisting of bounded functions having the proper ty  
tha t  for all f , g  E s min{f ,g}  and max{f ,  g} are in s  Then there exists a 
a-a lgebra  C C ,4 such tha t  s = L2(X, C, #). I f / :  is T-invariant  then C is as well. 

The Roth theorem proved in this section serves as a kind of "maximal" 
result one can obtain using only "Hilbert space" methodology. In the next two 
sections, we shall prove two extensions of Theorem 4.3.6. In so doing, we shall 
need to employ Theorem 4.3.7, factorization over a T-invaxiant a-algebra,  de- 
composition of measures (not merely ergodic decomposition), and the conditional 
product  construction. As a result, the proofs of these extensions more closely 
approximate  the flavor of the proofs of the more general multiple recurrence 
theorems to be t reated in the next chapter. 

4 . 4  A R o t h  t h e o r e m  f o r  t w o  c o m m u t i n g  t r a n s f o r m a t i o n s  

In this section we prove the following special case of [FK1]. 

T h e o r e m  4.4.1. Let (X, A, p) be a measure space. I f T  and S are two invertible 
measure preserving transformations on X which commute with each other and 
A E ,4 with #(A) > 0 then 

N - 1  

lim inf 1 - M ~ #(A • T - h A  (3 S -hA)  > O. 
N N - M - ~  o o  

n = M  

This theorem has combinatorial corollaries in Z 2 which we shall not pur- 
sue explicitly, since for convenience we formulated our notions of density and 
Furstenberg corresponcend in Z only. However, taking T and S to the powers of 
the same transformation,  one can obtain: if E C Z with d*(E) > 0 and k, l E Z 
then there exists n ~ 0 and a C Z such that  {a, a + kn, a + In} C E. 

The role of factors will be much stronger in this section than in the proof 
of the regular Roth theorem. Fix a system ( X , A , p ) .  We assume tha t  it is 
Lebesgue. 

E x e r c i s e  4.13. The set B of TS- l - i nva r i an t  sets is a a-algebra tha t  is both  
T-invariant and S-invariant. 

Let (Y, B, u, R) be the induced factor. This system is simultaneously a 
factor of (X, fl,, #, T) and (X, A, #, S) under the same factor map ~v : X --* Y. In 
particular, ~(Tx) = Rr~(x) = ~(Sx) a.e. Let {#y : y E Y} be the decomposition 
of # over Y. 

E x e r c i s e  4.14. Show that  T • S preserves the measure # •  #. 

We say that  a function f E L2(X, A, #) is T-compact over 13 if for every 
> 0 there exist functions g l , ' " , g k  E L2(X ,A ,p )  such that  for every n E 

Z and a.e. y C Y there exists some s = s(n,y) with 1 ~ s < k such that  
I lTnf  -gs l lL 2 ( X , ~ )  < ~. S-compactness over B is defined similarly. 
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Suppose that  H E L2(X x X , A  | A ,#  x y  #). We define two operators 
associated with H on L2(X, A, #). These are given by 

H * r = f H(x, t)r d#,~(x) 

and 

r �9 H(x)  = ] H(t, x)r d#~(x). 

These may be viewed either as operators on L2(X,A,#) ,  or as "bundles" of 
compact operators on L2(X, #~). 

L e m m a  4.4.2.  If H E L 2 ( X • X, A Q A, # • v #) is (T • S)-invariant then for all 
r E L ~ ( X ,  A,#) ,  H * r may be approximated arbitrarily closely by a function 
that  is T-compact  over/3 and r * H may be approximated arbitrarily closely by 
a function that  is S-compact over/3. 

P r o o f .  We will show only the first part, as the second is similar. 

E x e r c i s e  4.15. Show that  T ~ ( H  �9 r = H �9 S~r 

o c  o o  Let e > 0. Choose a sequence ( i)i=l of positive numbers with ~ i=1  ei < e. 
For a.e. y, H acts as a compact operator on L2(X,#y). It follows from this 
fact and Exercise 4.15 that  for i E N and a.e. y there exists M = M(i ,y)  such 
that  {TnH * r  - M  < n < M} is ei-dense (for the L2(X, py) norm metric) in 
{TnH * r : n E Z}. Let M~ be so large that  M~ > M(i, y) for all y outside of 
an exceptional set Ei with L,(Ei) < ei. Now put f(x)  = 0 if 7r(x) E [-Ji~l Ei and 
f (x)  = H * r otherwise. 

E x e r c i s e  4.16. Show that  f(x)  is compact over B and ] l f - H * r  < IIr 

As e is arbitrary, this completes the proof. 

[] 

Let s be the closure in L2(X, A, #) of the set 

{ H * r  : H E L2(X x X, A Q A , #  Xy #) is (T • S)-invariant, r E L~176  

and let 122 be the closure of the set 

{ r  : H C L2(X x X , A |  •  is (T x S)-invariant, r C L~176  

E x e r c i s e  4.17. There exist a-algebras B1 and B2 such that  /~1 : L2(X, BI,#) 
and s = L2(X, g2, #). 

b o o  E x e r c i s e  4.18. Suppose ( ~)n=0 C R is bounded. If limH-.o~ ~ H ~-~-h=l bh = 0 
�9 H then h m g - . ~  Er=--H HH--~blrl : 0. 
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L e m m a  4.4.3. Suppose that  {x,~ : n E Z} is a bounded sequence of vectors in 
a Hilbert space T/. If 

N--1 
= 0 ,  

h=l n=M 
then 

lira 1 IN-~ 
N - M - - * ~  N - M  x~ = O. 

n M 

Proof .  Let e > 0. Using Exercise 4.18, fix H large enough that  
N--1 

H % ~ r l ( l i m s u p  _1 Z ) 
N-M~o~ N M (x~,x~+~} 

< 

u = M  
E 

r = - - H  

We have 
N-1 1 1 N-1 1 H 

M , N ~  

k~ t where limsuPN_M__,o o [I M,N[[ O. Let's see that  limsuPN_M__,oo [[K~/M,N[[ < 
e. We have 

1 N--1 H h~l Xn+h 2 

N-1 H 
1 1 

- N - M ~ M - ~  E (x,~+h,X~+k) 
= h , k = l  

H N - 1  
H -  ]r I 

r = -  H u : M  

where ~ "  M,N -~ 0 as N - M -~ c~. By choice of H the last expression is less 
than e when N - M is sufficiently large. 

[] 

T h e o r e m  4.4.4. Suppose that  f and g are in L 2 ( X , A , # )  with either f E s  
or g E s  Then f | g is orthogonal to H for every (T x S)-invariant function 
H c L z ( X  x X , A |  Xy#). 

Proof .  Suppose f E s  (the case of g c s  is similar). Then 

= / f ( x ) H  * 9(x) d#(x) 0 

- l (y)  

/ ( f  | g)H d# x v #. 
Y 

[] 
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Recall tha t  a set E C Z is thick if it contains arbitrari ly long intervals. 

E x e r c i s e  4.19. If E is thick, 0 < 5 < 1, (Z,C,~,W) is an invertible measure 
preserving system, and C E C with ( (C)  > 0 then there exists n C E with 
~(C N T-nc )  > (~(C) 2. 

L e m m a  4.4.5.  Let (Z, d, ~, W) be an invertible measure preserving system. Let 
C E d w i t h ~ ( C )  > 0 and let 0 < 5 < 1. For any thick set E t h e r e  exists an 
IP-set  (n~)~e7 C E such that  for every a E $-0 

.( N w-n c) > 
flCa 

P r o o f .  By Exercise 4.19 we may choose nl  E E such tha t  ~(C n T-nlC) > 
5~(C) 2. Let C1 = (CNT-~IC). Again by Exercise 4.19 we may choose n2 C (EN 
( E - n 1 ) )  (which is again thick) such tha t  ~(Cl NT-~2Cl) > 5~(C1) 2 > 53#(C) 4. 
Notice now tha t  ~(C N T-~ 'C N T-~2C N T -~ I -~C)  > 53~(C)4. 

Continuing in this fashion and setting n~ = Y-~ie~ n~ completes the proof. 
[] 

P r o o f  o f  T h e o r e m  4.4.1.  Let E be an arbi trary thick set, and let A C ,4 with 
#(A) > 0. Write 1A = f ---- f l  + g l  = f2 +g2 ,  where f l  E ~1, gl E /:1 j-, f2 E Z:2, 
and g2 C s 

E x e r c i s e  4.20. Use Theorem 4.4.4 to show that  

N-I 

lim inf 1 N-M---~oc~ N - M E #(A A T-'~A N S-hA) 
n = M  

N - - 1  

= liminfN_M__.oo N -l = 

The rest of the proof consists in showing that this latter limit is positive. 

Exercise 4.21. Using the decomposition of # over BI, show that fl(x) > 0 for 
a.e. x C A. Show similarly that f2(x) > 0 for a.e. x C A. 

Therefore, there exists some U > 0, and a set A r C A with #(A I) > 0 such 
that f1(x)f2(x) > ~ for all x C W. Furthermore, there exists 3, > 0 and a set 
B C Y with ~(B) = 2~ > 0 such that for all y E B, #y(X) > ~. It follows that 

ffflf2 d#y > ~ for all y C B. Notice that ~,U, and ~ do not depend on the 
chosen thick set E. 

Let E -- 19-~6 . We may approximate fl as closely as desired by a function 
r which is T-compact over B. Likewise, we may approximate f2 by a function 
r which is S-compact over B. Choose such r and r so that there exists 
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a set B '  C B with v (B ' )  > ~ such tha t  for all y E B ' ,  ]if1 - q~llly < E and 

IIf2 - r  < E, 
There exists a finite family of functions h l , . . . , h t  E L 2 ( X , A , # )  having 

the proper ty  tha t  for a.e. y E Y and a l l n  E Z there exist kl -- k l (n ,y )  and 
k2 = k2(n ,y )  such tha t  ]]Tnr - hk~[ly < e and ]lsnr - hk2Ily < e. 

Let M = 12 + 1. By Lemma 4.4.5 (the full s trength of the l emma is not 
needed), there exists some s > 0, depending only on # (B ~) and M, and some 
integers h i , - -  �9 hM, with # ( B '  c3 T - h ~ B  ~ A �9 �9 N T - h ~ B  ~) > s, and such that  
(hi - hi) E E whenever 1 < i < j < M. (One simply lets hi = n{1,...,q, where 
the n~ 's  are as in tha t  lemma.) 

Fix a "typical" y E (B  ~ A T - h ~ B  ~ M . . .  N T-hmB~) .  Since M > 12, there 
exist numbers i = i(y) and j = j ( y ) ,  with 1 _< i < j _< M, such tha t  k l ( h i , y )  = 
k l (h j ,  y) and k2(hi, y) = k2(hj ,  y) simultaneously. I t  follows by the triangle 
inequality tha t  

[ITh'r  - -ThJr  < 2e and IlSh'r - sh~r < 2e. 

We now have I1r - T h j - - h ' r  < 2e. Also, since They E B ' ,  we have 

1[r - flllTh~y < e. On the other hand, since T h j y  E B ' ,  we have 

]IThj--h'fl  -- Th j -h ' r  = IlThJ f l  -- ThJr  = ]If1 -- r < e. 

This, finally, gives ]If1 - Thj -h ' f l l ]T~ ,y  < 4e. Similarly, Ilf2 - shj--h'f2[lThiy 
4e. 

Let h = h(y) = by(y) - hi(v). Then for y E (B '  n T -h i  M .. . A T - h M  B') ,  

< 

f fThfl sh f2  d#v > / f f l f 2  > 
2 

Let C C ( B ' N T - h l B ' A  .. . n T - h M B  ') be a set satisfying v(C)  > # and having 
the proper ty  tha t  ho = h(y) is constant on C. Then 

t i t s  
f T h~ f l  sh~ f2 d# > ~ > 0 .  

Recall tha t  h0 E E.  Let 

F =  n :  f T n f l  S n f 2 d # >  ~ . 

Note tha t  f l  and f2 did not depend on the arbi tary  thick set E,  and we managed 
to find some h0 E (E  N F). It  follows tha t  F is syndetic, i.e. for some L, any 
interval of length L contains a member  of F. It  now follows tha t  

N - 1  

l imio f  1 N-M--*oo N - M f T n f l S n f 2  
d# > ~Ts > O. 

- 2 M 2 L  
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[] 

4 . 5  A n  I P  R o t h  T h e o r e m .  

Our goal in this section is to prove the following theorem. 

T h e o r e m  4.5.1. Suppose that  {n~}~Ej= c Z is an IP-set and 9 ~(~ is an IP- 
ring. If (X, A, p, T) is an invertible measure preserving system, and A E A with 
#(A) > 0, then for some IP-ring ~(1) C F (~ 

IP-lim # ( A n T - ~ A n T - 2 ~ A )  > O. aE$'(1) 

Theorem 4.5.1 is a very special case of the IP-Szeme%di theorem of Fursten- 
berg and Katznelson ([FK2]). The proof follows [M4]. 

We fix an invertible Lebesgue measure preserving system (X, A, #, T), a set 
A E A with #(A) > 0, an IP-set {n~}~ej= and an IP-ring ~(0). Let ~-(1) be an 
IP-ring with the property that  

IP-lim #(A • T-n~A n T-2"~A) 
o~C.T(1) 

exists, with the additional requirement that  for all f E L2(X, A, #), 

IP-lim T'~~  = P f  

exists in the weak topology. By Proposition 3.4.9, P is an orthogonal projection. 
Furthermore, 

P(L2(X,A ,p) )  = { f  c L 2 ( X , A , # ) : I P - l i m  ]lTn"f - f [ [=O}.  (4.3) 
aC.~(1) 

Exerc i se  4.22. Use the characterization (4.3) together with Theorem 4.3.7 to 
show that  there exists a T-invariant or-algebra B such that  P(L2(X, A, #)) = 
L2(X,B,#).  

It follows that  P f  = E(f[B),  that  is, P is the projection onto L2(X,_B, #). 
The factor determined by /3  will be denoted (Y, B, u, S), and (X, ~4,/~,T) will 
denote the conditional product system ( X x X, A | A, # • y #, T • T). Let ~-(2) C 
.TO) be an IP-ring with the property that  for all H E L2(X x X,  .A | .,4, # • y #), 

IP-lim r n ~ H  = Q1H 
aE~'(2) 

and 
IP-lim T2n~H = Q2H 
c~ESr(2) 

exist in the weak topology. Again by Proposition 3.4.9, QI and Q2 are orthogonal 
projections. 
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D e f i n i t i o n  4.5.2.  Let {k~}~E~: be an IP-set. A function f E L ~ ( X , A , # )  
is {k~}-almost periodic over B if for every e > 0, there exists a set D E /3 
with v(D) < c, and functions gl ,""  ,gg E L2(X,A,#)  having the property 
that  for every 5 > 0, there exists a0 E F (2) such that  for every a E 5 v(2) with 
a > a0, there is a set E(a) E 13 with v(E(a)) < 5 having the property that  
for all y 9~ D U E ( a ) ,  there exists a number i(y,a), 1 <_ i(y,a) < N, with 

We will denote by s the closure of the {n~ }-almost periodic functions and 
by s the closure of the {2n~}-almost periodic functions. 

E x e r c i s e  4.23. Use Theorem 4.3.7 to show that  there exists a-algebras 131 and 
132 such that  s = L2( X, 131, #) and s = L2( X, 132, #). 

As usual, any H E L2(X • X , A |  A ,#  • #) defines an operator H : r --* 
H * r  by 

* r = j H(x, t)r  d#~(,) 
g *  

H (t). 

For a.e. y E Y, H is compact on L2(X,#v). 

L e m m a  4.5.3.  If H E L2(X x X, A | A, # x v  #) satisfies Q1H = H (respec- 
tively Q2H = H) and r E L~176 then H * r is {n~}-almost periodic 
(respectively {2n~}-almost periodic) over 13. 

P r o o f .  Suppose that  H E L2(X x X,`4 | `4, p Xy #) satisfies Q1H = H. 
(The other case is virtually identical.) Let e > 0 be arbitrary. Since for a.e. 
y E Y the operator H is a compact operator on L2(X, `4, #y), there exists a 
number M(y) E N such that  

{H �9 (TJf) : - M ( y )  <_ j < M(y)}  

is {-dense in {H * (TJS) : j E Z} (in L2(X,#y)) .  Let M be so large that  
M > M(y) for all y outside of a set D E 13 with v(D) < e, and let 

{ g l , ' " , g N }  = { H *  ( T - M r  (T-M+Ir  . . . , H *  (TMr 

Then for any y E D c, and any n E Z, there exists some j (y ,n)  E N with 
1 < j (y ,  n) < M such that  

IIH * (Tnr ) - gj(y,n) l iy < -~" 

For y E D c and a E 5 c let i(y, a) = j(y, n~). Suppose now that  5 > 0 is 
arbitrary. As 

IP-lim 
( x E ~ ' ( 2 )  

= IP-lim 
o~ E,,T( 2 ) 

< IP-lim 
- -  a E y ( 2 )  

< IP-lim 
- -  a E . T - ( 2 )  

I I T n ~ ( H . r 1 6 2  2 

/ / (H(Tn-x,  T n ~ t ) -  H(x, t ))r  d#.(z)(t) 2 d#(x) 
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there exists ao C ~-(2) having the property tha t  for every c~ E y(2) with a > ao, 

I I T n ~ 1 6 2 1 7 6 1 6 2  

is so small tha t  
e (4.4) IIT~~ r - H *  (Tn~162 < 7 

for all y outside of a set E(c~), where ~ (E (a ) )  < 5. If then y • D m E ( a ) ,  we 
have 

I I T " ~  r - g~(y,~o)lly < e. 

[] 

L e m m a  4.5.4.  If  f E L~176 <4, p) satisfies E(fl13,) = 0, then 

IP-l im IIP(fT~f)ll=o. aE.T'(2) 

If f E L~176 satisfies E(fl132 ) = 0, then 

IP- l im I IP(fW~:f) l l=o.  
aEy(2) 

P r o o f .  Again, we prove only the first claim, as the second is similar. By 
Lemma 4.5.3 and the fact tha t  E(fIB1) = O, f is orthogonal to H * f for every 
H C L2(X •174215 satisfying Q1H= H. I t  follows tha t  f |  
orthogonal to all H E L2(X x X , A  @ A,# • #) which satisfy Q1H = H. To 
see this, note that  

i f | f(x, t)H(x, t) dfit(x, t) 

= J f(x) i H(x,t)f(t)dtt,(x)(t)d#(x) 

= i f(x) (H  �9 f(x)) d#(x) = (H  * f ,  f )  = 0. 

f | f is therefore orthogonal to Q1H for all H E L2(X • X,<4| <4,# • #), 
hence 

IP- l im 
aEy(2) 

2 

= f ( i  | f)Q~(.,+ | i )  dD = o. 

[] 
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L e m m a  4.5.5.  If f,g E L~176 with either E(fll3~) = 0 or E(gl/~2) = 0, 
then there exists an IP-ring ~(3) C jr such that  

IP-lim Tn~ fT2n"g = 0 
~E$'(a) 

in the weak topology. 

P r o o f .  We will use Lemma 3.6.3. Let x~ = T~fT2n~g. Then 

IP-lim IP-lim (x~,x~u#> 
,GE,T'(2) aE,T'(~) 

= IP-lim~e~ -(2) IP-lim,~cy:(2) / T~fT2n~gT"~+n~fT2~'+2~g d# 

= IP-lim IP-lim ['(fT~'f)T~(gT2~'g) d# 
~E,T(2) aESr'(2) Y 

-- IP-lim~e,r(2) f P(fTn~ f)P(gT2n~ g) d# 

< I P - l i m  ( P( fT~f )  ) (  P(gT2~g) ) 
- -  /3C5r 

by Lemma 4.5.4. 

= 0  

[] 

L e m m a  4.5.6.  Suppose that  G (1) is an IP-ring and that  {x~,z : (c~,~) E 

(G(1))2< } C R satisfies 
IP-lim x~,~ = 0 
~EG(1) 

for all a E 0 (1). Then for any 5 > 0 there exists an IP-ring 0 (2) C 0 (1) with the 
property that  for all (a,#~) e (0(2))2< we have Ix~,p] < 6. 

P r o o f .  Since we clearly cannot have ]x~,z[ >_ 6 for all (a,/~) E (~(2))2< for any 
IP-ring 0 (2) C G (1), the result follows from the Milliken-Taylor theorem (see 
M T 1  in Section 2.2). 

[] 

C o m p l e t i o n  o f  t h e  P r o o f  of  T h e o r e m  4.5.1.  We now proceed to show that  

IP-lim #(AnT-n~AnT-2n"A) > O. 
(:~ ~,~" (1) 

Let f = 1A, and put  f l  = E(f]131), f2 = E(fl132). Also put hi = f - f l  and 
h2 = f - f2- According to Lemma 4.5.5 (more or less) we may choose an IP-ring 
~(3) C ~(2) such that  

IP-lim T n ~ J 1  ~" T 2'~h2 
aE.T'(3) 

=IP-l im Tn~hlT2~~ f2 
aESr(3) 

=IP-l im T~hlT2~h2 = 0 
aESm(3) 
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in the weak topology. Then 

IP- l im 
aE3r(1) 

=IP - l i m  

= IP - l i m  
aE,T(3) 

=IP- l im  
c~ESr(~) 

#(An T- '~A n T-2~A) 

S fT  ~ fT  2~ f d# 

S fT  ~ (fl + hl)T 2~ (f2 + h2) d# 

S fT'~flT2'~f2 d#. 

We therefore need only show that  

f 
IP- l im I fTn~flT2"~f2 d# > 0. (4.5) aE$-(3) J 

E x e r c i s e  4.24. Using measurable decomposition, show tha t  fl(x)f2(x) > 0 for 
a.e. x c A .  

Therefore, there exists some a > 0 and a set A' C A with #(A')  > 0 such 
that  fl(x)f2(x) > a for all x E A'. Furthermore,  there exist numbers b,~ > 0, 
and a set B1 r B with u(B1) = 5~ > 0, such that  for all y ~ B1, #y(A') > b. It  
follows tha t  

i f f l f2 > ab (4.6) d#y 

for all y E B1. 
~b We may approximate f l  by a function r which is {n~}-almost Let e = ~ .  

periodic over B. Likewise, we may approximate f2 by a function r which is 
{2na}-almost periodic over B. We make these approximations so close that  
there exists a set B2 C B1 with v(B2) > 4~ such that  for all y E B2 we have 

IIs1-r (4.7) 

and 

IlI -  ll  < (4.8) 

By definition, there exists a finite set {gl,"" ,gM} C L2(X,A,#) and a 
set D E B with v(D) < ~ such tha t  for every 5 > 0 there exists c~o C 5 r(3) 
having the proper ty  tha t  for every c~ c 9 r(3) with a > ao, there exists E ( a )  r 
/3 with ,(E(a)) < 5 such that  for every y • D U E(a ) ,  there exist numbers 
i(y,a) and j(y,a), 1 < i(y, tx),j(y,&) < M, with I IT '~r  - gi(y,~)]ly < e and 

We claim tha t  

IP- l im f fT~flT2n~f2 d# > ab___~_~ 
a ~  r(3) J - 4M 2" 
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If this were not the case, we could pass to an IP-subring of j~'(3) (continue to 
call it .7-(3)) having the property that  for all s �9 .7-(3) 

f ab( fTn~flT2n~f2 d# < 4M-------- ~ .  

We will show that  this is impossible by producing an s r jL"(3) for which 

ab~ 
fTn~flT2n~f2 d# > 4M----- ~. 

Let N = M 2 + 1. There exists So E $-(3) such that  for every s �9 $-(3) 
with c~ > a0, there exists a set E ( a )  �9 B with u (E (a ) )  < 2-2N-2(  having 
the property that  for every y r D U E((~), there exist i (y ,a) , j (y ,s)  �9 N with 
1 < i(y,s) , j (y ,a)  < M such that  

IITn'r  g.y,~>lly < E (4.9) 

and 

IIT"~162 - g.(.,~>ll. < ~. (4.10) 

Let Ba = (B2 \ D). Then u(Bz) > 3~. Since B3 C B, there exists ~o E $-(3) 
with ~o > ao having the property that  for any c~ E $-(3) with c~ >/~o we have 

2-N~ 
v(BaAT-'~'Ba) < - - - ~ ,  (4.11) 

which implies that  

Recall that  

2-N+I~ (4.12) r'(BaAT-2n~B3) < 

IP-lim IIT"h-T"'hll=IP-lim I Ih-Tn'hl l=o 
~Ehv(3) ~Ehr(a) 

for all h E L2(X,B,#). It follows that  for any a C $-(a), 

2 
IP-lim,~>~(,> / IIS,-T"~ II...,-IIS.-T'n~ X~(y)=O 

By Lemma 4.5.6, for any 5 > 0 there exists an IP-ring jL-(4) C jU(3) having the 
property that  for any (s ,  fl) E ($-(4))2<, 

] IIs~ - T~n's~IIT'.~ -I Is~ - T~n~s~II~.~.~ ~ '0 ' )  < ~" 
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By choosing ~ small enough we may ensure that  for all (a, fl) E (5r(4))2< we have 

a set C(a , f l )  E B with u ( C ( a ,  fl)) < ~ such that  for all y (f C(a ,  fl) we have 

Ils  - -IIs  - < 

Fix the IP-ring ~-(4) for the remainder of the proof. 
Fix some N-tuple (cq, . .  " ,aN) E (9v(4))< N with oz 1 ~ riO. Let 

U 
aEF{al ,---,aN} 

Recall that  F U  0 (A) denotes the family of all finite unions of members of A. Now 
put 

flEFUr 

a,flE FU O { al ,...,a N } 

Then 

(i) -(B4) > ~. 
(ii) For any y E B~, (4.6), (4.7), (4.8), (4.9) and (4.10) hold. 
(iii) For any y E B4 and fl E F { c h , . . - ,  C~N}, T ~ y  E B~ and T2n~y E B~. 

Since N -- M 2 + 1, for any y E B4 there exist numbers l(y) and re(y) with 
1 < l(y) < re(y) G N such that  

i(y,  a t ( v )  U . . .  U OLN) : i (y ,  OLm(y ) U ' ' "  U OLN) 

and 

j(y,c~l(y ) U . . .  U aN)  = j (y ,a ,~(y)  U . . .  U C~N). 

Pick a set B5 C B4 with u(Bs) > ~ oil which l(y) = l and re(y) = m are 
constant. 

Recall that  na,,u...u~N = ha,,  + �9 " + n~ N, etc. Hence, for y E B5 we have 
by (4.9), (4.10) and the triangle inequality 

II T n ~  +'"+n~N 41 -- Tn~ +"'+n~N ~li iy < 2E (4.13) 

and 
I IT2nam- i -" '+2n~N~2-  y2n~'+" '+2naN~211y • 2E. 

We may rewrite (4.13) as 

(4.14) 

(4.15) 
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Also, since Tn~'~+'"+n~Ny E B3, we have 

] [ r  f x l l T ~ m + . . + ~ y  < e. (4.16) 

On the other hand, since T~"z++n~Ny 6 Ba, we have 

i]Tn~z*'"*n~m-l fl - Tn~*'"*n~"-Ir (4.17) 

= l i s l  - < , .  

(4.15), (4.16) and (4.17) give 

I[fl-T~+'"+n~,~-~fl[IT~+...+,~Ny< hE. (4.18) 

Similarly, we may rewrite (4.14) as 

I[r162 (4.19) 

Since T2n~'~+'"+2n~Ny E B3, we have 

I1r s, < ~, (4,20) 

and since T2n'~z+'"+2n~Ny E B3 we have 

[[ T2n~'z+'''+2n~',~-I f l  -- T 2n~'+'''+2 . . . . .  lr (4.21) 

(4.19), (4.20), and (4.21) now give 

. . . .  ( 4 . 2 2 )  

Let a = al U .-. U c~m_] and ~ = am U .-. U aN. Then ~ > a, so according to 
the properties attributed to .7"(4), 

IIs  - T~n~ - I I s~  - T2n~ < c  (4.23) 

For all z E Y outside of a set C03 ) with v(C(/~)) < 2--~M2 �9 Let B6 = B5 \ C(/3). 

Then ~(B6) > ~ M  and for all y e B6, (4.22) and (4.23) give 

I lS~-  T~'of~IIT.,  < 5~. (4.24) 

Since Tn'y C B3 C B1, we now have, by (4.6), (4.22) and (4.24), 

/ ab 
fTn~ f lT2~ f2 d#T~y > -~ 

for all g C B6. Since v(B6) > 2M--~, we have 

f ab~ fTn~ f~T2'~S2 d# > 4M------ ~.  

In particular (4.5) holds, completing the proof of Theorem 4.5.1. 
[] 

r Exerc i se  4.25. Infer from Theorem 4.5.1 that  if Z = Ui=l Ci then for some i, 
there exists n C Ci such that  d* (Ci n (Cl -- n) n (C1 - 2n)) > 0. 



Chapter 5 

T w o  Szemer di T h e o r e m s  

5 . 1  F u r s t e n b e r g ~ s  s t r u c t u r e  t h e o r e m .  

In this chapter we prove our first "full-fledged" multiple recurrence theorems. 
The first one is due to Furstenberg, and is sufficient to give Szemer~di's theorem 
on arithmetic progressions (see the introduction) as a corollary. Furstenberg's 
method of proof has undergone several simplifying modifications, however the 
basic idea remains the same: transfinite induction through a chain of (r-algebras. 
One of the most important  aspects of his work was the structure theorem itself, a 
brief exposition of a version of which is the main content of this section (see also 
IF1], [F2], and [FKO]). We also mention that  Zimmer has developed a similar 
structure theory (see [Z]). 

T h e o r e m  5.1.1. (See [F1].) Let (X, A, #, T) be an invertible measure preserv- 
ing system and let p(A) > 0. For any k C N, 

N - 1  

lira inf 1 N-M--*oo N - M  E # ( A n T - ~ A n T - 2 ~ A n  
n = M  

�9 . n T-k'~A) > O. 

The proof we give here is based on one in [FKO] (note, however, the proof 
in [FKO] is not sufficient to give a uniform limit). 

As usual, we will assume without loss of generality tha t  (X, A, #, T) is 
Lebesgue and ergodic. (This goes for all the stated lemmas and theorems 
throughout the chapter.) 

The typical situation we encounter in this chapter is as follows. Suppose 
(Z, T), 4, R) is an ergodic, invertible Lebesgue system. Let B C ,4 be a pair of 
R-invariant (r-algebras contained in 7). Form the associated factors (which are 
Lebesgue and ergodic) (X, A, #, T) and (Y, B, ~, S). Let ~1 : Z --~ X and 7r2 : 
Z ~ Y be the associated factor maps. One might now ask whether (Y, B, ~, S) is 
a factor of (X, A, #, T). The answer is yes. There exists a factor map ~3 : X ~ Y 



5.1 Furstenberg's structure theorem 137 

such that  7r3(Tr1(z)) = 7r2(z) a.e. For this reason, we will often say that  .4 is an 
extension of/3. 

Let {#y : y �9 Y} be the decomposition of # over ]z'. Recall that  a function 
f �9 L2(X,.4,  p) is called T-compact (or just compact, since there is only one 
operator T to worry about now) over B if for every ~ > 0 there exist gl," �9 �9 gk �9 
L2(X,.4,  #) such that  for all n �9 Z and a.e. y �9 Y there exists some s = s(n,y) 
with 1 < s < k such that  I iTnf - gsiiL2(X,,~) < e. We shall also write f �9 A P  
if f is compact. (AP stands for "almost periodic".) If { f  �9 L2(X, .4 ,#)  : 
f is compact over/3} is dense in L2(X, .4 ,#) ,  we say that  (X,.4,  p ,T)  is an 
compact extension of (]I,/3, v, S), or simply that  .4 is a compact extension of/3. 
If, on the other hand, the conditional product system ( X • X,  .4| # • y #, T x T) 
is ergodic, then we say that  ,4 is a weak mixing extension of/3. 

The reader is invited to compare the notions of "relative" compactness and 
weak mixing with the well known "absolute" notions of compactness and weak 
mixing we have dealt with previously. 

E x e r c i s e  5.1. Show that  if H �9 L 2(X x X, `4 | `4, # x y #) is (T x T)-invariant 
and r �9 L ~ (X, `4, #) then H * r may be approximated arbitrarily closely by a 
function that  is T-compact  over 13 (Hint: see the proof of Lemma ~.~.2.) 

L e m m a  5.1.2.  Suppose that  `4 fails to be a weak mixing extension of/3. Then 
there exists a T-invariant a-algebra 7:) C .4 such that  T) is a compact extension 
of/3. 

P r o o f .  Let 

s = { H * r  H E L2(# •  #) is (T x T)-invariant and r �9 L~ 

E x e r c i s e  5.2. Show that  s is a T-invariant subspace and that  for all f ,  g C s 
both min{f,  g} and max{f ,  g} are in s 

It follows from Theorem 4.3.7 that  there exists a T-invariant a-algebra 7) C 
.4 such that  s = L2(X, 7), #). By Exercise 5.1, the T-compact  over/3 functions 
are dense in s hence :D is a compact extension of/3. 

[] 

A a corollary, we get Furstenberg's structure theorem for ergodic systems. 

T h e o r e m  5.1.3.  (Cf. [F2, Theorem 6.17].) Suppose that  ( X , . 4 , # , T )  is an 
invertible ergodic Lebesgue measure preserving system. There is an ordinal 
and a system of T-invariant sub-~r algebras {.4~ C .4 : ~ < ~?} such that:  

(i) .40 = {A �9 .4:  #(A) �9 {0, 1}} 
(ii) For every ~ < 7/, .4e+1 is a proper compact extension of .4e. 
(iii) If ~ < U is a limit ordinal then Ur162 .4r generates .4r 
(iv) Either .4n = .4 or else .4 is a weakly mixing extension of .An. 

P r o o f .  The set {`4~} is defined inductively. Suppose {A~ : 7 < ~} have been 
defined. If ~ is not a successor ordinal, Let `4~ be the a-algebra generated by 
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{.4-~ : 7 < ~}. If ~ is a successor ordinal and A is a weakly mixing extension of 
.4~-1, put  ~7 = ~ - 1 and stop. Otherwise, if .4 is a compact  extension of .4~-1 
pu t  .4r = A. If neither of these is true, let .4~ be some non-trivial compact  
extension of .4~-1, which exists by Lemma 5.1.2. 

E x e r c i s e  5.3. This process must terminate.  Indeed, by separability, 77 must  be 
a countable ordinal. 

[] 

The factor `4n appearing in the structure theorem is called the maximal 
distal factor of .4. In the remainder of this section, we show tha t  in order to 
prove Theorem 5.1.1 for a general system (X, .4, #, T),  it suffices to establish tha t  
the conclusion holds when A is taken from its maximal distal factor. In other 
words, the validity of Theorem 5.1.1 passes through weakly mixing extensions. 
Let us s tar t  with a lemma. 

L e m m a  5.1.4. Suppose that  (X,.4, p,T) is a weakly mixing extension of 
(Y,B,v ,S) .  Let Eh denote the conditional expectat ion of h given B. Let 
f ,  g E L 2(X,.4,  #). If  Ef  = 0 or Eg = 0 then 

D- l~n llE(fTh g)ll = 0 .  

P r o o f .  In light of Exercise 4.1 (a) it suffices to show tha t  

1 N 
lim n~lllE(fTng)ll2 =O. 

N--~oc N = 

We have 
N 

lim I 

n = l  

1 N 
= Nlimoo -~ ~ / ( f  | f)'F~(g | g)dfl~ 

[] 

The The reader may like to compare Lemma 5.1.4 with Theorem 4.1.3. 
following uniform version of the mean ergodic theorem is proved in the same 
manner  as Corollary 3.4.8. 

T h e o r e m  5.1.5. (Uniform mean ergodic theorem.) Suppose tha t  (X, A, # ,T )  
is a measure preserving system. Then 

N - 1  

Pf  = lira 1 N-M--*oo N - M ~ Tnf 
r~=M 
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exists in the norm topology for all f C L2(X, A, #). Moreover, P is the orthog- 
onal projection onto the space of T-invariant functions. 

Exerc i se  5.4. Prove Theorem 5.1.5. 

We shall need yet another of Bergelson's van der Corput type lemmas. 

L e m m a  5.1.6. ([B2].) Suppose that  {xn : n E Z} is a bounded sequence of 
vectors in a Hilbert space 7-/. If 

N - 1  

D- lim lim -1 ~ (xn, Xn+h) = O, 
h N-M--*oo N M 

n=M 

then 
N - 1  

1 
g-liMm~ N - M  E xn = 0 .  

n~-M 

Proof .  Let e > 0. Using Exercise 4.17, we may fix H large enough that  

H f 1 N - 1  
E H/~2- r I limsup - -  E ( x ~ ' x ~ + r ) < e '  

N-M--*oo N M r=--H u=M 

We have 

N - 1  N - 1  H 
1 1 ( 1  ) q  z, ~ I ~ M , N + ~  , 

N - M  ~-'~ x ,~-  N - M  ~"~ ~ ~-~x~+h + M,N= M,N, 
n=M n=M h : l  

where limsuPN_M__, ~ I I ~ , N I I  : 0. We show limsuPN_M__, ~ [I~M,NI] < r 

N - 1  H 2 

Ilff~IM'N]I2 ~-- S M .~M H h=l~Xn+h 

N--1 H 
1 1 

- N - M  E M ~  E (Xn+h,X~+k) 
= h,k=l 

H N-1  
H -  ]r I 

r = - H  u=M 

where ~ "  M,N - - ~  0 as N - M --~ ~ .  By choice of H the last expression is less 
than E when N - M is sufficiently large. 

[] 

The following theorem may be compared to Theorem 4.1.4. 
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T h e o r e m  5.1.7. Let (X, A, #, T) be a weakly mixing extension of (Y, B, ~, S). 
Then for any f l , ' " ,  fk e L ~ (X, A, #), 

N - 1  k k 

lim N 1 - ,  (IIr,os.,-IIs oEs,) : o .  
n = M  i = 1  i = 1  

P r o o f .  The proof is by induction on k. 

E x e r c i s e  5.5. Show that  the set of T-invariant functions in L2(X, A, #) is a 
subspace of L2(X,B,#).  Hence by Theorem 5.1.5 the conclusion of Theorem 
5.1.7 holds for k = 1. 

Suppose now that  Theorem 5.1.7 holds for k - 1. 

E x e r c i s e  5.6. Show that  it is sufficent to show that  the conclusion holds when 
Era = 0 for some a, 1 < a < k. (Hint: see Exercise 4.3.) 

We must show in this case that  

N - 1  k 

lira N 1 ~-~-+~o -M F_, (I-[T~fO = o .  
n = M  i = 1  

We use Lemma 5.1.6. Let x~ = I]~=1 Tinfi. Then 

N - 1  

lim 1 

n = M  

k k 

= lim 1 f (  ) (  ) N-M-~o~ N -M l-I Tinfi Y I  Ti(~+h) f~ d# 
i = 1  i = 1  

= lim 1 i N-M---*oc N - M (f lThfl)T~(f2T2hf2). . .  T(k-1)~(fkTkhfk) d# 

i E( f lThf l )S~E(f2T2hf2) . . .  S(k-1)nE(fkTkhfk ) d# 

-< I IE(-faT'V~ I~: 1-I IIS~fl~. 
i#a 

(5.1) 
In the second to last line we have used the induction hypothesis (utilizing weak 
convergence only). Since D-limh of the last quantity is zero by Lemma 5.1.4, 
this finishes the proof. 

[] 

Suppose now that  we know the conclusion of Theorem 5.1.1 holds for all 
A c A~, the maximal distal factor. Let A E A with #(A) > 0. Put t ing f = 1a 

N - 1  

- - L  
N - - 1  

h L 
N - - 1  

= lira -1 ~ - ,  
N-M--+oo N M 
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in Theorem 5.1.5, we get 

lim inf 1 
g-M--,oo N M 

-- l iminf  1 
N-M--~oa N M 

N - 1  

- -  E #(A NT-'~A N T - 2 ~ A N . . .  nT-knA)  
n = M  

N - 1  

- - n ~ = M / E f T n E S . . . T k n E f  d#. 

E x e r c i s e  5.7. Show that  under the given assumptions the last line above is 
positive. 

Hence in order to establish Theorem 5.1.1 in general it is sufficient to es- 
tablish it for all A in the maximal distal factor. This is the content of the next 
section. 

5.2 S z e m e r 6 d i ' s  t h e o r e m .  

In the last section we saw tha t  in order to establish Theorem 5.1.1, it suffices 
to establish tha t  the conclusion holds for all A coming from its maximal  distal 
fi~ctor A w Tha t  is what  we shall do in this section, using transfinite induction 
on the set of ordinals {~ : ~ < 7} appearing in Theorem 5.1.3. Notice first that  
the conclusion trivially holds for all A E A0. There are two cases to consider 
in pushing the induction, namely passage to successor ordinals and passage to 
limit ordinals. 

In order to show that  the conclusion passes to compact  extensions (the 
successor ordinal case), we will employ the Hales-Jewett  coloring theorem, in 
particular the version H J 3  from Section 1.6. Also, our method of proof requires 
tha t  we push a proper ty  somewhat  stronger than  the conclusion to Theorem 
5.1.1. Recall tha t  

F S ( n l , . . . , n t )  = {nil + ' " + n i m  : 1 < r e < t ,  1 <i l  < ' "  <ira <_t}. 

Recall as well tha t  a subset of Z is thick if it contains arbitrari ly large intervals, 
and a subset of Z is syndetic if it intersects every thick set non-trivially. 

D e f i n i t i o n  5.2.1.  A T-invariant a-algebra B is said to have the SZ property if 
for every A E B with #(A) > 0 and every k, t E N,  there exists 5 > 0 such tha t  for 
every thick set E C Z, there exist n l , . . . , n  t E Z such tha t  FS(n l , . . .  ,at) C E 
and 

" (  n T-(ilnl+'"+i~n~)A) ~ (~" 

l < s < t  

If B has the SZ property, then for any A E/3 with #(A) > 0, taking t = 1 in the 
above definition gives some 5 > 0 for which the set 

{n E Z : # ( A N T - " A N . . .  NT-knA) > 5} 
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is syndetic. In particular, this ensures tha t  

N - 1  

lim inf 1 - M  ~ # ( A n T - h A  c~... n T-knA) > O. 
N N - M -+ oo 

n = M  

E x e r c i s e  5.8. Suppose tha t  ,4 is a compact  extension of B and A E A. For every 
e > 0 there exists a set A' E A with A' c A, 1A, �9 AP and #(A')  > #(A) - c. 

T h e o r e m  5.2.2. If (X, A, #, T) is a compact extension of (Y, B, •, S), and B 
has the SZ property, then ,4 has the SZ property. 

P r o o f .  Let A �9 ,4 with #(A) > 0. By Exercise 5.8 we may assume without 
loss of generality that  f : 1A �9 AP. Suppose tha t  t, k �9 N. There exists some 
c > 0 and a set B �9 B with v(B)  > 0 such tha t  for all y �9 B, #y(A) > c. Let 

1 ~ Since 1A �9 AP, there exist functions g , , .  ,g~ �9 L2(X, ,4 ,# )  ~ - - - - - ~  . . .  

v /  

having the proper ty  tha t  for any n �9 N, and a.e. y �9 Y, there exists s = s(n, y), 
1 < s < r, such tha t  I]Tnf-g~[lu < e. We now let N = rn(k+l,r , l)  as in H J 3  

g (which in this context will in Section 1.6. Tha t  is, for any r-coloring of Ak+ 1 
be taken to be the set of length N words on the alphabet  {0, 1, 2 , . . . ,  k}), there 
exists a monochromatic  combinator ia l / -space (see Section 1.6 for the definition 
of a combinatorial / -space) .  

Since B has the SZ property, there exists rl > 0 such tha t  for every thick set 
E c Z, there exists u l , ' " , u g  �9 Z such tha t  FS(Ul,. . .  , U N )  C E and 

#(  A T-(il"~++{N~N)B) > 7- (5.2) 
0_<{8_<k 
l<s<t  

Let D be the number of t-variable words of length N on a (k + 1)-letter 
alphabet  and set 5 = ~_m We will show that  in any thick set E C Z there exist 

2 D "  

n l , - " , n t  C Z such tha t  FS(nl , . . . ,n t )  c E and 

,( n 
l<s<t  

T-(~n~+'"+i~n')A) > 5. 

Let E be thick and choose ul , ' " ,UN E Z with FS(Ul,. . .  ,UN) C E such 
that  (5.2) holds. For 

y C A T--(ilnl+"'+iNnN)B' (5.3) 

l<s<t  

form an r-cell parti t ion of A N by the rule ili2.. "iN @ Cj if s(ilUl ~- "'" ~- 
iNUg), y) = j. In particular, if ili2..,  iN C Cj then ]lTil~l+'"+iY~N f -- gJlly < 
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E. For this partition, there exists some j with 1 < j < r and a t-variable word 
N w ( x l , ' " ,  xt) over Ak+ 1 such that  

0 < is <_ k, 1 < s < t}  c c j .  

Let L be the map which sends a word ili2 �9 .. iN to the integer i lul  + . . .  +iNUN, 
and put M = L(w(0,0,...,0)). Put n~ = L(w(O,O,...,O,l,O,...,O)) -M, 
1 _~ m _~ t. (Where the I in the arguments of w occurs in the ruth place). [] 

Exercise 5.9. L(w(il,...,it)) = M + ilnl +i2n2 +... + itnt. 

It follows from the previous exercise that 

[[TM+ilnl+'"+i~"'f - -g j [ [y<e  O<_is <_k, l < s < t .  

Setting ~ = SMy, we have 

II Ti'n'+'' '+''"~f - gJl[~ < e  o <_ is <__ k, 1 < s  < t. 

Taking i8 to be zero, 1 < s < t, and applying the triangle inequality, 

II T i ' " ' + ' + ' ' " ' f  - fl[9 < 2e o < is <_ k, 1 < s < t. 

It follows that  

#~(A\T-( i l" ,+" '+ia" , )A)  

-l[ITilnl+'"+i~n~f fIl2~<2e 2, 0 < i s  < k ,  l < s < t .  

Recall that  for the y we have chosen (see (5.3) above), 9 = ~My E B, so that  in 

iv/ particular #9(A) > c. Therefore, since e = ~ (k~=l)~, 

C "9( ~ T--(il~lJl-'"+it~t)n) >__ C-- 2~2(k + 1) t - -  ~. 

l<~s<t 

The variable word w(xl,..., xt), and hence the numbers nl,..., nt, depend 
measurably on y and are defined for all 

y E ~ T-(i~+"'+~N~N)B. 
o<i~<_k 
l < s < t  

Recall that  this set has measure greater than ~. As there are D choices for 
w ( x l , . . . , x t ) ,  and hence at most D choices for n l , . . ' , n t ,  there exists a set 
H E B with v(H) > -~ on which h i , . . . ,  nt are constant. Thus 

c~ 

0___i~ <k 
l < s < t  
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Only one piece of the puzzle remains. We must show that  the SZ property 
passes to limit ordinals. 

Exerc i se  5.10. If ~ is a limit ordinal (as in Theorem 5.1.3) then U~,<~ A~, is 
dense in `4(. (Hint: let s be the closure in L2(X,`4, #) of the set of finite linear 
combinations of characteristic functions of sets in U(,<( `4(' and apply Theorem 
4.s.z) 

P r o p o s i t i o n  5.2.3. Suppose that  (X, A, #, T) is a measure preserving system 
and that  {A~ } is a totally ordered chain of T-invariant sub-a-algebras of A hav- 
ing the SZ property. If U~ A~ is dense in .4 (in particular if .4 is the completion 
of the a-algebra generated by ~J~ .4~), then .4 has the SZ property. 

P roof .  Let A E .4 with #(A) > 0 and let k, t E N. By Exercise 5.10 there exists 
some ~ and a set B E .4~ such that  

#(A) 
#(AAB)  <_ 4(k + 

Let (Y,.4~, v,S) be the factor determined by .4~. Let 
dccomposition of # over .4(. Let C = {y E B : #y(A) > 1 

This completes the proof of Theorem 5.1.1. 

{#y : y E Y} be the 
1 

2(k+l)t }- 
[] 

Exerc i se  5.11. u(C) > 0. 

Since A~ has the SZ property, there exists some a > 0 having the property 
that  in any thick set E we may find n l , . . . ,  nt E Z such that  F S ( n l , . . . ,  nt) C E 
and 

I]( A T--(ilnN+'"iNnN)C) > 0~" (5 .4 )  

O<_is<_k 
l < s < t  

Let 5 = ~ and let E be any thick set. Find n l , . . . , n t  E Z satisfying (5.4) 
and with F S ( n l , . . .  ,nt) c E. For any 

y E ~'~ T-(ilnl+'"+iNnN)c, 
o<i~<k 
l<_s<t 

#y(T-(ilnl+'"+iNnN)A) > 1 1 - 2(k+l)* for all 0 < is < k, 1 < s < t, whence 

o<%<k 
l<s<t 

1 T-(ilnl+ +iN~N)A) > -~. 

Combining this with (5.4) we get 

0_<i~_<k 
l < s < t  
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5.3 A polynomial  Szemer6di theorem.  

In this section we will prove the following theorem. 

T h e o r e m  5.3.1. (IBM1], [M4].) Assume that  (X, .A,#,T)  is an invertible 
probability measure preserving system, k E N, A E .4 with #(A) > 0, and 
pi(x) C Q[x] are polynomials satisfying pi(Z) c Z and pi(0) = 0, 1 < i < k. 
Then 

N - 1  

lim inf 1 n TPk(n)A) N-M--~oo N - M E ~(A n TPl(~)A n . . .  > O. 
n = M  

This is a uniform version of a special case of the main theorem from [BL1]. 
We obtain it by modifying the proof of Theorem 5.1.1 in several places. First 
off, the following supercedes Theorem 5.1.7. 

T h e o r e m  5.3.2. Suppose an ergodic system (X, .4, #, T) is a weakly mixing 
extension of (Y, B, v, S), and that  p l (x) , . - .  ,pk(x) �9 Q[x] are non-zero, pairwise 
distinct polynomials with p~(Z) C Z and pi(0) = 0, 1 < i < k. Then for any 
f l , " "  ,fk �9 L~~ 

N - 1  k k 

lim -1 E ( H TP~(n)fi - H SP~(n)E(filB)) = O. 
g - M - - ~ o o  N M 

n = M  i = 1  i = 1  

Proof .  The reader is encouraged to review the notion of weight vectors and 
the PET-induction scheme introduced in Section 1.4. First we show that  the 
conclusion holds if the weight vector of P = {Pl (x ) , . . - ,  pk(x)} is (1, 0, 0 , . . . ) .  In 
this case k = 1 and pl(x) = jx  for some non-zero integer j .  We may write f l  as 
the sum of two functions, one of which has zero conditional expectation over/3 
and the other of which is B-measurable, namely f l  = (fl  - E ( f l l / 3 ) ) +  E(flI23). 
Since the conclusion obviously holds when f l  is replaced by E(fllB) (recall 
that  E is idempotent), we need only show that  the conclusion holds when f l  is 
replaced by (fl - E(flIB)), i.e. we may assume without loss of generality that  
E(f l  I B) = 0. What  we must show, then, is that  

N ~  N-~ TJn f l lira = 0. 
N -- M --~ oo 

n =  l~/I 

However, by the uniform mean ergodic theorem (Theorem 5.1.5), 

N - 1  

lim 1 
N - M - - * o o  N - M ~ TJnfl = P fl,  

n = M  
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in norm, where P is the projection onto the set of TJ-invariant functions. Since 
(X, .4, #, T) is a weakly mixing extension of (]I,/3, u, S), and E(f l  IB) = 0, we 
have Pf l  = 0. This completes the minimal weight vector case. 

Suppose now tha t  Q = {p l (x ) , - . .  ,pk(x)} is a family of non-zero, pairwise 
distinct polynomials having zero constant term, and that  the conclusion holds 
for all P with P < Q. Reindexing if necessary, we may assume tha t  1 <__ degpl  ___ 
degp2 _< . . .  _< degpk. Let f a , ' " , f k  E L ~ ( X , A , # ) .  Suppose tha t  E(f~IB ) = 0 
for some a, 1 < a < k. We then must show that  

N - 1  k 

lim -1 E ( H  Tp~(n)fi) : O. 
N-M--*oo N M n=M i = 1  

To see tha t  the supposition is made without loss of generality, consider the 
identity 

k k 

H a i - I I b i  
i = l  i = 1  

= ( a l  - bl)b~ba...bk + aa(a2 - b2)bab4...bk + . . .  + ala2""ak-l(ak -- bk) 

with ai = TP*(~)fi and bi = SPdn)E(fi[B), noting tha t  on the right hand side we 
have a sum of terms each of which has at least one factor with zero expectation 
relative to/3.  

k Tp~(~)fi. We use Lemma 5.1.6. Let xn = rl i=a Then 

N - 1  

lim sup 1 
N-M--*oo N - M ~ (x~, X~+h) r~= M 

(fI )(I1 
(/I 

k 

( H TPi(n+h)-pl(n)-p~(h)(TP'~(h) fi)) d#. 
i = 1  

(5.5) 

For any h E Z let 

Ph = {pi(n) --pl(n):2 < i < k} 

U{p~(n + h) -pa(n) -p~(h):  degpi > 2, 1 < i < k}. 

Ph consist of polynomials with zero constant term. Furthermore,  the equivalence 
class of polynomials in Q with degree and leading coefficient the same as Pl (n) 
has been annihilated in Ph. All other equivalence classes consisting of polynomi- 
als in Q of the same degree as Pl(n) have been preserved (although the leading 
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coefficients of these classes have changed). Equivalence classes of higher degree 
are completely intact. New equivalence classes may exist, but  if so they will be 
of lesser degree than  Pl (n). I t  follows tha t  Ph < Q. We now consider two cases: 

Case 1. degpl  >__ 2. Then degpi _> 2, 1 < i < k, and one may check that  
for all h outside of some finite set, Ph consists of 2k - 1 distinct polynomials. 
For these h, we use our induction hypothesis for the validity of the theorem 
conclusion for the family Ph (utilizing weak convergence only) and continue 
from (5.5): 

N - 1  k 

= l imsup 1 ~--~./ ( I I  ) )  N-M---*oo Y - M E ( f l [ g )  SPi(n)-pl(n)E(fi[g 
n=M i = 2  

k 

( iHl ~Pi(n+h)-pl (n)-pi(h) E(rPi(h) f i[~) d ~ = 0 .  

This since E(fa[B)  = 0. 

Case 2. degpl  = degp2 . . . . .  degpt  = 1 < degpt+l .  (Of course, 
if all the Pi are of degree 1 then t = k and there is no Pt+l.)  In this case 
pl(n + h) - p l ( n )  - pl(h) = 0, and p~(n + h) - pl(n)  - p i ( h )  = p~(n) - p l (n ) ,  
2 < i < t, so that  Ph will consist of 2k - t - 1 elements (again, excepting a finite 
set of h's for which other relations might hold). In this case we write pi(n) = cin, 
1 < i < t, and proceed from (5.5): 

= lim sup -1 E N - 1 /  E(ftTclhf l lB) ( H  SP~(~)-PI(n)E(f~Tc~hfilB)) 
N - M ~  g M . .  

n /V/= i = 2  

k 

li=~t+lSPi(n)-pl(n)E(fil~)SP~(n+h)-pl(n)-p~(h)E(TPi(h) f i l~))  dr. 

If t + 1 < a < k, this is zero. If 1 < a < t, however, it will still be at most 

I111:,112, 
so that ,  by Lemma 5.1.4, 

N - - 1  

D - l i m  lim sup 1 h---*e~ N-M---*oo N - M E (xn, Xn+h} 
n=M 

<--Dh.~m l lE( f~T~'h f~ll3) l l L'(Y,~,v) " H llf'll~ 
l~a 

= 0 .  

In either case, the conclusion to Lemma 5.1.5 says 

N-1 k 
_1 z =o  

g--M---*oo N M n=M i=l 
[] 

The following corollary is what we need. 
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C o r o l l a r y  5.3.3. Suppose that  (X,,4, #, T) is an ergodic measure preserving 
system and denote by (]I, An, ~, S) its maximal distal factor. If for all A �9 A n 
with ~(A) > 0, we have 

N - 1  

lim sup 1 N-M---*oo N -- M E v ( A n  Sm(~)A N ... n SP~(")A) 
n=M 
N 1 

lim sup 1 E / S-pk(n) IA N-M--,~yo N - M  1AS-m(n)IA''" dr' > O, 
n=M 

then for all A �9 A with #(A) > 0, 

N - 1  

lira sup 1 N-M--*oo N - M E #(A ~ Tm(~)A C~ ... fl TPk(n)A) 
n=M 
N--1 

= l i m s u p  ! N M = 

P r o o f .  By Theorem 5.1.3, (X, A, #, T) is either isomorphic to, or is a non-trivial 
weakly mixing extension of, (]I, An, ~,, S). In the former case there is nothing to 
prove, so we assume the latter. If A E A, then for some 5 > 0 we have 

~(As) = ~({y E Y :  #y(A) > 5}) > 0. 

We have E(1AIAn) > 51A~ , SO that  by Theorem 5.3.1 (utilizing only weak con- 
vergence), 

lim sup 1 
N-- M---~rx) N M 

= lim sup - 1 
N-M--,o~ N M 

= I i m  sup 1 
N-M--*oQ N M 

>(~k+ 1 lim sup I 
- -  N--M---~oo N M 

N - 1  

- -  E / 1AT-PI(~)IA "" "T-Pk(n)IA d# 
r~=M 

N - 1  

- -  n~=M f 1A S -m (~) E(1A[An)"" S -vk (") E(1A jan) dr  

N - 1  

- -  ~ / E(1AIAn)S-PI(n)E(1AIAn)... S-Pk(n)E(1AIAn) dr 
n : U  

N--1 

--n~=M/1A~S-Pl(n) IAe'"S-Pk(n)IA~ dL' > 0. 

[] 

According to Corollary 2.5, in order to establish Theorem 0.1 for an arbi- 
t rary system (X, A, #, T), it suffices to establish that  the conclusion holds for its 
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maximal distal factor (X, An, #, T). That  is what we do now, by "polynomializ- 
ing" Section 5.2. 

Recall that  for natural numbers n l , . . - ,  nt, 

F S ( n l , . . . , n t )  = {ni~ + . . .  + n ~  : 1 < m < t, 1 < il < . . .  < i,~ < t}. 

Def in i t i on  5.3.4. Suppose (X, .A, #, T) is an invertible measure preserving 
system and that 13 C .A is a complete T-invariant sub-a-algebra. B is said to 
have the PSZ property if for every A E B with #(A) > 0, t E Z, and polynomials 
p l ( x l , . . ,  x t ) , . . .  , p k ( x l , . . . ,  xt) E Z [x l , . . - ,  xt] having zero constant term, there 
exists 6 > 0 such that  in every thick set E C Z, there exist n l , .  �9 -, nt E Z such 
that F S ( n l , . . . ,  nt) C E and 

#(A A TW(~'""m) A A . . . N Tpk(n~""'n') A) > 6. 

The case t -- 1, in particular, gives some 6 > 0 for which the set 

{n E Z : # ( A n T P l ( n ) A n . . .  nTPk(n)A) > 5} 

is syndetic, which insures that 

N - 1  
1 

lim inf n T pk (n) A) Y-M--~ooN - M  ~ # ( A n T P l ( n ) A n " "  > 0 .  
n = M  

We must of course show that the maximal distal factor of any system has 
the PSZ property. As in Section 5.2, there are two parts to this task. We must 
show that the property passes to both limit and successor ordinals. First we 
handle successor ordinals. 

Theorem 5.3.5. Suppose that (X,A, #, T) is an ergodic measure preserving 
system and that /3 C .4 is a complete, T-invariant sub-a-algebra having the 
PSZ property. If (X, .4, #, T) is a compact extension of the factor (Y,/3, u, S) 
determined by/3, then .A has the PSZ property as well. 

Proof. Suppose that A E J[, #(A) > 0. By Exercise 5.8 we may assume without 
loss of generality that f = IA E AP. Suppose that t, k E N and that 

p l ( X l , ' . . ,  x t ) , . . . ,  p k ( X l , - . . ,  x , )  ~ z [ x l ,  - �9 -,  x,] 

have zero constant term. There exists some c > 0 and a set B E/3, u(B) > 0, 
such that  for all y E B, #y(A) > c. Let e -- X/~k" Since 1A C A P ,  there exist 
functions g l , ' " ,  g~ E L2(X,.A, #) having the property that  for any n E N, and 
a.e. y E Y, there exists s = s(n,y), 1 < s < r, such that  I iTn f -g~ l i y  < c. For 

these numbers r, k, t and polynomials Pi, let w, N E N and 

Q---- { q l ( Y l , ' ' ' , Y N ) , ' ' ' , q w ( Y l , ' ' ' , Y N ) }  

C Z [ y l , " ' , y N ] ,  qi(O,'",O) = 0, 1 < i < w 



150 Chapter  5. Two  Szemer&di Theorems  

r have the proper ty  tha t  for any r-cell parti t ion Q = [-J~=l Ci, there exists i, 
1 < i < r, q �9 Q, and pairwise disjoint subsets S I , " - , S  t C { 1 , . . . , N }  such 
tha t  substi tuting xm = }-~ncSm Y~' 1 < m _ t, we have 

{qW~,""", y N ) , q ( y ~ , . . - ,  yN) - p~ ( ~ , . . . ,  x , ) , . . .  

, q ( y ~ , . - - , ~ N )  - p k r  a c~.  

(This is possible by Corollary 1.8.1.) 
Since B has the PSZ property, there exists ~ > 0 such tha t  for every thick 

set E C Z, there exists U l , ' . . , U N  �9 Z such tha t  F S ( U l , . . . , U N )  C E and 

Let D be the number of ways of choosing t non-empty, pairwise disjoint sets 
S1 , . . .  ,S t  C {1, . . .  ,N} ,  and set 6 = 2~-~D . We want to show tha t  in any thick set 
E C Z there exist n l , . . . , n t  �9 Z such that  F S ( n l , . . . , n t )  C E and 

# ( A n  TP~(n~""'nD A N . . . A TP~(n~""'~) A )  > 5. 

Let E be thick. There exist U l , . . . , u  N E Z such tha t  F S ( u l , . . .  ,UN) C E 
and 

~'(B A sq l (u l "" 'ug )B  N . . . r) s q ~ ( u l " " U g ) B )  > r I. 

Pick any y C ( B  A S q~(~ , ' ,~N)B  N.. �9 N S q~ (~" ' "~N)B) .  Form an r-cell parti t ion 

of Q, Q = [.J[=l C~, by q ~ ( Y l , ' " , Y N )  �9 C~ if and only if s ( q ~ ( u l , " ' , U N ) , y )  = 

i, 1 < a < w. In particular, if q~ �9 Ci then I I T q ~ ( ~ ' " ~ N ) f -  gilly < e. 

For this partition, there exists some i, 1 < i < r, some q �9 Q, and pairwise 
disjoint subsets $ 1 , . . . ,  St  c {1,. �9 N} such that ,  under the substi tution xm = 
X~,~s~ Y~, 1 _< m < t, we have 

{ q ( y , , . . . ,  y N ) , q ( y l , . - . ,  yN) - p 1 r  xt) ,  �9 �9 �9 

,q(Yl,''',YN)-- Pk(Xl,''',Xt)} C Ci. 

In particular,  making the analogous substitutions n,~ = ~ e s ~  Un, 1 <_ rn <_ t, 
we have F S ( n l , . . . ,  nt) C E, and furthermore, we have, setting p 0 ( x l , ' " ,  xt)  = 
0, 

Tq(ul"'"UN)--Pb(~l""'~*) f -- gi Y < e; 0 < b < k. 

Setting ~) = S-q(~I,"' ,~N)y, we have 

T-p~(,~l,...,n~) f _ T-q(~l,...,~,N) gi ~ < e; 0 < b < k. 

In particular, since this holds for b = 0, we have by the triangle inequality 

T - P b ( n l " " ' ~ * ) f -  f 9 < 2e, 1 < b < k. 
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It  follows tha t  

- f i # ~ ( A \ T ~ b ( n l ' " " n d A )  < T-Pb(n ' "" 'n t ) f  < 4e2; 1 < b < k. 

Moreover, ~ E B, so tha t  ## (A) > c, therefore, since e = X//-~-k, 

C 
iz~ ( A n Tm( 'u ' " "m)  A M . . . N TW(n~"  'nd A ) >_ c - 4ke 2 = -~. 

$ 1 , . . . ,  St depend measurably on y, therefore n l , .  �9 �9 nt are measurable functions 
of y defined on the set (B  N sq~(~ ," ,~N)B A . . .  A sq~(~I '" '~N)B) ,  which, recall, 
is of measure greater than  r/. Hence, as there are only D choices possible for 
$ 1 , . . . ,  St,  we may assume tha t  for all y E H,  where H E B satisfies ~(H)  > ~ ,  
n l , . . . ,  nt are constant. For this choice of n l , ' . . ,  nt we have 

. ( A  n n . . .  n >__ > = 5. 

[] 

P l ( X l , ' ' ' , 2 C t ) , ' ' ' , p k ( X l , ' ' ' , Z t )  C Z[Xl , ' ' ' ,Xt ]  

are polynomials with zero constant term. There exists ~ and B E .4~ such tha t  

# ( ( A \ B )  U ( B \ A ) )  < - -  
#(A) 

4(k + 1)" 

Let f dp = f y  f x  d#yd~,(y) be the decomposition of the measure # over the 
factor .4~. Let C = {y E B : py(A) > 1 2(k~-1)}" I t  is easy to see that  

~(C) > 0. Since .4~ has the PSZ property, there exists some a > 0 having 
the property tha t  in any thick set E we may find n l , . ' . , n t  C Z such that  
F S ( n l , . . . , n t )  C E and 

I -1 (6  [ ' 1 S P l ( r ~ l ' " " n t ) C  n . . . ~~ S P k ( r ~ l " ' " n t ) c )  > OL. (5.6) 

Set 5 = g a and let E be any thick set. Find nl,  .- �9 , n t  C Z s a t i s f y i n g  (5 .6 )  and 

with F S ( n l , .  . . ,  nt)  C E.  For any y C (CQSpl (n l " ' "~dCN "" "ASPk('~I"'"~')C) we 

Next we handle passage to limit ordinals. 

P r o p o s i t i o n  5.3.6.  Suppose that  (X,.4,  #, T) is a measure preserving system 
and tha t  .4~ is a totally ordered chain of sub-(r-algebras of .4 having the PSZ 
property. If U~ .4~ is dense in .4, tha t  is, if .4 is the completion of the a-algebra 
generated by [.J~ .4~, then .4 has the PSZ property. 

P r o o f .  Suppose A E .4, #(A) > 0, t, k C N,  and tha t  
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have #y(A), #y(TPI(nI"-'nOA),. .. , #y(T pk('~'',nOA) all not less than 1 - 
from which it follows that  

l 
I~Y(AnTPl(~""'nOA) ~ " "  n TP~(~'""'nSA) -> 2" 

Therefore, 

#(A 0 TPl(nl'""nO A) n 

Two Szemerddi Theorems 

1 
2 ( k + l )  ' 

[] 

Exerc i se  5.12. By pasting together the pieces, complete the argument for the 
proof of Theorem 5.3.1. 

c~ 
"" C I T p k ( n l " " ' n O A  > 2 
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