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## Preface to the First Edition

The semigroup operation defined on a discrete semigroup $(S, \cdot)$ has a natural extension, also denoted by $\cdot$, to the Stone-Čech compactification $\beta S$ of $S$. Under the extended operation, $\beta S$ is a compact right topological semigroup with $S$ contained in its topological center. That is, for each $p \in \beta S$, the function $\rho_{p}: \beta S \rightarrow \beta S$ is continuous and for each $s \in S$, the function $\lambda_{s}: \beta S \rightarrow \beta S$ is continuous, where $\rho_{p}(q)=q \cdot p$ and $\lambda_{s}(q)=s \cdot q$.

In Part I of this book, assuming only the mathematical background standardly provided in the first year of graduate school, we develop the basic background information about compact right topological semigroups, the Stone-Čech compactification of a discrete space, and the extension of the semigroup operation on $S$ to $\beta S$. In Part II, we study in depth the algebra of the semigroup ( $\beta S, \cdot$ ) and in Part III present some of the powerful applications of the algebra of $\beta S$ to the part of combinatorics known as Ramsey Theory. We conclude in Part IV with connections with Topological Dynamics, Ergodic Theory, and the general theory of semigroup compactifications.

The study of the semigroup ( $\beta S, \cdot$ ) has interested several mathematicians since it was first defined in the late 1950s. As a glance at the bibliography will show, a large number of research papers have been devoted to its properties.

There are several reasons for an interest in the algebra of $\beta S$.
It is intrinsically interesting as being a natural extension of $S$ which plays a special role among semigroup compactifications of $S$. It is the largest possible compactification of this kind: If $T$ is a compact right topological semigroup, $\varphi$ is a continuous homomorphism from $S$ to $T, \varphi[S]$ is dense in $T$, and $\lambda_{\varphi(s)}$ is continuous for each $s \in S$, then $T$ is a quotient of $\beta S$.

We believe that $\beta \mathbb{N}$ is interesting and challenging for its own sake, as well as for its applications. Although it is a natural extension of the most familiar of all semigroups, it has an algebraic structure of extraordinary complexity, which is constantly surprising. For example, $\beta \mathbb{N}$ contains many copies of the free group on $2^{\mathfrak{c}}$ generators [244]. Algebraic questions about $\beta \mathbb{N}$ which sound deceptively simple have remained unsolved for many years. It is, for instance, not known whether $\beta \mathbb{N}$ contains any elements of finite order, other than idempotents. And the corresponding question about the existence of nontrivial finite groups was only very recently answered by Y. Zelenyuk. (His negative answer is presented in Chapter 7.)

The semigroup $\beta S$ is also interesting because of its applications to combinatorial number theory and to topological dynamics.

Algebraic properties of $\beta S$ have been a useful tool in Ramsey theory. Results in Ramsey Theory have a twin beauty. On the one hand they are representatives of
pure mathematics at its purest: simple statements easy for almost anyone to understand (though not necessarily to prove). On the other hand, the area has been widely applied from its beginning. In fact a perusal of the titles of several of the original papers reveals that many of the classical results were obtained with applications in mind. (Hilbert's Theorem - Algebra; Schur's Theorem - Number Theory; Ramsey's Theorem - Logic; the Hales-Jewett Theorem - Game Theory).

The most striking example of an application of the algebraic structure of $\beta S$ to Ramsey Theory is perhaps provided by the Finite Sums Theorem. This theorem says that whenever $\mathbb{N}$ is partitioned into finitely many classes (or in the terminology common within Ramsey Theory, is finitely colored), there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ with $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ contained in one class (or monochrome). (Here $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)=$ $\left\{\sum_{n \in F} x_{n}: F\right.$ is a finite nonempty subset of $\left.\mathbb{N}\right\}$.) This theorem had been an open problem for some decades, even though several mathematicians (including Hilbert) had worked on it. Although it was initially proved without using $\beta \mathbb{N}$, the first proof given was one of enormous complexity.

In 1975 F. Galvin and S. Glazer provided a brilliantly simple proof of the Finite Sums Theorem using the algebraic structure of $\beta \mathbb{N}$. Since this time numerous strong combinatorial results have been obtained using the algebraic structure of $\beta S$, where $S$ is an arbitrary discrete semigroup. In the process, more detailed knowledge of the algebra of $\beta S$ has been obtained.

Other famous combinatorial theorems, such as van der Waerden's Theorem or Rado's Theorem, have elegant proofs based on the algebraic properties of $\beta \mathbb{N}$. These proofs have in common with the Finite Sums Theorem the fact that they were initially established by combinatorial methods. A simple extension of the Finite Sums Theorem was first established using the algebra of $\beta \mathbb{N}$. This extension says that whenever $\mathbb{N}$ is finitely colored there exist sequences $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \mathrm{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)$ is monochrome, where $\mathrm{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)=\left\{\prod_{n \in F} y_{n}: F\right.$ is a finite nonempty subset of $\mathbb{N}\}$. This combined additive and multiplicative result was first proved in 1975 using the algebraic structure of $\beta \mathbb{N}$ and it was not until 1993 that an elementary proof was found.

Other fundamental results have been established for which it seems unlikely that elementary proofs will be found. Among such results is a density version of the Finite Sums Theorem, which says roughly that the sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ whose finite sums are monochrome can be chosen inductively in such a way that at each stage of the induction the set of choices for the next term has positive upper density. Another such result is the Central Set Theorem, which is a common generalization of many of the basic results of Ramsey Theory. Significant progress continues to be made in the combinatorial applications.

The semigroup $\beta S$ also has applications in topological dynamics. A semigroup $S$ of continuous functions acting on a compact Hausdorff space $X$ has a closure in $X_{X}$ (the space of functions mapping $X$ to itself with the product topology), which is a
compact right topological semigroup. This semigroup, called the enveloping semigroup, was first studied by R. Ellis [134]. It is always a quotient of the Stone-Čech compactification $\beta S$, as is every semigroup compactification of $S$, and is, in some important cases, equal to $\beta S$. In this framework, the algebraic properties of $\beta S$ have implications for the dynamical behavior of the system.

The interaction with topological dynamics works both ways. Several notions which originated in topological dynamics, such as syndetic and piecewise syndetic sets, are important in describing the algebraic structure of $\beta S$. For example, a point $p$ of $\beta S$ is in the closure of the smallest ideal of $\beta S$ if and only if for every neighborhood $U$ of $p, U \cap S$ is piecewise syndetic.

This last statement can be made more concise when one notes the particular construction of $\beta S$ that we use. That is, $\beta S$ is the set of all ultrafilters on $S$, the principal ultrafilters being identified with the points of $S$. Under this construction, any point $p$ of $\beta S$ is precisely $\{U \cap S: U$ is a neighborhood of $p\}$. Thus $p$ is in the closure of the smallest ideal of $\beta S$ if and only if every member of $p$ is piecewise syndetic.

In this book, we develop the algebraic theory of $\beta S$ and present several of its combinatorial applications. We assume only that the reader has had graduate courses in algebra, analysis, and general topology as well as a familiarity with the basic facts about ordinal and cardinal numbers. In particular we develop the basic structure of compact right topological semigroups and provide an elementary construction of the Stone-Čech compactification of a discrete space.

With only three exceptions, this book is self contained for those with that minimal background. The three cases where we appeal to non elementary results not proved here are Theorem 6.36 (due to M. Rudin and S. Shelah) which asserts the existence of a collection of $2^{\mathfrak{c}}$ elements of $\beta \mathbb{N}$ no two of which are comparable in the Rudin-Keisler order, Theorem 12.37 (due to S. Shelah) which states that the existence of P-points in $\beta \mathbb{N} \backslash \mathbb{N}$ cannot be established in ZFC, and Theorem 20.13 (due to H. Furstenberg) which is an ergodic theoretic result that we use to derive Szemerédi's Theorem.

All of our applications involve Hausdorff spaces, so we will be assuming throughout, except in Chapter 7, that all hypothesized topological spaces are Hausdorff.

The first five chapters are meant to provide the basic preliminary material. The concepts and theorems given in the first three of these chapters are also available in other books. The remaining chapters of the book contain results which, for the most part, can only be found in research papers at present, as well as several previously unpublished results.

Notes on the historical development are given at the end of each chapter.
Let us make a few remarks about organization. Chapters are numbered consecutively throughout the book, regardless of which of the four parts of the book contains them. Lemmas, theorems, corollaries, examples, questions, comments, and remarks are numbered consecutively in one group within chapters (so that Lemma 2.4 will
be found after Theorem 2.3, for example). There is no logical distinction between a theorem and a remark. The difference is that proofs are never included for remarks. Exercises come at the end of sections and are numbered consecutively within sections.

The authors would like to thank Andreas Blass, Karl Hofmann, Paul Milnes, and Igor Protasov for much helpful correspondence and discussions. Special thanks go to John Pym for a careful and critical reading of an early version of the manuscript. The authors also wish to single out Igor Protasov for special thanks, as he has contributed several new theorems to the book. They would like to thank Arthur Grainger, Amir Maleki, Dan Tang, Elaine Terry, and Wen Jin Woan for participating in a seminar where much of the material in this book was presented, and David Gunderson for presenting lectures based on the early material in the book. Acknowledgement is also due to our collaborators whose efforts are featured in this book. These collaborators include John Baker, Vitaly Bergelson, John Berglund, Andreas Blass, Dennis Davenport, Walter Deuber, Ahmed El-Mabhouh, Hillel Furstenberg, Salvador GarcíaFerreira, Yitzhak Katznelson, Jimmie Lawson, Amha Lisan, Imre Leader, Hanno Lefmann, Amir Maleki, Jan van Mill, Paul Milnes, John Pym, Petr Simon, Benjamin Weiss, and Wen-jin Woan.

The authors would like to acknowledge support of a conference on the subject of this book in March of 1997 by DFG Sonderforschungsbereich 344, Diskrete Strukturen in der Mathematik, Universität Bielefeld, and they would like to thank Walter Deuber for organizing this conference. Both authors would like to thank the EPSRC (UK) for support of a visit and the first author acknowledges support received from the National Science Foundation (USA) under grant DMS 9424421 during the preparation of this book.

Finally, the authors would like to thank their spouses, Audrey and Ed, for their patience throughout the writing of this book as well as hospitality extended to each of us during visits with the other.

## Preface to the Second Edition

In the fourteen years since the publication of the first edition, research in the algebraic theory of the Stone-Čech compactification of a discrete semigroup has been very active. (We have added more than 165 research papers to the bibliography.) In this edition we have added several of the more accessible results that have been established during this time. These include six new sections, namely 1.1.1, 4.5, 7.4, 9.5, 14.6, and 15.6. They also include more than 50 new lemmas and theorems. In addition, many typographical errors have been corrected, and the notes at the end of chapters have been extended.

The first edition has been widely cited in the mathematical literature, and we have been very concerned with maintaining its value as a reference. Accordingly, with two exceptions, any results in the second edition that share a number with a result from the first edition are either identical with that result or trivially imply the result from the first edition. (The two exceptions are Lemmas 12.40 and 12.41 which are technical lemmas replacing earlier technical lemmas which we do not feel are of independent interest.) New material that has been inserted before the old end of chapter receives a new number of the form x.y.z where the number x.y is the item from the first edition that immediately precedes it. For example in between Definition 14.14 and Theorem 14.15 from the first edition come a definition and eight lemmas and theorems numbered 14.14.1 through 14.14.9.

In some cases, we have had to move results earlier in the text because newly inserted material needed these results. For example, Lemma 6.6 was needed for new material which fit naturally in Chapter 5 so it became Lemma 5.19.1. We also kept Lemma 6.6 in its place and simply cited Lemma 5.19.1 for its proof. We do not, however, repeat definitions which we have been forced to move earlier in the text. In those cases, the number associated with the definition in the first edition is simply omitted.

We have added one more result, namely Theorem 17.35.1, to the three results in the first edition which we use but do not prove.

In the preface to the first edition, we said that we thought it unlikely that an elementary proof of the dense Finite Sums Theorem would be found. However, H. Towsner has recently discovered such a proof [378].

The first author acknowledges support received from the National Science Foundation (USA) via grant DMS-0852512 during the preparation of this revision.

## Notation

We write $\mathbb{N}$ for the set $\{1,2,3, \ldots\}$ of positive integers and $\omega=\{0,1,2, \ldots\}$ for the nonnegative integers. Also $\omega$ is the first infinite ordinal, and thus the first infinite cardinal. Each ordinal is the set of all smaller ordinals.

$$
\begin{aligned}
& \mathbb{R}^{+}=\{x \in \mathbb{R}: x>0\} \\
& \mathbb{Q}^{+}=\{x \in \mathbb{Q}: x>0\} .
\end{aligned}
$$

Given a function $f$ and a set $A$ contained in the domain of $f$, we write

$$
f[A]=\{f(x): x \in A\}
$$

and given any set $B$ we write

$$
f^{-1}[B]=\{x \in \operatorname{Domain}(f): f(x) \in B\}
$$

Given a set $A, \mathscr{P}_{f}(A)=\{F: \emptyset \neq F \subseteq A$ and $F$ is finite $\}$.
Definitions of additional unfamiliar notation can be located by way of the index.
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## Part I

## Background Development

## Chapter 1

## Semigroups and Their Ideals

We assume that the reader has had an introductory modern algebra course. This assumption is not explicitly used in this chapter beyond the fact that we expect a certain amount of mathematical maturity.

### 1.1 Semigroups

Definition 1.1. A semigroup is a pair $(S, *)$ where $S$ is a nonempty set and $*$ is a binary associative operation on $S$.

Formally a binary operation on $S$ is a function $*: S \times S \rightarrow S$ and the operation is associative if and only if $*(*(x, y), z)=*(x, *(y, z))$ for all $x, y$, and $z$ in $S$. However, we customarily write $x * y$ instead of $*(x, y)$ so the associativity requirement becomes the more familiar $(x * y) * z=x *(y * z)$. The statement that $*: S \times S \rightarrow S$, i.e., that $x * y \in S$ whenever $x, y \in S$ is commonly referred to by saying that " $S$ is closed under $*$ ".

Example 1.2. Each of the following is a semigroup:
(a) $(\mathbb{N},+)$.
(b) $(\mathbb{N}, \cdot)$.
(c) $(\mathbb{R},+)$.
(d) $(\mathbb{R}, \cdot)$.
(e) $(\mathbb{R} \backslash\{0\}, \cdot)$.
(f) $\left(\mathbb{R}^{+},+\right)$.
(g) $\left(\mathbb{R}^{+}, \cdot\right)$.
(h) $(\mathbb{N}, \vee)$, where $x \vee y=\max \{x, y\}$.
(i) $(\mathbb{N}, \wedge)$, where $x \wedge y=\min \{x, y\}$.
(j) $(\mathbb{R}, \wedge)$.
(k) $(S, *)$, where $S$ is any nonempty set and $x * y=y$ for all $x, y \in S$.
(l) $(S, *)$, where $S$ is any nonempty set and $x * y=x$ for all $x, y \in S$.
(m) $(S, *)$, where $S$ is any nonempty set and $a \in S$ and $x * y=a$ for all $x, y \in S$.
(n) $\left(X_{X}, \circ\right)$, where $X_{X}=\{f: f: X \rightarrow X\}$ and $\circ$ represents the composition of functions.

The semigroups of Example $1.2(\mathrm{k})$ and (1) are called respectively right zero and left zero semigroups.

An important class of semigroups are the free semigroups. These require a more detailed explanation.

Definition 1.3. Let $A$ be a nonempty set. The free semigroup on the alphabet $A$ is the set $S=\{f: f$ is a function and range $(f) \subseteq A$ and there is some $n \in \mathbb{N}$ such that domain $(f)=\{0,1, \ldots, n-1\}\}$. Given $f$ and $g$ in $S$, the operation (called concatenation) is defined as follows. Assume domain $(f)=\{0,1, \ldots, n-1\}$ and domain $(g)=\{0,1, \ldots, m-1\}$. Then domain $(f \frown g)=\{0,1, \ldots, m+n-1\}$ and given $i \in\{0,1, \ldots, m+n-1\}$,

$$
f \frown g= \begin{cases}f(i) & \text { if } i<n \\ g(i-n) & \text { if } i \geq n\end{cases}
$$

The free semigroup with identity on the alphabet $A$ is $S \cup\{\emptyset\}$ where $S$ is the free semigroup on the alphabet $A$. Given $f \in S \cup\{\emptyset\}$ one defines $f \frown \emptyset=\emptyset \subset f=f$.

One usually refers to the elements of a free semigroup as words and writes them by listing the values of the function in order. The length of a word is $n$ where the domain of the word is $\{0,1, \ldots, n-1\}$ (and the length of $\emptyset$ is 0 ). Thus if $A=\{2,4\}$ and $f=\{(0,4),(1,2),(2,2)\}$ (so that the length of $f$ is 3 and $f(0)=4, f(1)=2$, and $f(2)=2$ ), then one represents $f$ as 422 . Furthermore given the "words" 422 and 24424 , one has $422 \sim 24424=42224424$.

We leave to the reader the routine verification of the fact that concatenation is associative, so that the free semigroup is a semigroup.

Definition 1.4. Let $(S, *)$ and $(T, \cdot)$ be semigroups.
(a) A homomorphism from $S$ to $T$ is a function $\varphi: S \rightarrow T$ such that $\varphi(x * y)=$ $\varphi(x) \cdot \varphi(y)$ for all $x, y \in S$.
(b) An isomorphism from $S$ to $T$ is a homomorphism from $S$ to $T$ which is both one-to-one and onto $T$.
(c) The semigroups $S$ and $T$ are isomorphic if and only if there exists an isomorphism from $S$ to $T$. If $S$ and $T$ are isomorphic we write $S \approx T$.
(d) An anti-homomorphism from $S$ to $T$ is a function $\varphi: S \rightarrow T$ such that $\varphi(x *$ $y)=\varphi(y) \cdot \varphi(x)$ for all $x, y \in S$.
(e) An anti-isomorphism from $S$ to $T$ is an anti-homomorphism from $S$ to $T$ which is both one-to-one and onto $T$.
(f) The semigroups $S$ and $T$ are anti-isomorphic if and only if there exists an antiisomorphism from $S$ to $T$.

Clearly, the composition of two homomorphisms, if it exists, is also a homomorphism. The reader who is familiar with the concept of a category will recognize that there is a category of semigroups, in which the objects are semigroups and the morphisms are homomorphisms.

The free semigroup $S$ on the alphabet $A$ has the following property. Suppose that $T$ is an arbitrary semigroup and that $g: A \rightarrow T$ is any mapping. Then there is a unique homomorphism $h: S \rightarrow T$ with the property that $h(a)=g(a)$ for every $a \in A$. (The proof of this assertion is Exercise 1.1.1.)

Definition 1.5. Let $(S, *)$ be a semigroup and let $a \in S$.
(a) The element $a$ is a left identity for $S$ if and only if $a * x=x$ for every $x \in S$.
(b) The element $a$ is a right identity for $S$ if and only if $x * a=x$ for every $x \in S$.
(c) The element $a$ is a two sided identity (or simply an identity) for $S$ if and only if $a$ is both a left identity and a right identity.

Note that in a "free semigroup with identity" the element $\emptyset$ is a two sided identity (so the terminology is appropriate).

Note also that in a left zero semigroup, every element is a right identity and in a right zero semigroup, every element is a left identity. On the other hand we have the following simple fact.

Remark 1.6. Let $(S, *)$ be a semigroup. If $e$ is a left identity for $S$ and $f$ is a right identity for $S$, then $e=f$. In particular, a semigroup can have at most one two sided identity.

Given a collection of semigroups $\left\langle\left(S_{i}, *_{i}\right)\right\rangle_{i \in I}$, the Cartesian product $\times_{i \in I} S_{i}$ is naturally a semigroup with the coordinatewise operations.

Definition 1.7. (a) Let $\left\langle\left(S_{i}, *_{i}\right)\right\rangle_{i \in I}$ be an indexed family of semigroups and let $S=\times_{i \in I} S_{i}$. With the operation $*$ defined by $(\vec{x} * \vec{y})_{i}=x_{i} *_{i} y_{i}$, the semigroup $(S, *)$ is called the direct product of the semigroups $\left(S_{i}, *_{i}\right)$.
(b) Let $\left\langle\left(S_{i}, *_{i}\right)\right\rangle_{i \in I}$ be an indexed family of semigroups where each $S_{i}$ has a two sided identity $e_{i}$. Then the direct sum of the semigroups $\left(S_{i}, *_{i}\right)$ is $\bigoplus_{i \in I} S_{i}=$ $\left\{\vec{x} \in \times_{i \in I} S_{i}:\left\{i \in I: x_{i} \neq e_{i}\right\}\right.$ is finite $\}$.

We leave to the reader the easy verification that the direct product operation is associative as well as the verification that if $\vec{x}, \vec{y} \in \bigoplus_{i \in I} S_{i}$, then $\vec{x} * \vec{y} \in \bigoplus_{i \in I} S_{i}$.

Definition 1.8. Let $(S, *)$ be a semigroup and let $a, b, c \in S$.
(a) The element $c$ is a left $a$-inverse for $b$ if and only if $c * b=a$.
(b) The element $c$ is a right $a$-inverse for $b$ if and only if $b * c=a$.
(c) The element $c$ is an $a$-inverse for $b$ if and only if $c$ is both a left $a$-inverse for $b$ and a right $a$-inverse for $b$.

The terms left a-inverse, right a-inverse, and $a$-inverse are usually replaced by left inverse, right inverse, and inverse respectively. We introduce the more precise notions because one may have many left or right identities.

Definition 1.9. A group is a pair $(S, *)$ such that
(a) $(S, *)$ is a semigroup and
(b) There is an element $e \in S$ such that
(i) $e$ is a left identity for $S$ and
(ii) for each $x \in S$ there exists $y \in S$ such that $y$ is a left $e$-inverse for $x$.

Theorem 1.10. Let $(S, *)$ be a semigroup. The following statements are equivalent:
(a) $(S, *)$ is a group.
(b) There is a two sided identity e for $S$ with the property that for each $x \in S$ there is some $y \in S$ such that $y$ is a (two sided) e-inverse for $x$.
(c) There is a left identity for $S$ and given any left identity $e$ for $S$ and any $x \in S$ there is some $y \in S$ such that $y$ is a left e-inverse for $x$.
(d) There is a right identity e for $S$ such that for each $x \in S$ there is some $y \in S$ such that $y$ is a right e-inverse for $x$.
(e) There is a right identity for $S$ and given any right identity e for $S$ and any $x \in S$ there is some $y \in S$ such that $y$ is a right e-inverse for $x$.

Proof. (a) implies (b). Pick $e$ as guaranteed by Definition 1.9. We show first that any element has an $e$-inverse, so let $x \in S$ be given and let $y$ be a left $e$-inverse for $x$. Let $z$ be a left $e$-inverse for $y$. Then $x * y=e *(x * y)=(z * y) *(x * y)=$ $z *(y *(x * y))=z *((y * x) * y)=z *(e * y)=z * y=e$, so $y$ is also a right $e$-inverse for $x$ as required.

Now we show that $e$ is a right identity for $S$, so let $x \in S$ be given. Pick an $e$-inverse $y$ for $x$. Then $x * e=x *(y * x)=(x * y) * x=e * x=x$.
(b) implies (c). Pick $e$ as guaranteed by (b). Given any left identity $f$ for $S$ we have by Remark 1.6 that $e=f$ so every element of $S$ has a left $f$-identity.

That (c) implies (a) is trivial.
The implications (d) implies (b), (b) implies (e), and (e) implies (d) follow now by left-right switches, the details of which form Exercise 1.1.2.

In the proof that (a) implies (b) above we explicitly showed each use of associativity. It is common to not show such uses so that the equalities $x * y=e *(x * y)=$ $(z * y) *(x * y)=z *(y *(x * y))=z *((y * x) * y)=z *(e * y)=z * y=e$ become $x * y=e * x * y=z * y * x * y=z * e * y=z * y=e$.

In a right zero semigroup $S$ (Example $1.2(\mathrm{k})$ ) every element is a left identity and given any left identity $e$ and any $x \in S, e$ is a right $e$-inverse for $x$. This is essentially
the only example of this phenomenon. That is, we shall see in Theorem 1.40 that any semigroup with a left identity $e$ such that every element has a right $e$-inverse is the Cartesian product of a group with a right zero semigroup. In particular we see that if a semigroup has a unique left identity $e$ and every element has a right $e$-inverse, then the semigroup is a group.

In the semigroup $(\mathbb{N}, \vee), 1$ is the unique identity and the only element with an inverse.

When dealing with arbitrary semigroups it is customary to denote the operation by $\cdot$. Furthermore, given a semigroup $(S, \cdot)$ one customarily writes $x y$ in lieu of $x \cdot y$. We shall now adopt these conventions. Accordingly, from this point on, when we write "Let $S$ be a semigroup" we mean "Let $(S, \cdot)$ be a semigroup" and when we write " $x y$ " we mean " $x \cdot y$ ".

Definition 1.11. Let $S$ be a semigroup.
(a) $S$ is commutative if and only if $x y=y x$ for all $x, y \in S$.
(b) The center of $S$ is $\{x \in S$ : for all $y \in S, x y=y x\}$.
(c) Given $x \in S, \lambda_{x}: S \rightarrow S$ is defined by $\lambda_{x}(y)=x y$.
(d) Given $x \in S, \rho_{x}: S \rightarrow S$ is defined by $\rho_{x}(y)=y x$.
(e) $L(S)=\left\{\lambda_{x}: x \in S\right\}$.
(f) $R(S)=\left\{\rho_{x}: x \in S\right\}$.

Remark 1.12. Let $S$ be a semigroup. Then $(L(S), \circ)$ and $(R(S), \circ)$ are semigroups.
Since our semigroups are not necessarily commutative we need to specify what we mean by $\prod_{i=1}^{n} x_{i}$. There are 2 reasonable interpretations (and $n!-2$ unreasonable ones). We choose it to mean the product in increasing order of indices because that is the order that naturally arises in our applications of right topological semigroups. More formally we have the following.

Definition 1.13. Let $S$ be a semigroup. We define $\prod_{i=1}^{n} x_{i}$ for $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subseteq S$ inductively on $n \in \mathbb{N}$.
(a) $\prod_{i=1}^{1} x_{i}=x_{1}$.
(b) Given $n \in \mathbb{N}, \prod_{i=1}^{n+1} x_{i}=\left(\prod_{i=1}^{n} x_{i}\right) \cdot x_{n+1}$.

Definition 1.14. Let $S$ be a semigroup.
(a) An element $x \in S$ is right cancelable if and only if whenever $y, z \in S$ and $y x=z x$, one has $y=z$.
(b) An element $x \in S$ is left cancelable if and only if whenever $y, z \in S$ and $x y=x z$, one has $y=z$.
(c) $S$ is right cancellative if and only if every $x \in S$ is right cancelable.
(d) $S$ is left cancellative if and only if every $x \in S$ is left cancelable.
(e) $S$ is cancellative if and only if $S$ is both left cancellative and right cancellative.

Theorem 1.15. Let $S$ be a semigroup.
(a) The function $\lambda: S \rightarrow L(S)$ is a homomorphism onto $L(S)$.
(b) The function $\rho: S \rightarrow R(S)$ is an anti-homomorphism onto $R(S)$.
(c) If $S$ is right cancellative, then $S$ and $L(S)$ are isomorphic.
(d) If $S$ is left cancellative, then $S$ and $R(S)$ are anti-isomorphic.

Proof. (a) Given $x, y$, and $z$ in $S$ one has $\left(\lambda_{x} \circ \lambda_{y}\right)(z)=\lambda_{x}(y z)=x(y z)=$ $(x y) z=\lambda_{x y}(z)$ so $\lambda_{x} \circ \lambda_{y}=\lambda_{x y}$.
(c) This is part of Exercise 1.1.4.

The proofs of (b) and (d) are left-right switches of the proofs of (a) and (c).
Right cancellation is a far stronger requirement than is needed to have $S \approx L(S)$. See Exercise 1.1.4.

Exercise 1.1.1. Let $S$ be the free semigroup on the alphabet $A$ and let $T$ be an arbitrary semigroup. Assume that $g: A \rightarrow T$ is any mapping. Prove that there is a unique homomorphism $h: S \rightarrow T$ with the property that $h(a)=g(a)$ for every $a \in A$.

Exercise 1.1.2. Prove that statements (b), (d), and (e) of Theorem 1.10 are equivalent.
Exercise 1.1.3. Prove that, in the semigroup ( $X_{X}$, o), the left cancelable elements are the injective functions and the right cancelable elements are the surjective functions.

Exercise 1.1.4. (a) Prove Theorem 1.15 (c).
(b) Give an example of a semigroup $S$ which is not right cancellative such that $S \approx L(S)$.

Exercise 1.1.5. Let $S$ be a right cancellative semigroup and let $a \in S$. Prove that if there is some $b \in S$ such that $a b=b$, then $a$ is a right identity for $S$.

Exercise 1.1.6. Prove that "if $S$ does not have an identity, one may be adjoined" (and in fact one may be adjoined even if $S$ already has an identity). That is, Let $S$ be a semigroup and let $e$ be an element not in $S$. Define an operation $*$ on $S \cup\{e\}$ by $x * y=x y$ if $x, y \in S$ and $x * e=e * x=x$. Prove that $(S \cup\{e\}, *)$ is a semigroup with identity $e$. (Note that if $S$ has an identity $f$, it is no longer the identity of $S \cup\{e\}$.)

Exercise 1.1.7. Suppose that $S$ is a cancellative semigroup which does not have an identity. Prove that an identity can be adjoined to $S$ so that the extended semigroup is also cancellative.

Exercise 1.1.8. Let $S$ be a commutative cancellative semigroup. We define a relation $\equiv$ on $S \times S$ by stating that $(a, b) \equiv(c, d)$ if and only if $a d=b c$. Prove that this is an equivalence relation. Let $\overline{(a, b)}$ denote the equivalence class which contains the element $(a, b) \in S \times S$, and let $G$ denote the set of all these equivalence classes. We define a binary relation $\cdot$ on $G$ by stating that $\overline{(a, b)} \cdot \overline{(c, d)}=\overline{(a c, b d)}$. Prove that this is well defined, that $(G, \cdot)$ is a group and that it contains an isomorphic copy of $S$. (The group $G$ is called the group of quotients of $S$. If $S=(\mathbb{N},+), G=(\mathbb{Z},+)$; if $S=(\mathbb{N}, \cdot), G=\left(\mathbb{Q}^{+}, \cdot\right)$, where $\mathbb{Q}^{+}=\{x \in \mathbb{Q}: x>0\}$.)

### 1.1.1 Partial Semigroups

We deal in this sections with sets which have operations defined only on some of their pairs, either because the operation is only naturally defined under certain conditions or because it is only well behaved under certain conditions.

Definition 1.15.1. Let $S$ be a nonempty set. A partial multiplication on $S$ is a function $*$ taking a subset $D$ of $S \times S$ to $S$. As usual, we write $x * y$ for the value of the function at $(x, y)$. Given $x, y \in S$, we say that $x * y$ is defined if and only if $(x, y) \in D$.

Definition 1.15.2. A partial semigroup is a pair $(S, *)$ such that $*$ is a partial multiplication on $S$ and for all $x, y, z \in S, x *(y * z)=(x * y) * z$ in the sense that, if either side is defined, then so is the other, and they are equal.

Of course, any semigroup is a partial semigroup.
Example 1.15.3. Each of the following is a partial semigroup:
(a) $\left(\mathscr{P}_{f}(X), *\right)$ where $X$ is a nonempty set and for $F, G \in \mathscr{P}_{f}(X), F * G=F \cup G$ is defined if and only if $F \cap G=\emptyset$. (That is, the domain of $*$ is $\{(F, G) \in$ $\left.\left.\mathcal{P}_{f}(X) \times \mathcal{P}_{f}(X): F \cap G=\emptyset\right\}.\right)$
(b) $\left(\mathscr{P}_{f}(\omega), \diamond\right)$ where for $F, G \in \mathscr{P}_{f}(\omega), F \diamond G=F \cup G$ is defined if and only if $\max F<\min G$.
(c) $(T, *)$ where $T$ is the set of functions whose domain is in $\mathscr{P}_{f}(\omega)$ and whose range is contained in a given nonempty set $A$ and $f * g=f \cup g$ is defined if and only if $\operatorname{dom}(f) \cap \operatorname{dom}(g)=\emptyset$.
(d) $(T, *)$ where $T$ is as in (c) and $f * g=f \cup g$ is defined if and only if $\max \operatorname{dom}(f)<\min \operatorname{dom}(g)$.
(e) $(\mathcal{M}, \cdot)$ where $\mathcal{M}$ is the set of finite matrices with entries from $\mathbb{R}$ and $\cdot$ is the usual multiplication of matrices.

Notice the difference between examples (a) and (c). In the first case $F \cup G$ makes sense, even if $F \cap G \neq \emptyset$. In the second case, $f \cup g$ is not guaranteed to be a function if $\operatorname{dom}(f) \cap \operatorname{dom}(g) \neq \emptyset$.

Definition 1.15.4. Let $(S, *)$ and $(T, \diamond)$ be partial semigroups. A partial semigroup homomorphism from $S$ to $T$ is a function $f: S \rightarrow T$ such that for all $x, y \in S$, if $x * y$ is defined then $f(x) \diamond f(y)$ is defined and $f(x * y)=f(x) \diamond f(y)$.

Remark 1.15.5. Define the function $f: \mathcal{P}_{f}(\omega) \rightarrow \mathbb{N}$ by $f(F)=\sum_{t \in F} 2^{t}$. Then $f$ is not a homomorphism from the semigroup $\left(\mathcal{P}_{f}(\omega), \cup\right)$ to $(\mathbb{N},+)$ but it is a partial semigroup homomorphism from each of the partial semigroups $\left(\mathcal{P}_{f}(\omega), *\right)$ and $\left(\mathcal{P}_{f}(\omega), \diamond\right)$ to $(\mathbb{N},+)$, where $*$ and $\diamond$ are defined as in Example 1.15.3 (a) and (b).

We shall see in Chapter 4 that under a certain minimal condition which we now introduce, the Stone-Čech compactification of $S$ can yield useful information about the partial semigroup $(S, *)$.

Definition 1.15.6. Let $(S, *)$ be a partial semigroup.
(a) For $F \in \mathscr{P}_{f}(S), \sigma(F)=\{y \in S: x * y$ is defined for all $x \in F\}$.
(b) The partial semigroup $(S, *)$ is adequate if and only if for every $F \in \mathscr{P}_{f}(S)$, $\sigma(F) \neq \emptyset$.
Notice that the partial semigroups in (b), (c), and (d) of Example 1.15 .3 are all adequate, while the partial semigroup $(\mathcal{M}, \cdot)$ of Example $1.15 .3(\mathrm{e})$ is not adequate. The partial semigroup in (a) is adequate if and only if $X$ is infinite.

Exercise 1.1.1.1. Let $S$ be the free semigroup on the alphabet $\left\{a_{n}: n \in \omega\right\}$, where $a_{n} \neq a_{m}$ when $n \neq m$. Define $f: \mathscr{P}_{f}(\omega) \rightarrow S$ by $f(F)=\prod_{t \in F} a_{t}$, where the products are taken in increasing order of indices. (So $f(\{1,3,4\})=a_{1} a_{3} a_{4}$.) Prove that $f$ is a partial semigroup homomorphism from $\left(\mathcal{P}_{f}(\omega), \diamond\right)$ to $S$ but is not a partial semigroup homomorphism from $\left(\mathcal{P}_{f}(\omega), *\right)$ to $S$, where $*$ and $\diamond$ are defined as in Example 1.15.3 (a) and (b).

### 1.2 Idempotents and Subgroups

Our next subject is "idempotents". They will be very important to us throughout this book.

Definition 1.16. Let $S$ be a semigroup.
(a) An element $x \in S$ is an idempotent if and only if $x x=x$.
(b) $E(S)=\{x \in S: x$ is an idempotent $\}$.
(c) $T$ is a subsemigroup of $S$ if and only if $T \subseteq S$ and $T$ is a semigroup under the restriction of the operation of $S$.
(d) $T$ is a subgroup of $S$ if and only if $T \subseteq S$ and $T$ is a group under the restriction of the operation of $S$.
(e) Let $e \in E(S)$. Then $H(e)=\bigcup\{G: G$ is a subgroup of $S$ and $e \in G\}$.

Lemma 1.17. Let $G$ be a group with identity $e$. Then $E(G)=\{e\}$.
Proof. Assume $f \in E(G)$. Then $f f=f=f e$. Multiplying on the left by the inverse of $f$, one gets $f=e$.

As a consequence of Lemma 1.17 the statement " $e \in G$ " in the definition of $H(e)$ is synonymous with " $e$ is the identity of $G$ ". Note that it is quite possible for $H(e)$ to equal $\{e\}$, but $H(e)$ is never empty.

Theorem 1.18. Let $S$ be a semigroup and let $e \in E(S)$. Then $H(e)$ is the largest subgroup of $S$ with e as identity.

Proof. It suffices to show that $H(e)$ is a group since $e$ is trivially an identity for $H(e)$ and $H(e)$ contains every group with $e$ as identity. For this it in turn suffices to show that $H(e)$ is closed. So let $x, y \in H(e)$ and pick subgroups $G_{1}$ and $G_{2}$ of $S$ with $e \in G_{1} \cap G_{2}$ and $x \in G_{1}$ and $y \in G_{2}$. Let $G=\left\{\prod_{i=1}^{n} x_{i}: n \in \mathbb{N}\right.$ and $\left.\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subseteq G_{1} \cup G_{2}\right\}$. Then $x y \in G$ and $e \in G$ so it suffices to show that $G$ is a group. For this the only requirement that is not immediate is the existence of inverses. So let $\prod_{i=1}^{n} x_{i} \in G$. For $i \in\{1,2, \ldots, n\}$, pick $y_{i}$ such that $x_{n+1-i} y_{i}=e$. Then $\prod_{i=1}^{n} y_{i} \in G$ and $\left(\prod_{i=1}^{n} x_{i}\right) \cdot\left(\prod_{i=1}^{n} y_{i}\right)=e$.

The groups $H(e)$ are referred to as maximal groups. Indeed, given any group $G \subseteq S, G$ has an identity $e$ and $G \subseteq H(e)$.

Lemma 1.19. Let $S$ be a semigroup, let $e \in E(S)$, and let $x \in S$. Then the following statements are equivalent:
(a) $x \in H(e)$.
(b) $x e=x$ and there is some $y \in S$ such that $y e=y$ and $x y=y x=e$.
(c) $e x=x$ and there is some $y \in S$ such that $e y=y$ and $x y=y x=e$.

Proof. We show the equivalence of (a) and (b); the equivalence of (a) and (c) then follows by a left-right switch. The fact that (a) implies (b) is immediate.
(b) implies (a). Let $G=\{x \in S: x e=x$ and there is some $y \in S$ such that $y e=y$ and $x y=y x=e\}$. It suffices to show that $G$ is a group with identity $e$. To establish closure, let $x, z \in G$. Then $x z e=x z$. Pick $y$ and $w$ in $S$ such that $y e=y$, we $=w, x y=y x=e$, and $z w=w z=e$. Then $w y e=w y$ and $x z w y=x e y=x y=e=w z=w e z=w y x z$.

Trivially, $e$ is a right identity for $G$ so it suffices to show that each element of $G$ has a right $e$-inverse in $G$. Let $x \in G$ and pick $y \in S$ such that $y e=y$ and $y x=x y=e$. Note that indeed $y$ does satisfy the requirements to be in $G$.

Example 1.20. Let $X$ be any set. Then the idempotents in ( ${ }^{X} X, \circ$ ) are the functions $f \in X_{X}$ with the property that $f(x)=x$ for every $x \in f[X]$.

We next define the concept of a free group on a given set of generators. The underlying idea is simple, but the rigorous definition may seem a little troublesome. The basic idea is that we want to construct all expressions of the form $a_{1}^{e_{1}} a_{2}^{e_{2}} \cdots a_{k}^{e_{k}}$, where each $a_{i} \in A$ and each exponent $e_{i} \in \mathbb{Z}$, and to combine them in the way that we are forced to by the group axioms.

Definition 1.21. Let $S$ be the free semigroup with identity on the alphabet $A \times\{1,-1\}$ and let

$$
\begin{gathered}
G=\{g \in S: \text { there do not exist } t, t+1 \in \text { domain }(g), a \in A \text { and } i \in\{1,-1\} \\
\text { for which } g(t)=(a, i) \text { and } g(t+1)=(a,-i)\} .
\end{gathered}
$$

Given $f, g \in G \backslash\{\emptyset\}$ with

$$
\operatorname{domain}(f)=\{0,1, \ldots, n-1\} \quad \text { and } \quad \operatorname{domain}(g)=\{0,1, \ldots, m-1\}
$$

define $f \cdot g=f \frown g$ unless there exist $a \in A$ and $i \in\{1,-1\}$ with $f(n-1)=(a, i)$ and $g(0)=(a,-i)$.

In the latter case, pick the largest $k \in \mathbb{N}$ such that for all $t \in\{1,2, \ldots, k\}$, there exist $b \in A$ and $j \in\{1,-1\}$ such that $f(n-t)=(b, j)$ and $g(t-1)=(b,-j)$. If $k=m=n$, then $f \cdot g=\emptyset$. Otherwise, domain $(f \cdot g)=\{0,1, \ldots, n+m-2 k-1\}$ and for $t \in\{1,2, \ldots, n+m-2 k-1\}$,

$$
(f \cdot g)(t)= \begin{cases}f(t) & \text { if } t<n-k \\ g(t+2 k-n) & \text { if } t \geq n-k\end{cases}
$$

Then $(G, \cdot)$ is the free group generated by $A$.
It is not hard to prove that, with the operation defined above, $G$ is a group.
We customarily write $a$ in lieu of $(a, 1)$ and $a^{-1}$ in lieu of $(a,-1)$. Then in keeping with the notation to be introduced in the next section (Section 1.3) we shall write the word $a b^{-1} b^{-1} b^{-1} a^{-1} a^{-1} b b$, for example, as $a b^{-3} a^{-2} b^{2}$. As an illustration, we have $\left(a b^{-3} a^{-2} b^{2}\right) \cdot\left(b^{-2} a^{3} b^{-4}\right)=a b^{-3} a b^{-4}$.

We observe that the free group $G$ generated by $A$ has a universal property given by the following lemma.

Lemma 1.22. Let $A$ be a set, let $G$ be the free group generated by $A$, let $H$ be an arbitrary group, and let $\phi: A \rightarrow H$ be any mapping. There is a unique homomorphism $\widehat{\phi}: G \rightarrow H$ for which $\widehat{\phi}(g)=\phi(g)$ for every $g \in A$.

Proof. This is Exercise 1.2.1.

We shall need the following result later.
Theorem 1.23. Let $A$ be a set, let $G$ be the free group generated by $A$, and let $g \in$ $G \backslash\{\emptyset\}$. There exist a finite group $F$ and a homomorphism $\widehat{\phi}: G \rightarrow F$ such that $\widehat{\phi}(g)$ is not the identity of $F$.

Proof. Let $n$ be the length of $g$, let $X=\{0,1, \ldots, n\}$, and let $F=\left\{f \in X_{X}: f\right.$ is one-to-one and onto $X$ \}. (Since $X$ is finite, the "onto" requirement is redundant.) Then $(F, \circ)$ is a group whose identity is $\iota$, the identity function from $X$ to $X$. Given $a \in A$, let $D(a)=\left\{i \in\{0,1, \ldots, n-1\}: g(i)=a^{-1}\right\}$ and let $E(a)=\{i \in$ $\{1,2, \ldots, n\}: g(i-1)=a\}$. Note that since $g \in G, D(a) \cap E(a)=\emptyset$. Define $\phi(a): D(a) \cup E(a) \rightarrow X$ by

$$
\phi(a)(i)= \begin{cases}i+1 & \text { if } i \in D(a) \\ i-1 & \text { if } i \in E(a)\end{cases}
$$

and note that, because $g \in G, \phi(a)$ is one-to-one. Extend $\phi(a)$ in any way to a member of $F$. Let $\widehat{\phi}: G \rightarrow F$ be the homomorphism extending $\phi$ which was guaranteed by Lemma 1.22.

Suppose that $g=a_{0}{ }^{i_{0}} a_{1}{ }^{i_{1}} \cdots a_{n-1}{ }^{i_{n-1}}$, where $a_{r} \in A$ and $i_{r} \in\{-1,1\}$ for each $r \in\{0,1,2, \ldots, n-1\}$. We shall show that, for each $k \in\{1,2, \ldots, n\}$, $\widehat{\phi}\left(a_{k-1}{ }^{i_{k-1}}\right)(k)=k-1$.

To see this, first suppose that $i_{k-1}=1$. Then $k \in E\left(a_{k-1}\right)$ and so $\phi\left(a_{k-1}\right)(k)=$ $k-1$.

Now suppose that $i_{k-1}=-1$. Then $k-1 \in D\left(a_{k-1}\right)$ and so $\phi\left(a_{k-1}\right)(k-1)=k$. Thus $\widehat{\phi}\left(a_{k-1}^{-1}\right)(k)=\phi\left(a_{k-1}\right)^{-1}(k)=k-1$.

It is now easy to see that $\widehat{\phi}(g)(n)=\widehat{\phi}\left(a_{0}^{i_{0}}\right) \widehat{\phi}\left(a_{1}^{i_{1}}\right) \cdots \widehat{\phi}\left(a_{n-1}^{i_{n-1}}\right)(n)=0$ and hence that $\widehat{\phi}(g)$ is not the identity map.

Exercise 1.2.1. Prove Lemma 1.22.

### 1.3 Powers of a Single Element

Suppose that $x$ is a given element in a semigroup $S$. For each $n \in \mathbb{N}$, we define an element $x^{n}$ in $S$. We do this inductively, by stating that $x^{1}=x$ and that $x^{n+1}=$ $x x^{n}$ if $x^{n}$ has already been defined. It is then straightforward to prove by induction that $x^{m} x^{n}=x^{m+n}$ for every $m, n \in \mathbb{N}$. Thus $\left\{x^{n}: n \in \mathbb{N}\right\}$ is a commutative subsemigroup of $S$. We shall say that $x$ has finite order if this subsemigroup is finite; otherwise we shall say that $x$ has infinite order.

If $S$ has an identity $e$, we shall define $x^{0}$ for every $x \in S$ by stating that $x^{0}=e$. If $x$ has an inverse in $S$, we shall denote this inverse by $x^{-1}$, and we shall define $x^{-n}$ for every $n \in \mathbb{N}$ by stating that $x^{-n}=\left(x^{-1}\right)^{n}$. If $x$ does have an inverse, it is easy to
prove that $x^{m} x^{n}=x^{m+n}$ for every $m, n \in \mathbb{Z}$. Thus $\left\{x^{n}: n \in \mathbb{Z}\right\}$ forms a subgroup of $S$.

If additive notation is being used, $x^{n}$ might be denoted by $n x$ instead. The index law mentioned above would then be written as: $m x+n x=(m+n) x$.

Theorem 1.24. Suppose that $S$ is a semigroup and that $x \in S$ has infinite order. Then the subsemigroup $T=\left\{x^{n}: n \in \mathbb{N}\right\}$ of $S$ is isomorphic to $(\mathbb{N},+)$.

Proof. The mapping $n \mapsto x^{n}$ from $(\mathbb{N},+)$ onto $T$ is a surjective homomorphism, and so it will be sufficient to show that it is one-to-one. Suppose then that $x^{m}=x^{n}$ for some $m, n \in \mathbb{N}$ satisfying $m<n$. Then $x^{n-m}$ is an identity for $x^{m}$, and the same statement holds for $x^{q(n-m)}$, where $q$ denotes any positive integer. Suppose that $s$ is any integer satisfying $s>m$. We can write $s-m=q(n-m)+r$ where $q$ and $r$ are nonnegative integers and $r<(n-m)$. So $x^{s}=x^{s-m} x^{m}=x^{q(n-m)+r} x^{m}=x^{r} x^{m}$. It follows that $\left\{x^{s}: s>m\right\}$ is finite and hence that $T$ is finite, contradicting our assumption that $x$ has infinite order.

Theorem 1.25. Any finite semigroup $S$ contains an idempotent.
Proof. This statement is obviously true if $S$ contains only one element. We shall prove it by induction on the number of elements in $S$. We make the inductive assumption that the theorem is true for all semigroups with fewer elements than $S$. Choose any $x \in S$. There are positive integers $m$ and $n$ satisfying $x^{m}=x^{n}$ and $m<n$. Then $x^{n-m} x^{m}=x^{n}=x^{m}$. Consider the subsemigroup $\left\{y \in S: x^{n-m} y=y\right\}$ of $S$. If this is the whole of $S$ it contains $x^{n-m}$ and so $x^{n-m}$ is idempotent. If it is smaller than $S$, it contains an idempotent by our inductive assumption.

Exercise 1.3.1. Prove that any finite cancellative semigroup is a group.

### 1.4 Ideals

The terminology "ideal" is borrowed from ring theory. Given subsets $A$ and $B$ of a semigroup $S$, by $A B$ we of course mean $\{a b: a \in A$ and $b \in B\}$.

Definition 1.26. Let $S$ be a semigroup.
(a) $L$ is a left ideal of $S$ if and only if $\emptyset \neq L \subseteq S$ and $S L \subseteq L$.
(b) $R$ is a right ideal of $S$ if and only if $\emptyset \neq R \subseteq S$ and $R S \subseteq R$.
(c) $I$ is an ideal of $S$ if and only if $I$ is both a left ideal and a right ideal of $S$.

An ideal $I$ of $S$ satisfying $I \neq S$ is called a proper ideal of $S$.
Sometimes for emphasis an ideal is called a "two sided ideal". We often deal with semigroups in which the operation is denoted by + . In this case the terminology may
seem awkward for someone who is accustomed to working with rings. That is, a left ideal $L$ satisfies $S+L \subseteq L$ and a right ideal $R$ satisfies $R+S \subseteq R$.

Of special importance for us is the notion of minimal left and right ideals. By this we mean simply left or right ideals which are minimal with respect to set inclusion.

Definition 1.27. Let $S$ be a semigroup.
(a) $L$ is a minimal left ideal of $S$ if and only if $L$ is a left ideal of $S$ and whenever $J$ is a left ideal of $S$ and $J \subseteq L$ one has $J=L$.
(b) $R$ is a minimal right ideal of $S$ if and only if $R$ is a right ideal of $S$ and whenever $J$ is a right ideal of $S$ and $J \subseteq R$ one has $J=R$.
(c) $S$ is left simple if and only if $S$ is a minimal left ideal of $S$.
(d) $S$ is right simple if and only if $S$ is a minimal right ideal of $S$.
(e) $S$ is simple if and only if the only ideal of $S$ is $S$.

We do not define a minimal ideal. As a consequence of Lemma 1.29 below, we shall see that there is at most one minimal two sided ideal of a semigroup. Consequently we use the term "smallest" to refer to an ideal which does not properly contain another ideal.

Observe that $S$ is left simple if and only if it has no proper left ideals. Similarly, $S$ is right simple if and only if it has no proper right ideals. Whenever one has a theorem about left ideals, there is a corresponding theorem about right ideals. We shall not usually state both results.

Clearly any semigroup which is either right simple or left simple must be simple. The following simple example (pun intended) shows that the converse fails.

Example 1.28. Let $S=\{a, b, c, d\}$ where $a, b, c$, and $d$ are any distinct objects and let $S$ have the following multiplication table. Then $S$ is simple but is neither left simple nor right simple.

| $\cdot$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $a$ | $a$ | $b$ | $a$ | $b$ |
| $b$ | $a$ | $b$ | $a$ | $b$ |
| $c$ | $c$ | $d$ | $c$ | $d$ |
| $d$ | $c$ | $d$ | $c$ | $d$ |

One can laboriously verify that the table does define an associative operation. But 128 computations (of $(x y) z$ and $x(y z)$ ) are required, somewhat fewer if one is clever. It is usually much easier to establish associativity by representing the new semigroup as a subsemigroup of one with which we are already familiar. In this case, we can represent $S$ as a semigroup of $3 \times 3$ matrices, by putting:

$$
a=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad b=\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad c=\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 1 & 0 \\
0 & 0 & 0
\end{array}\right), \quad d=\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 1 & 1 \\
0 & 0 & 0
\end{array}\right) .
$$

To verify the assertions of the example, note that $\{a, b\}$ and $\{c, d\}$ are right ideals of $S$ and $\{a, c\}$ and $\{b, d\}$ are left ideals of $S$.

Lemma 1.29. Let $S$ be a semigroup.
(a) Let $L_{1}$ and $L_{2}$ be left ideals of $S$. Then $L_{1} \cap L_{2}$ is a left ideal of $S$ if and only if $L_{1} \cap L_{2} \neq \emptyset$.
(b) Let $L$ be a left ideal of $S$ and let $R$ be a right ideal of $S$. Then $L \cap R \neq \emptyset$.

Proof. Statement (a) is immediate. To see (b), let $x \in L$ and $y \in R$. Then $y x \in L$ because $x \in L$ and $y x \in R$ because $y \in R$.

Lemma 1.30. Let $S$ be a semigroup.
(a) Let $x \in S$. Then $x S$ is a right ideal, $S x$ is a left ideal and $S x S$ is an ideal.
(b) Let $e \in E(S)$. Then $e$ is a left identity for $e S$, a right identity for $S e$, and an identity for $e S e$.

Proof. Statement (a) is immediate. For (b), let $e \in E(S)$. To see that $e$ is a left identity for $e S$, let $x \in e S$ and pick $t \in S$ such that $x=e t$. Then $e x=e e t=e t=$ $x$. Likewise $e$ is a right identity for $S e$.

Theorem 1.31. Let $S$ be a semigroup.
(a) If $S$ is left simple and $e \in E(S)$, then $e$ is a right identity for $S$.
(b) If $L$ is a left ideal of $S$ and $s \in L$, then $S s \subseteq L$.
(c) Let $\emptyset \neq L \subseteq S$. Then $L$ is a minimal left ideal of $S$ if and only if for each $s \in L, S s=L$.

Proof. (a) By Lemma 1.30 (a), $S e$ is a left ideal of $S$, so $S e=S$ so Lemma 1.30 (b) applies.
(b) This follows immediately from the definition of left ideal.
(c) Necessity. By Lemma 1.30 (a) $S s$ is a left ideal and by (b) $S s \subseteq L$ so, since $L$ is minimal, $S s=L$.

Sufficiency. Since $L=S s$ for some $s \in L, L$ is a left ideal. Let $J$ be a left ideal of $S$ with $J \subseteq L$ and pick $s \in J$. Then by (b), $S s \subseteq J$ so $J \subseteq L=S s \subseteq J$.

We shall observe at the conclusion of the following definition that the objects defined there exist.

Definition 1.32. Let $S$ be a semigroup.
(a) The smallest ideal of $S$ which contains a given element $x \in S$ is called the principal ideal generated by $x$.
(b) The smallest left ideal of $S$ which contains $x$ is called the principal left ideal of $S$ generated by $x$.
(c) The smallest right ideal of $S$ which contains $x$ is called the principal right ideal generated by $x$.

Theorem 1.33. Let $S$ be a semigroup and let $x \in S$.
(a) The principal ideal generated by $x$ is $S x S \cup x S \cup S x \cup\{x\}$.
(b) If $S$ has an identity, then the principal ideal generated by $x$ is $S x S$.
(c) The principal left ideal generated by $x$ is $S x \cup\{x\}$ and the principal right ideal generated by $x$ is $x S \cup\{x\}$.

Proof. This is Exercise 1.4.1.

Exercise 1.4.1. Prove Theorem 1.33.

Exercise 1.4.2. Describe the ideals in each of the following semigroups. Also describe the minimal left ideals and the minimal right ideals in the cases in which these exist.
(i) $(\mathbb{N},+)$.
(ii) $(\mathcal{P}(X), \cup)$, where $X$ is any set.
(iii) $(\mathcal{P}(X), \cap)$, where $X$ is any set.
(iv) $([0,1], \cdot)$, where $\cdot$ denotes multiplication.
(v) The set of real-valued functions defined on a given set, with pointwise multiplication as the semigroup operation.
(vi) A left zero semigroup.
(vii) A right zero semigroup.

Exercise 1.4.3. Let $X$ be any set. Describe the minimal left and right ideals in $X_{X}$.

Exercise 1.4.4. Let $S$ be a commutative semigroup with an identity $e$. Prove that $S$ has a proper ideal if and only if there is some $s \in S$ which has no $e$-inverse. In this case, prove that $\{s \in S: s$ has no $e$-inverse $\}$ is the unique maximal proper ideal of $S$.

### 1.5 Idempotents and Order

Intimately related to the notions of minimal left and minimal right ideals is the notion of minimal idempotents.

Definition 1.34. Let $S$ be a semigroup and let $e, f \in E(S)$. Then
(a) $e \leq_{L} f$ if and only if $e=e f$,
(b) $e \leq_{R} f$ if and only if $e=f e$, and
(c) $e \leq f$ if and only if $e=e f=f e$.

In the semigroup of Example 1.28, one sees that $c \leq_{L} a, a \leq_{L} c, b \leq_{L} d, d \leq_{L} b$, $a \leq_{R} b, b \leq_{R} a, c \leq_{R} d$, and $d \leq_{R} c$, while the relation $\leq$ is simply equality on this semigroup.

Remark 1.35. Let $S$ be a semigroup. Then $\leq_{L}, \leq_{R}$, and $\leq$ are transitive and reflexive relations on $E(S)$. In addition, $\leq$ is antisymmetric.

When we say that a point $e$ is minimal with respect to a (not necessarily antisymmetric) relation $\preceq$ on a set $B$, we mean that if $f \in B$ and $f \preceq e$, then $e \preceq f$ (so if $\preceq$ is antisymmetric, the conclusion becomes $e=f$ ).

Theorem 1.36. Let $S$ be a semigroup and let $e \in E(S)$. The following statements are equivalent:
(a) The element $e$ is minimal with respect to $\leq$.
(b) The element $e$ is minimal with respect to $\leq_{R}$.
(c) The element $e$ is minimal with respect to $\leq_{L}$.

Proof. (b) implies (a). Assume that $e$ is minimal with respect to $\leq_{R}$ and let $f \leq e$. Then $f=e f$ so $f \leq_{R} e$ so $e \leq_{R} f$. Then $e=f e=f$.

We show that (a) implies (b). (Then the equivalence of (a) and (c) follows by a left-right switch.) Assume that $e$ is minimal with respect to $\leq$ and let $f \leq_{R} e$. Let $g=f e$. Then $g g=f e f e=f f e=f e=g$ so $g \in E(S)$. Also, $g=f e=e f e$ so $e g=e e f e=e f e=g=e f e e=g e$. Thus $g \leq e$ so $g=e$ by the minimality of $e$. That is, $e=f e$ so $e \leq_{R} f$ as required.

As a consequence of Theorem 1.36, we are justified in making the following definition.

Definition 1.37. Let $S$ be a semigroup. Then $e$ is a minimal idempotent if and only if $e \in E(S)$ and $e$ is minimal with respect to any (hence all) of the orders $\leq, \leq_{R}$, or $\leq_{L}$.

We see that the notions of "minimal idempotent" and "minimal left ideal" and "minimal right ideal" are intimately related. We remind the reader that there is a corresponding "right" version of the following theorem.

Theorem 1.38. Let $S$ be a semigroup and let $e \in E(S)$.
(a) If e is a member of some minimal left ideal (equivalently if $S e$ is a minimal left ideal), then e is a minimal idempotent.
(b) If $S$ is simple and $e$ is minimal, then $S e$ is a minimal left ideal.
(c) If every left ideal of $S$ contains an idempotent and $e$ is minimal, then $S e$ is a minimal left ideal.
(d) If $S$ is simple or every left ideal of $S$ has an idempotent then the following statements are equivalent:
(i) $e$ is minimal.
(ii) $e$ is a member of some minimal left ideal of $S$.
(iii) $S e$ is a minimal left ideal of $S$.

Proof. (a) Let $L$ be a minimal left ideal with $e \in L$. (The existence of a set $L$ with this property is equivalent to $S e$ being minimal, by Theorem 1.31 (c).) Then $L=S e$. Let $f \in E(S)$ with $f \leq e$. Then $f=f e$ so $f \in L$ so (by Theorem 1.31 (c)) $L=S f$ so $e \in S f$ so by Lemma 1.30 (b), $e=e f$ so $e=e f=f$.
(b) Let $L$ be a left ideal with $L \subseteq S e$. We show that $S e \subseteq L$ (and hence $S e=L$ ). Pick some $s \in L$. Then $s \in S e$ so by Lemma 1.30 (b), $s=s e$. Also, since $S$ is simple $S s S=S$, so pick $u$ and $v$ in $S$ with $e=v s u$. Let $r=e u e$ and $t=e v$. Then $t s r=e v s e u e=e v s u e=e e e=e$ and $e r=e е u e=e u e=r$. Let $f=r t s$. Then $f f=r t s r t s=r(t s r) t s=r e t s=r e e v s=r e v s=r t s=f$, so $f \in E(S)$. Also, $f e=r t s e=r t s=f$ and $e f=e r t s=r t s=f$ so $f \leq e$ so $f=e$. Thus $S e=S f=S r t s \subseteq S s \subseteq L$.
(c) Let $L$ be a left ideal with $L \subseteq S e$. We show that $e \in L$ (so that $S e \subseteq L$ and hence $S e=L$ ). Pick an idempotent $t \in L$, and let $f=e t$. Then $f \in L$. Since $t \in S e, t=t e$. Thus $f=e t=$ ete. Therefore $f f=$ etet $=e t t=e t=f$ so $f \in E(S)$. Also ef $=$ eete $=$ ete $=f$ and fe $=$ etee $=$ ete $=f$ so $f \leq e$ so $f=e$ and hence $e \in L$.
(d) This follows from (a), (b), and (c).

We now obtain several characterizations of a group.
Theorem 1.39. Let $S$ be a semigroup. The following statements are equivalent:
(a) $S$ is cancellative and simple and $E(S) \neq \emptyset$.
(b) $S$ is both left simple and right simple.
(c) For all $a$ and $b$ in $S$, the equations $a x=b$ and $y a=b$ have solutions $x, y$ in $S$.
(d) $S$ is a group.

Proof. (a) implies (b). Pick an idempotent $e$ in $S$. We show first that $e$ is a (two sided) identity for $S$. Let $x \in S$. Then $e x=e e x$ so by left cancellation $x=e x$. Similarly, $x=x e$. To see that $S$ is left simple, let $L$ be a left ideal of $S$. Then $L S$ is an ideal of $S$ so $L S=S$, so pick $t \in L$ and $s \in S$ such that $e=t s$. Then $s t s=s e=s=e s$ so cancelling on the right one has $s t=e$. Thus $e \in L$ so $S=S L \subseteq L$. Consequently $S$ is left simple, and similarly $S$ is right simple.
(b) implies (c). Let $a, b \in S$. Then $a S=S$ so there is some $x \in S$ such that $a x=b$. Similarly, since $S a=S$, there is some $y \in S$ such that $y a=b$.
(c) implies (d). Pick $a \in S$ and pick $e \in S$ such that $e a=a$. We show that $e$ is a left identity for $S$. Let $b \in S$. We show that $e b=b$. Pick some $y \in S$ such that $a y=b$. Then $e b=e a y=a y=b$.

Now given any $x \in S$ there is some $y \in S$ such that $y x=e$ so every element of $S$ has a left $e$-inverse.
(d) implies (a). Trivially $S$ is cancellative and $E(S) \neq \emptyset$. To see that $S$ is simple, let $I$ be an ideal of $S$ and pick $x \in I$. Let $y$ be the inverse of $x$. Then $x y \in I$ so $I=S$.

As promised earlier, we now see that any semigroup with a left identity $e$ such that every element has a right $e$-inverse must be (isomorphic to) the Cartesian product of a group with a right zero semigroup.

Theorem 1.40. Let $S$ be a semigroup and let e be a left identity for $S$ such that for each $x \in S$ there is some $y \in S$ with $x y=e$. Let $Y=E(S)$ and let $G=S e$. Then $Y$ is a right zero semigroup, $G$ is a group, and $S=G Y \approx G \times Y$.

Proof. We show first that:

$$
\begin{equation*}
\text { For all } x \in Y \text { and for all } y \in S, \quad x y=y . \tag{*}
\end{equation*}
$$

To establish (*), let $x \in Y$ and $y \in S$ be given. Pick $z \in S$ such that $x z=e$. Then $x e=x x z=x z=e$. Therefore $x y=x(e y)=(x e) y=e y=y$, as required.

From (*) it follows that for all $x, y \in Y, x y=y$, and $Y \neq \emptyset$ because $e \in Y$, so to see that $Y$ is a right zero semigroup, it suffices to show that it is a semigroup, that is that $Y$ is closed. But this also follows from (*) since, given $x, y \in Y$ one has $x y=y \in Y$.

Now we establish that $G=S e$ is a group. By Lemma 1.30 (b), $e$ is a right identity for $G$. Now every element in $S$ has a right $e$-inverse in $S$. So every element of $G$ has a right $e$-inverse in $S$. By Theorem 1.10 we need only to show that every element of $G$ has a right $e$-inverse in $G$. To this end let $x \in G$ be given and pick $y \in S$ such that $x y=e$. Then $y e \in G$ and $x y e=e e=e$ so $y e$ is as required. Since we also have $G G=S e S e \subseteq S S S e \subseteq S e=G$, it follows that $G$ is a group.

Now define $\varphi: G \times Y \rightarrow S$ by $\varphi(g, y)=g y$. To see that $\varphi$ is a homomorphism, let $\left(g_{1}, y_{1}\right),\left(g_{2}, y_{2}\right) \in G \times Y$. Then

$$
\begin{array}{rlr}
\varphi\left(g_{1}, y_{1}\right) \varphi\left(g_{2}, y_{2}\right) & =g_{1} y_{1} g_{2} y_{2} \\
& =g_{1} g_{2} y_{2} & (\text { by }(*)) \\
& =g_{1} g_{2} y_{1} y_{2} & (\text { by }(*)) \\
& =\varphi\left(g_{1} g_{2}, y_{1} y_{2}\right) .
\end{array}
$$

To see that $\varphi$ is surjective, let $s \in S$ be given. Then se $\in S e=G$, and so there exists $x \in S e$ such that $x(s e)=(s e) x=e$. We claim that $x s \in Y=E(S)$. Indeed,

$$
\begin{aligned}
x s x s & =x \operatorname{sexs} \quad(\text { since } x \in G, e x=x) \\
& =x e s \\
& =x s \quad(\text { since } x \in G, x e=x) .
\end{aligned}
$$

Thus $(s e, x s) \in G \times Y$ and $\varphi(s e, x s)=\operatorname{sexs}=e s=s$. Since $\varphi$ is onto $S$, we have established that $S=G Y$.

Finally to see that $\varphi$ is one-to-one, let $(g, y) \in G \times Y$ and let $s=\varphi(g, y)$ We show that $g=s e$ and $y=x s$ where $x$ is the (unique) inverse of se in Se. Now $s=g y$ so

$$
\begin{array}{rlrl}
s e & =g y e & & \\
& =g e & & (\operatorname{by}(*) y e=e) \\
& =g \quad & (\text { since } g \in S e) .
\end{array}
$$

Also

$$
\begin{aligned}
x s & =x g y \\
& =x g y e y \quad(y e \in Y \text { so by }(*) y e y=y) \\
& =x \text { sey } \\
& =e y \\
& =y
\end{aligned}
$$

We know that the existence of a left identity $e$ for a semigroup $S$ such that every element of $S$ has a right $e$-inverse does not suffice to make $S$ a group. A right zero semigroup is the standard example. Theorem 1.40 tells us that is essentially the only example.

Corollary 1.41. Let $S$ be a semigroup and assume that $S$ has a unique left identity $e$ and that every element of $S$ has a right e-inverse. Then $S$ is a group.

Proof. This is Exercise 1.5.1.
Exercise 1.5.1. Prove Corollary 1.41. (Hint: Consider $|Y|$ in Theorem 1.40.)

### 1.6 Minimal Left Ideals

We shall see in this section that many significant consequences follow from the existence of minimal left (or right) ideals, especially those with idempotents. This is important for us, because, as we shall see in Corollary 2.6, any compact right topological semigroup has minimal left ideals with idempotents.

We begin by establishing an easy consequence of Theorem 1.40.

Theorem 1.42. Let $S$ be a semigroup and assume that there is a minimal left ideal $L$ of $S$ which has an idempotent $e$. Then $L=X G \approx X \times G$ where $X$ is the (left zero) semigroup of idempotents of $L$, and $G=e L=e S e$ is a group. All maximal groups in $L$ are isomorphic to $G$.

Proof. Given $x \in L, L x$ is a left ideal of $S$ and $L x \subseteq L$ so $L x=L$ and hence there is some $y \in L$ such that $y x=e$. By Lemma $1.30(\mathrm{~b}), e$ is a right identity for $L e=L$. Therefore the right-left switch of Theorem 1.40 applies (with $L$ replacing $S$ ). It is a routine exercise to show that the maximal groups of $X \times G$ are the sets of the form $\{x\} \times G$.

Lemma 1.43. Let $S$ be a semigroup, let $L$ be a left ideal of $S$, and let $T$ be a left ideal of $L$.
(a) For all $t \in T$, Lt is a left ideal of $S$ and $L t \subseteq T$.
(b) If $L$ is a minimal left ideal of $S$, then $T=L$. (So minimal left ideals are left simple.)
(c) If $T$ is a minimal left ideal of $L$, then $T$ is a minimal left ideal of $S$.

Proof. (a) $S(L t)=(S L) t \subseteq L t$ and $L t \subseteq L T \subseteq T$.
(b) Pick any $t \in T$. By (a), $L t$ is a left ideal of $S$ and $L t \subseteq T \subseteq L$ so $L t=L$ so $T=L$.
(c) To see that $T$ is a left ideal of $S$, pick any $t \in T$. By (a), $L t$ is a left ideal of $S$, so $L t$ is a left ideal of $L$. Since $L t \subseteq T, L t=T$. Therefore, $S T=S(L t)=$ $(S L) t \subseteq L t=T$. To see that $T$ is minimal in $S$, let $J$ be a left ideal of $S$ with $J \subseteq T$. Then $J$ is a left ideal of $L$, so $J=T$.

As a consequence of Lemma 1.43, if $L$ is a left ideal of $S$ and $T$ is a left ideal of $L$ and either $L$ is minimal in $S$ or $T$ is minimal in $L$, then $T$ is a left ideal of $S$. Of course, the right-left switch of this statement also holds. That is, if $R$ is a right ideal of $S$ and $T$ is a right ideal of $R$ and either $R$ is minimal in $S$ or $T$ is minimal in $R$, then $T$ is a right ideal of $S$. We see now that without some assumptions, $T$ need not be a right ideal of $S$.

Example 1.44. Let $X=\{0,1,2\}$ and let $S=X_{X}$. Let $R=\{f \in S: \operatorname{Range}(f) \subseteq$ $\{0,1\}\}$ and let $T=\{\overline{0}, a\}$ where $\overline{0}$ is the constant function and $a: 0 \mapsto 0,1 \mapsto 0$, $2 \mapsto 1$. Then $R$ is a right ideal of $S$ and $T$ is a right ideal of $R$, but $T$ is not a right ideal of $S$.

Lemma 1.45. Let $S$ be a semigroup, let $I$ be an ideal of $S$ and let $L$ be a minimal left ideal of $S$. Then $L \subseteq I$.

Proof. This is Exercise 1.6.1.
We now see that all minimal left ideals of a semigroup are intimately connected with each other.

Theorem 1.46. Let $S$ be a semigroup, let $L$ be a minimal left ideal of $S$, and let $T \subseteq S$. Then $T$ is a minimal left ideal of $S$ if and only if there is some $a \in S$ such that $T=L a$.

Proof. Necessity. Pick $a \in T$. Then $S L a \subseteq L a$ and $L a \subseteq S T \subseteq T$ so $L a$ is a left ideal of $S$ contained in $T$ so $L a=T$.

Sufficiency. Since $S L a \subseteq L a, L a$ is a left ideal of $S$. Assume that $B$ is a left ideal of $S$ and $B \subseteq L a$. Let $A=\{s \in L: s a \in B\}$. Then $A \subseteq L$ and $A \neq \emptyset$. We claim that $A$ is a left ideal of $S$, so let $s \in A$ and let $t \in S$. Then $s a \in B$ so $t s a \in B$ and, since $s \in L$, $t s \in L$, so $t s \in A$ as required. Thus $A=L$ so $L a \subseteq B$ so $L a=B$.

Corollary 1.47. Let $S$ be a semigroup. If $S$ has a minimal left ideal, then every left ideal of $S$ contains a minimal left ideal.

Proof. Let $L$ be a minimal left ideal of $S$ and let $J$ be a left ideal of $S$. Pick $a \in J$. Then by Theorem 1.46, $L a$ is a minimal left ideal which is contained in $J$.

Theorem 1.48. Let $S$ be a semigroup and let $e \in E(S)$. Statements (a) through (f) are equivalent and imply statement $(\mathrm{g})$. If either $S$ is simple or every left ideal of $S$ has an idempotent, then all statements are equivalent.
(a) Se is a minimal left ideal.
(b) Se is left simple.
(c) eSe is a group.
(d) $e S e=H(e)$.
(e) $e S$ is a minimal right ideal.
(f) $e S$ is right simple.
(g) $e$ is a minimal idempotent.

Proof. By Theorem 1.38 (a), we have that (a) implies (g) and by Theorem 1.38 (d), if either $S$ is simple or every left ideal of $S$ has an idempotent, then (g) implies (a).

We show that

$$
\begin{array}{cc}
(\mathrm{a}) & \Rightarrow(\mathrm{b}) \\
\Uparrow & \Downarrow \\
(\mathrm{d}) & \Leftarrow \\
& \text { (c) }
\end{array}
$$

from which

$$
\begin{array}{cc}
(\mathrm{e}) & \Rightarrow(\mathrm{f}) \\
\Uparrow & \Downarrow \\
(\mathrm{d}) & \Leftarrow \\
& (\mathrm{c})
\end{array}
$$

follows by left-right duality and the fact that (c) and (d) are two sided statements.
That (a) implies (b) follows from Lemma 1.43 (b).
(b) implies (c). Trivially $e S e$ is closed. By Lemma $1.30 e$ is a two sided identity for $e S e$. Also let $x=e s e \in e S e$ be given. One has $x \in S e$ so $S x$ is a left ideal of $S e$ and consequently $S x=S e$, since $S e$ is left simple. Thus $e \in S x$, so pick $y \in S$ such that $e=y x$. Then eye $\in e S e$ and eyex $=e y x=e e=e$ so $x$ has a left $e$-inverse in $e S e$.
(c) implies (d). Since $e S e$ is a group and $e \in e S e$, one has $e S e \subseteq H(e)$. On the other hand, by Theorem 1.18, $e$ is the identity of $H(e)$ so given $x \in H(e)$, one has that $x=e x e \in e S e$, so $H(e) \subseteq e S e$
(d) implies (a). Let $L$ be a left ideal of $S$ with $L \subseteq S e$ and pick $t \in L$. Then $t \in S e$ so $e t \in e S e$. Pick $x \in e S e$ such that $x(e t)=e$. Then $x t=(x e) t=x(e t)=e$ so $e \in L$ so $S e \subseteq S L \subseteq L$.

We note that in the semigroup $(\mathbb{N}, \cdot), 1$ is the only idempotent, and is consequently minimal, while $\mathbb{N} 1$ is not a minimal left ideal. Thus Theorem 1.48 (g) does not in general imply the other statements of Theorem 1.48.

We recall that in a ring there may be many minimal two sided ideals. This is because a "minimal ideal" in a ring is an ideal minimal among all ideals not equal to $\{0\}$, and one may have ideals $I_{1}$ and $I_{2}$ with $I_{1} \cap I_{2}=\{0\}$. By contrast, we see that a semigroup can have at most one minimal two-sided ideal.

Lemma 1.49. Let $S$ be a semigroup and let $K$ be an ideal of $S$. If $K$ is minimal in $\{J: J$ is an ideal of $S\}$ and $I$ is an ideal of $S$, then $K \subseteq I$.

Proof. By Lemma 1.29 (b), $K \cap I \neq \emptyset$ so $K \cap I$ is an ideal contained in $K$ so $K \cap I=K$.

The terminology "minimal ideal" is widely used in the literature. Since, by Lemma 1.49, there can be at most one minimal ideal in a semigroup, we prefer the terminology "smallest ideal".

Definition 1.50. Let $S$ be a semigroup. If $S$ has a smallest ideal, then $K(S)$ is that smallest ideal.

We see that a simple condition guarantees the existence of $K(S)$.

Theorem 1.51. Let $S$ be a semigroup. If $S$ has a minimal left ideal, then $K(S)$ exists and $K(S)=\bigcup\{L: L$ is a minimal left ideal of $S\}$.

Proof. Let $I=\bigcup\{L: L$ is a minimal left ideal of $S\}$. By Lemma 1.45, if $J$ is any ideal of $S$, then $I \subseteq J$, so it suffices to show that $I$ is an ideal of $S$. We have that $I \neq \emptyset$ by assumption, so let $x \in I$ and let $s \in S$. Pick a minimal left ideal $L$ of $S$ such that $x \in L$. Then $s x \in L \subseteq I$. Also, by Theorem 1.46, $L s$ is a minimal left ideal of $S$ so $L s \subseteq I$ while $x s \in L s$.

Observe, however, that many common semigroups do not have a smallest ideal. This is true for example of both $(\mathbb{N},+)$ and $(\mathbb{N}, \cdot)$.

Lemma 1.52. Let $S$ be a semigroup.
(a) Let $L$ be a left ideal of $S$. Then $L$ is minimal if and only if $L x=L$ for every $x \in L$.
(b) Let I be an ideal of $S$. Then $I$ is the smallest ideal if and only if $I x I=I$ for every $x \in I$.

Proof. (a) If $L$ is minimal and $x \in L$, then $L x$ is a left ideal of $S$ and $L x \subseteq L$ so $L x=L$. Now assume $L x=L$ for every $x \in L$ and let $J$ be a left ideal of $S$ with $J \subseteq L$. Pick $x \in J$. Then $L=L x \subseteq L J \subseteq J \subseteq L$.
(b) This is Exercise 1.6.2.

Theorem 1.53. Let $S$ be a semigroup. If $L$ is a minimal left ideal of $S$ and $R$ is a minimal right ideal of $S$, then $K(S)=L R$.

Proof. Clearly $L R$ is an ideal of $S$. We use Lemma 1.52 to show that $K(S)=L R$. So, let $x \in L R$. Then $L R x L$ is a left ideal of $S$ which is contained in $L$ so $L R x L=$ $L$ and hence $L R x L R=L R$.

Theorem 1.54. Let $S$ be a semigroup and assume that $K(S)$ exists and $e \in E(S)$. The following statements are equivalent and are implied by any of the equivalent statements (a) through (f) of Theorem 1.48.
(h) $e \in K(S)$.
(i) $K(S)=S e S$.

Proof. By Theorem 1.51, it follows that Theorem 1.48 (a) implies (h).
(h) implies (i). Since $S e S$ is an ideal, we have $K(S) \subseteq S e S$. Since $e \in K(S)$, we have $S e S \subseteq K(S)$.
(i) implies (h). We have $e=e e e \in S e S=K(S)$.

Two natural questions are raised by Theorems 1.51 and 1.54 . First, if $K(S)$ exists, is it the union of all minimal left ideals or at least is it either the union of all minimal left ideals or be the union of all minimal right ideals? Second, given that $K(S)$ exists and $e$ is an idempotent in $K(S)$, must $S e$ be a minimal left ideal, or at least must $e$ be a minimal idempotent? The following example, known as the bicyclic semigroup, answers the weaker versions of both of these questions in the negative. Recall that $\omega=\mathbb{N} \cup\{0\}=\{0,1,2, \ldots\}$.

Example 1.55. Let $S=\omega \times \omega$ and define an operation $\cdot$ on $S$ by

$$
(m, n) \cdot(r, s)= \begin{cases}(m, s+n-r) & \text { if } n \geq r \\ (m+r-n, s) & \text { if } n<r\end{cases}
$$

Then $S$ is a simple semigroup (so $K(S)=S$ ), $S$ has no minimal left ideals and no minimal right ideals, $E(S)=\{(n, n): n \in \omega\}$, and for each $n \in \omega,(n+1, n+1) \leq$ $(n, n)$.

One may verify directly that the operation in Example 1.55 is associative. It is probably easier, however, to observe that $S$ is isomorphic to a subsemigroup of $\mathbb{N}_{\mathbb{N}}$. Specifically define $f, g \in \mathbb{N}_{\mathbb{N}}$ by $f(t)=t+1$ and $g(t)=\left\{\begin{array}{cc}t-1 & \text { if } t>1 \\ 1 & \text { if } t=1\end{array}\right.$. Then given $n, r \in \omega$ one has $g^{n} \circ f^{r}=\left\{\begin{array}{ll}g^{n-r} & \text { if } n \geq r \\ f^{r-n} & \text { if } n<r\end{array}\right.$. Consequently, one has

$$
\left(f^{m} \circ g^{n}\right) \circ\left(f^{r} \circ g^{s}\right)= \begin{cases}f^{m} \circ g^{s+n-r} & \text { if } n \geq r \\ f^{m+r-n} \circ g^{s} & \text { if } n<r\end{cases}
$$

To see that the semigroup in Example 1.55 is simple, note that given any $(m, n)$, $(k, r) \in S,(k, m) \cdot(m, n) \cdot(n, r)=(k, r)$. To see that $S$ has no minimal left ideals, let $L$ be a left ideal of $S$ and pick $(m, n) \in L$. Then $\{(k, r) \in S: r>n\}$ is a left ideal of $S$ which is properly contained in $L$. Similarly, if $R$ is a right ideal of $S$ and $(m, n) \in R$ then $\{(k, r) \in S: k>m\}$ is a right ideal of $S$ which is properly contained in $R$.

It is routine to verify the assertions about the idempotents in Example 1.55.

Exercise 1.6.1. Prove Lemma 1.45.

Exercise 1.6.2. Prove Lemma 1.52 (b).

Exercise 1.6.3. Let $S=\left\{f \in \mathbb{N}_{\mathbb{N}}: f\right.$ is one-to-one and $\mathbb{N} \backslash f[\mathbb{N}]$ is infinite $\}$. Prove that ( $S, \circ$ ) is left simple (so $S$ is a minimal left ideal of $S$ ) and $S$ has no idempotents.

Exercise 1.6.4. Suppose that a minimal left ideal $L$ of a semigroup is commutative. Prove that $L$ is a group.

Exercise 1.6.5. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$. Prove that, if $K(S)$ is commutative, then it is a group.

### 1.7 Minimal Left Ideals with Idempotents

We present here several results that have as hypothesis "Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent". These are important to us because, as we shall see in Corollary 2.6, this hypothesis holds in any compact right topological semigroup. (See Exercise 1.6.3 to show that the reference to the existence of an idempotent cannot be deleted from this hypothesis.)

Theorem 1.56. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Then every minimal left ideal has an idempotent.

Proof. Let $L$ be a minimal left ideal with an idempotent $e$ and let $J$ be a minimal left ideal. By Theorem 1.46, there is some $x \in S$ such that $J=L x$. By Theorem 1.42, $e L=e S e$ is a group, so let $y=e y e$ be the inverse of exe in this group. Then $y x \in L x=J$ and $y x y x=(y e) x(e y) x=y(e x e) y x=e y x=y x$.

We shall get left and right conclusions from this one sided hypothesis. We see now that in fact the right version follows from the left.

Lemma 1.57. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Then there is a minimal right ideal of $S$ which has an idempotent.

Proof. Pick a minimal left ideal $L$ of $S$ and an idempotent $e \in L$. By Theorem 1.31 (c) $S e$ is a minimal left ideal of $S$ so by Theorem $1.48 e S$ is a minimal right ideal of $S$ and $e$ is an idempotent in $e S$.

Theorem 1.58. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Let $T \subseteq S$.
(a) $T$ is a minimal left ideal of $S$ if and only if there is some $e \in E(K(S))$ such that $T=S e$.
(b) $T$ is a minimal right ideal of $S$ if and only if there is some $e \in E(K(S))$ such that $T=e S$.

Proof. Pick a minimal left ideal $L$ of $S$ and an idempotent $f \in L$.
(a) Necessity. Since $S f$ is a left ideal contained in $L, S f=L$. Thus by Theorem 1.48, $f S f$ is a group. Pick any $a \in T$. Then $f a f \in f S f$ so pick $x \in f S f$ such that $x(f a f)=f$. Then

$$
\begin{aligned}
x a x a & =(x f) a(f x) a \\
& =(x f a f) x a \\
& =f x a \\
& =x a .
\end{aligned}
$$

Consequently, $x a$ is an idempotent. Also $x a \in T$ while $T \subseteq K(S)$ by Theorem 1.51 so $x a \in E(K(S))$. Finally, $S x a$ is a left ideal contained in $T$, so $T=S x a$.

Sufficiency. Since $e \in K(S)$, pick by Theorem 1.51 a minimal left ideal $I$ of $S$ with $e \in I$. Then $S e=I$ by Theorem 1.31 (c).
(b) As a consequence of Lemma 1.57 this follows by a left-right switch.

Theorem 1.59. Let $S$ be a semigroup, assume that there is a minimal left ideal of $S$ which has an idempotent, and let $e \in E(S)$. The following statements are equivalent:
(a) Se is a minimal left ideal.
(b) Se is left simple.
(c) $e S e$ is a group.
(d) $e S e=H(e)$.
(e) $e S$ is a minimal right ideal.
(f) $e S$ is right simple.
(g) e is a minimal idempotent.
(h) $e \in K(S)$.
(i) $K(S)=S e S$.

Proof. By Corollary 1.47 and Theorem 1.56 every left ideal of $S$ contains an idempotent so by Theorem 1.48 statements (a) through (g) are equivalent. By Theorems 1.51 and 1.54 we need only show that (h) implies (a). But this follows from Theorem 1.58.

Theorem 1.60. Let $S$ be a semigroup, assume that there is a minimal left ideal of $S$ which has an idempotent, and let e be an idempotent in $S$. There is a minimal idempotent $f$ of $S$ such that $f \leq e$.

Proof. $S e$ is a left ideal which thus contains a minimal left ideal $L$ with an idempotent $g$ by Corollary 1.47 and Theorem 1.56. Now $g \in S e$ so $g e=g$ by Lemma 1.30. Let $f=e g$. Then $f f=e g e g=e g g=e g=f$ so $f$ is an idempotent. Also $f \in L$ so $L=S f$ so by Theorem $1.59 f$ is a minimal idempotent. Finally $e f=e e g=$ $e g=f$ and $f e=e g e=e g=f$ so $f \leq e$.

Theorem 1.61. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Given any minimal left ideal $L$ of $S$ and any minimal right ideal $R$ of $S$, there is an idempotent $e \in R \cap L$ such that $R \cap L=R L=e S e$ and $e S e$ is a group.

Proof. Let $R$ and $L$ be given. Pick by Theorem 1.58 an idempotent $f \in K(S)$ such that $L=S f$. By Theorem 1.48, $f S f$ is a group. Pick $a \in R$ and let $x$ be the inverse of faf in $f S f$. Then $x \in S f=L$ so $a x \in R \cap L$. By Theorem 1.51 ax $\in K(S)$. Also

$$
\begin{aligned}
a x a x & =a(x f) a(f x) \\
& =a(x f a f) x \\
& =a f x \\
& =a x
\end{aligned}
$$

Let $e=a x$. Then $e S e \subseteq S x \subseteq L$ and $e S e \subseteq a S \subseteq R$ so $e S e \subseteq R \cap L$. To see that $R \cap L \subseteq e S e$, let $b \in R \cap L$. By Theorem 1.31 $L=S e$ and $R=e S$ so by Lemma $1.30, b=e b=b e$. Thus $b=e b=e b e \in e S e$.

Now $R L=e S S e \subseteq e S e \subseteq R L$, so $R L=e S e$.
As we have observed, $e \in K(S)$, so by Theorem $1.59 e S e$ is a group.
Because of the results of this section, we are interested in knowing when we can guarantee the existence of a minimal left ideal with an idempotent.

Lemma 1.61.1. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Let $L$ be a left ideal of $S$ and let $R$ be a right ideal of $S$.
(a) There is a minimal left ideal of $L$ which has an idempotent.
(b) There is a minimal left ideal of $L \cap R$ which has an idempotent. In fact if $J$ is a minimal left ideal of $S$ with $J \subseteq L$, then $R \cap J$ is a minimal left ideal of $R \cap L$ which has an idempotent.
(c) There is a minimal left ideal of $R$ which has an idempotent.

Proof. Pick by Corollary 1.47 a minimal left ideal $J$ of $S$ such that $J \subseteq L$.
(a) If $I$ is a left ideal of $L$ with $I \subseteq J$, then $I$ is a left ideal of $J$ so by Lemma 1.43 (b), $I=J$. By Theorem 1.56, $J$ has an idempotent.
(b) Pick by Lemma 1.57 and the right-left switch of Corollary 1.47 a minimal right ideal $M$ of $S$ such that $M \subseteq R$. Pick by Theorem 1.61 an idempotent $e \in M \cap J$. To see that $R \cap J$ is a minimal left ideal of $R \cap L$, let $I$ be a left ideal of $R \cap L$ with $I \subseteq R \cap J$. To see that $R \cap J \subseteq I$, let $u \in R \cap J$. Pick $x \in I$. Now $e \in J$ and $J=J x$ by Lemma 1.52 (a) so pick $y \in J$ such that $e=y x$. Then $e=e e=e y x$. Now $e \in R$ and $y \in L$ so eyx $\in(R \cap L) x \subseteq I$ so $e \in I$. Now $u \in J=J e$ so $u=u e$. Also $u \in R \cap L$ so $u \in(R \cap L) e \subseteq I$ as required.
(c) By (b) $R \cap J$ is a minimal left ideal of $R \cap L$. Also $R \cap L$ is a left ideal of $R$. So by Lemma 1.43 (c), $R \cap J$ is a minimal left ideal of $R$.

Lemma 1.62. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Then all minimal left ideals of $S$ are isomorphic.

Proof. Let $L$ be a minimal left ideal of $S$ with an idempotent $e$. Then $L=S e$ so by Theorem $1.59 e S e$ is a group.

We claim first that given any $s \in K(S)$ and any $t \in S$, $s(\text { ese })^{-1}=s t(\text { este })^{-1}$, where the inverses are taken in $e S e$. Indeed, using the fact that (ese $)^{-1} e=$ $e(e s e)^{-1}=(e s e)^{-1}$,

$$
s(e s e)^{-1} s(e s e)^{-1}=s(e s e)^{-1} e s e(e s e)^{-1}=s(e s e)^{-1} e=s(e s e)^{-1}
$$

and similarly $s t(\text { este })^{-1}$ is an idempotent. By Lemma 1.57 and Theorem 1.51, $K(S)=\bigcup\{R: R$ is a minimal right ideal of $S\}$. Pick a minimal right ideal $R$ of $S$ such that $s \in R$. Then $s(\text { ese })^{-1}$ and st $(\text { este })^{-1}$ are both idempotents in $R \cap L$, which is a group by Theorem 1.61. Thus $s(\text { ese })^{-1}=s t(\text { este })^{-1}$ as claimed.

Now let $L^{\prime}$ be any other minimal left ideal of $S$. By Theorem $1.59, e S$ is a minimal right ideal of $S$ so by Theorem $1.61 L^{\prime} \cap e S$ is a group so pick an idempotent $d \in$ $L^{\prime} \cap e S$. Notice that $L^{\prime}=S d$ and $d S=e S$. In particular, by Lemma 1.30 (b), $d e=e, e d=d$, and for any $s \in L^{\prime}, s d=s$.

Define $\psi: S d \rightarrow S e$ by $\psi(s)=s(e s e)^{-1} d s e$, where the inverse is in the group $e S e$. We claim first that $\psi$ is a homomorphism. To this end, let $s, t \in S d$. Then

$$
\begin{array}{rlrl}
\psi(s) \psi(t) & =s(\text { ese })^{-1} d \operatorname{set}(\text { ete })^{-1} d t e & & \\
& =s(\text { ese })^{-1} d \text { sete }(\text { ete })^{-1} d t e & \left.(\text { e(ete })^{-1}=(\text { ete })^{-1}\right) \\
& =s(\text { ese })^{-1} d \text { sedte } & & \\
& =s(\text { ese })^{-1} d s t e & & (\text { ed }=d \text { and } s d=s) \\
& =s t(\text { este })^{-1} d s t e & & \left.(\text { sese })^{-1}=s t(\text { este })^{-1}\right) \\
& =\psi(\text { st }) & &
\end{array}
$$

Now define $\gamma: S e \rightarrow S d$ by $\gamma(t)=t(d t d)^{-1}$ et $d$ where the inverse is in $d S d$, which is a group by Theorem 1.59. We claim that $\gamma$ is the inverse of $\psi$ (and hence $\psi$
takes $S d$ one-to-one onto $S e$ ). To this end, let $s \in L^{\prime}$. Then $d s \in L^{\prime}$ so $S d s$ is a left ideal contained in $L^{\prime}$ and thus $L^{\prime}=S d s$. So pick $x \in S$ such that $s=x d s$. Then

$$
\begin{aligned}
\gamma(\psi(s)) & =\psi(s)(d \psi(s) d)^{-1} e \psi(s) d \\
& =s(\text { ese })^{-1} d s e\left(d s(e s e)^{-1} d s e d\right)^{-1} e s(e s e)^{-1} d s e d \\
& =x d s(\text { ese })^{-1} d s e d\left(d s(e s e)^{-1} d s e d\right)^{-1} e s e(\text { ese })^{-1} d s e d \\
& =x d e d s e d \\
& =x d d s d \\
& =x d s \\
& =s
\end{aligned}
$$

Similarly, if $t \in L$, then $\psi(\gamma(t))=t$.
We now analyze in some detail the structure of a particular semigroup. Our motive is that this allows us to analyze the structure of the smallest ideal of any semigroup that has a minimal left ideal with an idempotent.

Theorem 1.63. Let $X$ be a left zero semigroup, let $Y$ be a right zero semigroup, and let $G$ be a group. Let $e$ be the identity of $G$, fix $u \in X$ and $v \in Y$ and let $[]:, Y \times X \rightarrow G$ be a function such that $[y, u]=[v, x]=e$ for all $y \in Y$ and all $x \in X$. Let $S=X \times G \times Y$ and define an operation $\cdot$ on $S$ by $(x, g, y) \cdot\left(x^{\prime}, g^{\prime}, y^{\prime}\right)=$ $\left(x, g\left[y, x^{\prime}\right] g^{\prime}, y^{\prime}\right)$. Then $S$ is a simple semigroup (so that $K(S)=S=X \times G \times Y$ ) and each of the following statements holds:
(a) For every $(x, y) \in X \times Y,\left(x,[y, x]^{-1}, y\right)$ is an idempotent (where the inverse is taken in $G$ ) and all idempotents are of this form. In particular, the idempotents in $X \times G \times\{v\}$ are of the form $(x, e, v)$ and the idempotents in $\{u\} \times G \times Y$ are of the form $(u, e, y)$.
(b) For every $y \in Y, X \times G \times\{y\}$ is a minimal left ideal of $S$ and all minimal left ideals of $S$ are of this form.
(c) For every $x \in X,\{x\} \times G \times Y$ is a minimal right ideal of $S$ and all minimal right ideals of $S$ are of this form.
(d) For every $(x, y) \in X \times Y,\{x\} \times G \times\{y\}$ is a maximal group in $S$ and all maximal groups in $S$ are of this form.
(e) The minimal left ideal $X \times G \times\{v\}$ is the direct product of $X, G$, and $\{v\}$ and the minimal right ideal $\{u\} \times G \times Y$ is the direct product of $\{u\}, G$, and $Y$.
(f) All maximal groups in $S$ are isomorphic to $G$.
(g) All minimal left ideals of $S$ are isomorphic to $X \times G$ and all minimal right ideals of $S$ are isomorphic to $G \times Y$.

Proof. The associativity of $\cdot$ is immediate. To see that $S$ is simple, let $(x, g, y)$, $\left(x^{\prime}, g^{\prime}, y^{\prime}\right) \in S$. By Lemma 1.52 (b), it suffices to show that $\left(x^{\prime}, g^{\prime}, y^{\prime}\right) \in S(x, g, y) S$. To see this, let $h=g^{\prime} g^{-1}[y, x]^{-1} g^{-1}[y, x]^{-1}$. Then $\left(x^{\prime}, g^{\prime}, y^{\prime}\right)=\left(x^{\prime}, h, y\right)$. $(x, g, y) \cdot\left(x, g, y^{\prime}\right)$.
(a) That $\left(x,[y, x]^{-1}, y\right)$ is an idempotent is immediate. Given an idempotent $(x, g, y)$, one has that $g[y, x] g=g$ so $g=[y, x]^{-1}$.
(b) Let $y \in Y$. Trivially $X \times G \times\{y\}$ is a left ideal of $S$. To see that it is minimal, let $(x, g),\left(x^{\prime}, g^{\prime}\right) \in X \times G$. It suffices by Lemma 1.52 (a) to note that $\left(x^{\prime}, g^{\prime}, y\right)=\left(x^{\prime}, g^{\prime} g^{-1}[y, x]^{-1}, y\right) \cdot(x, g, y)$. Given any minimal left ideal $L$ of $S$, pick $(x, g, y) \in L$. Then $L \cap(X \times G \times\{y\}) \neq \emptyset$ so $L=X \times G \times\{y\}$.

Statement (c) is the right-left switch of statement (b).
(d) By the equivalence of (h) and (d) in Theorem 1.59 we have that the maximal groups in $S$ are precisely the sets of the form $f S f$ where $f$ is an idempotent of $K(S)=S$. That is, by (a), where $f=\left(x,[y, x]^{-1}, y\right)$. Since

$$
\left(x,[y, x]^{-1}, y\right) S\left(x,[y, x]^{-1}, y\right)=\{x\} \times G \times\{y\}
$$

we are done.
(e) We show that $X \times G \times\{v\}$ is a direct product, the other statement being similar. Let $(x, g),\left(x^{\prime}, g^{\prime}\right) \in X \times G$. Then

$$
\begin{aligned}
(x, g, v) \cdot\left(x^{\prime}, g^{\prime}, v\right) & =\left(x, g\left[v, x^{\prime}\right] g^{\prime}, v\right) \\
& =\left(x, g e g^{\prime}, v\right) \\
& =\left(x x^{\prime}, g g^{\prime}, v v\right)
\end{aligned}
$$

(f) Trivially $\{u\} \times G \times\{v\}$ is isomorphic to $G$. Now, let $(x, y) \in X \times Y$. Then $\{x\} \times G \times\{v\}$ and $\{u\} \times G \times\{v\}$ are maximal groups in the minimal left ideal $X \times G \times\{v\}$, hence are isomorphic by Theorem 1.42. Also $\{x\} \times G \times\{v\}$ and $\{x\} \times G \times\{y\}$ are maximal groups in the minimal right ideal $\{x\} \times G \times Y$, hence are isomorphic by the left-right switch of Theorem 1.42.
(g) By Lemma 1.62 all minimal left ideals of $S$ are isomorphic and by (e) $X \times G \times$ $\{v\}$ is isomorphic to $X \times G$. The other conclusion follows similarly.

Note that in Theorem 1.63, the set $S$ is the Cartesian product of $X, G$, and $Y$, but is not the direct product unless $[y, x]=e$ for every $(y, x) \in Y \times X$.

Observe that as a consequence of Theorem $1.63(\mathrm{~g})$ we have that for any $y \in Y$, $X \times G \times\{y\} \approx X \times G$. However, there is no transparent isomorphism unless $[y, x]=e$ for all $x \in X$, such as when $y=v$.

Theorem 1.63 spells out in detail the structure of $X \times G \times Y$. We see now that this is in fact the structure of the smallest ideal of any semigroup which has a minimal left ideal with an idempotent.

Theorem 1.64 (The Structure Theorem). Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Let $R$ be a minimal right ideal of $S$, let $L$ be a minimal left ideal of $S$, let $X=E(L)$, let $Y=E(R)$, and let $G=R L$. Define an operation • on $X \times G \times Y$ by $(x, g, y) \cdot\left(x^{\prime}, g^{\prime}, y^{\prime}\right)=\left(x, g y x^{\prime} g^{\prime}, y^{\prime}\right)$. Then $X \times G \times Y$ satisfies the conclusions of Theorem 1.63 (where $[y, x]=y x$ ) and $K(S) \approx X \times G \times Y$. In particular:
(a) The minimal right ideals of $S$ partition $K(S)$ and the minimal left ideals of $S$ partition $K(S)$.
(b) The maximal groups in $K(S)$ partition $K(S)$.
(c) All minimal right ideals of $S$ are isomorphic and all minimal left ideals of $S$ are isomorphic.
(d) All maximal groups in $K(S)$ are isomorphic.

Proof. After noting that, by Lemma 1.43 and Theorem 1.51, the minimal left ideals of $S$ and of $K(S)$ are identical (and the minimal right ideals of $S$ and of $K(S)$ are identical), the "in particular" conclusions follow immediately from Theorem 1.63. So it suffices to show that $X \times G \times Y$ satisfies the hypotheses of Theorem 1.63 with $[y, x]=y x$ and that $K(S) \approx X \times G \times Y$.

We know by Lemma 1.57 that $S$ has a minimal right ideal with an idempotent (so $R$ exists) and hence by Theorem $1.56 R$ has an idempotent. We know by Theorem 1.61 that $R L$ is a group and we know by Theorem 1.42 that $X$ is a left zero semigroup and $Y$ is a right zero semigroup. Let $e$ be the identity of $R L=R \cap L$ and let $u=v=e$. Given $y \in Y$ one has, since $Y$ is a right zero semigroup, that $[y, u]=y u=u=e$. Similarly, given $x \in X,[v, x]=e$. Consequently the hypotheses of Theorem 1.63 are satisfied.

Define $\varphi: X \times G \times Y \rightarrow S$ by $\varphi(x, g, y)=x g y$. We claim that $\varphi$ is an isomorphism onto $K(S)$. From the definition of the operation in $X \times G \times Y$ we see immediately that $\varphi$ is a homomorphism. By Theorem 1.42 we have that $L=X G$ and $R=G Y$. By Theorem 1.53, $K(S)=L R=X G G Y=X G Y=\varphi[X \times G \times Y]$. Thus it suffices to produce an inverse for $\varphi$.

For each $t \in K(S)$, let $\gamma(t)$ be the inverse of ete in $e S e=G$. Then $t \gamma(t)=$ $t \gamma(t) e \in S e=L$ and

$$
\begin{aligned}
t \gamma(t) t \gamma(t) & =t \gamma(t) \operatorname{ete} \gamma(t) \\
& =t e \gamma(t) \\
& =t \gamma(t),
\end{aligned}
$$

so $t \gamma(t) \in X$. Similarly, $\gamma(t) t \in Y$.
Define $\tau: K(S) \rightarrow X \times G \times Y$ by $\tau(t)=(t \gamma(t)$, ete, $\gamma(t) t)$. We claim that $\tau=\varphi^{-1}$. So let $(x, g, y) \in X \times G \times Y$. Then

$$
\tau(\varphi(x, g, y))=(x g y \gamma(x g y), \text { exgye, } \gamma(x g y) x g y) .
$$

Now

$$
\begin{array}{rlrl}
x g y \gamma(x g y) & =x x g y \gamma(x g y) & & (x=x x) \\
& =x \operatorname{exgye\gamma }(x g y) \quad(x=x e \text { and } \gamma(x g y)=e \gamma(x g y)) \\
& =x e \\
& =x . &
\end{array}
$$

Similarly $\gamma(x g y) x g y=y$. Since also $\operatorname{exgye}=e g e=g$, we have that $\tau=\varphi^{-1}$ as required.

The following theorem enables us to identify the smallest ideal of many semigroups that arise in topological applications.

Theorem 1.65. Let $S$ be a semigroup which contains a minimal left ideal with an idempotent. Let $T$ be a subsemigroup of $S$ which also contains a minimal left ideal with an idempotent and assume that $T \cap K(S) \neq \emptyset$. Then the following statements hold:
(1) $K(T)=T \cap K(S)$.
(2) The minimal left ideals of $T$ are precisely the nonempty sets of the form $T \cap L$, where $L$ is a minimal left ideal of $S$.
(3) The minimal right ideals of $T$ are precisely the nonempty sets of the form $T \cap R$, where $R$ is a minimal right ideal of $S$.
(4) If $T$ is an ideal of $S$, then $K(T)=K(S)$.

Proof. (1) By Theorem 1.51, $K(T)$ exists so, since $K(S) \cap T$ is an ideal of $T, K(T) \subseteq$ $K(S) \cap T$. For the reverse inclusion, let $x \in K(S) \cap T$ be given. Then $T x$ is a left ideal of $T$ so by Corollary 1.47 and Theorem 1.56, $T x$ contains a minimal left ideal $T e$ of $T$ for some idempotent $e \in T$. Now $x \in K(S)$ so by Theorem 1.51 pick a minimal left ideal $L$ of $S$ with $x \in L$. Then $L=S x$ and $e \in T x \subseteq S x$ so $L=S e$ so $x \in S e$ so by Lemma 1.30, $x=x e \in T e \subseteq K(T)$.
(2) We show first that, for every idempotent $e \in T, S e \cap T=T e$. To see this, let $x \in S e \cap T$. Then $x=x e \in T e$. So $S e \cap T \subseteq T e$, and the reverse inclusion is obvious.

Suppose that $L$ is a minimal left ideal of $S$ and that $T \cap L \neq \emptyset$. By Corollary 1.47, $T \cap L$ contains a minimal left ideal $M$ of $T$ and by Theorem 1.56 , there is an idempotent $e \in M$. Now $S e$ is a left ideal of $S$ and $T e$ is a left ideal of $T$ so $S e=L$ and $T e=M$. Thus $L \cap T=S e \cap T=T e=M$.

Now suppose that $M$ is a minimal left ideal of $T$. Then $M$ contains an idempotent $e \in K(T)$. Since $e \in K(S)$ by (1), $S e$ is a minimal left ideal of $S$ by Theorem 1.59 and $S e \cap T=T e=M$.
(3) This proof is the right-left switch of the proof of (2).
(4) If $T$ is an ideal of $S$, then $K(S) \subseteq T$. So $K(T)=T \cap K(S)=K(S)$.

We know from the Structure Theorem (Theorem 1.64) that maximal groups in the smallest ideal are isomorphic. It will be convenient for us later to know an explicit isomorphism between them.

Theorem 1.66. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Let e, $f \in E(K(S))$. If $g$ is the inverse of efe in eSe, then the function $\varphi: e S e \rightarrow f S f$ defined by $\varphi(x)=f x g f$ is an isomorphism.

Proof. To see that $\varphi$ is a homomorphism, let $x, y \in e S e$. Then

$$
\begin{aligned}
\varphi(x) \varphi(y) & =\text { fxgffygf } \\
& =\text { fxgfygf } \\
& =\text { fxgefeygf } \quad(g e=g, \text { ey }=y) \\
& =\text { fxeygf } \\
& =\text { fxygf } \\
& =\varphi(x y) .
\end{aligned}
$$

To see that $\varphi$ is one-to-one, let $x$ be in the kernel of $\varphi$. Then

$$
\begin{aligned}
f x g f & =f \\
\text { efxgfe} & =\text { efe } \\
\text { efexgefe } & =\text { efe } \quad(e x=x, g e=g) \\
\text { efexe } & =\text { efe } \\
\text { efex } & =\text { efee } \\
x & =e \quad(\text { left cancellation in } e S e) .
\end{aligned}
$$

To see that $\varphi$ is onto $f S f$, let $y \in f S f$ and let $h$ and $k$ be the inverses of $f g f$ and $f e f$ respectively in $f S f$. Then ekyhe $\in e S e$ and

$$
\begin{aligned}
\varphi(e k y h e) & =\text { fekyhegf } & & \\
& =\text { fefkyhgf } & & (f k=k, e g=g) \\
& =\text { fyhgf } & & (f e f k=f) \\
& =f y h f g f & & (h=h f) \\
& =f y f & & (h f g f=f) \\
& =y . & &
\end{aligned}
$$

We conclude the chapter with a theorem characterizing arbitrary elements of $K(S)$.

Theorem 1.67. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Let $s \in S$. The following statements are equivalent:
(a) $s \in K(S)$.
(b) For all $t \in S, s \in S t s$.
(c) For all $t \in S, s \in s t S$.
(d) For all $t \in S, s \in s t S \cap S t s$.

Proof. (a) implies (d). Pick by Theorem 1.51 and Lemma 1.57 a minimal left ideal $L$ of $S$ and a minimal right ideal $R$ of $S$ with $s \in L \cap R$. Let $t \in S$. Then $t s \in L$ so Sts is a left ideal contained in $L$ so $S t s=L$. Similarly $s t S=R$.

The facts that (d) implies (c) and (d) implies (b) are trivial.
(b) implies (a). Pick $t \in K(S)$. Then $s \in S t s \subseteq K(S)$.

Similarly (c) implies (a).

Exercise 1.7.1. Let $S$ be a semigroup and assume that there is a minimal left ideal of $S$ which has an idempotent. Prove that if $K(S) \neq S$ and $x \in K(S)$, then $x$ is neither left nor right cancelable in $S$. (Hint: If $x$ is a member of the minimal left ideal $L$, then $L=S x=L x$.)

Exercise 1.7.2. Identify $K(S)$ for those semigroups $S$ in Exercises 1.4.2 and 1.4.3 for which the smallest ideal exists.

Exercise 1.7.3. Let $S$ and $T$ be semigroups and let $h: S \rightarrow T$ be a surjective homomorphism. If $S$ has a smallest ideal, show that $T$ does as well and that $K(T)=$ $h[K(S)]$. If $L$ is a minimal left ideal of $S$, show that $h[L]$ is a minimal left ideal of $T$, and that the corresponding statement also holds for minimal right ideals. If $S$ has a minimal left ideal which contains an idempotent, show that $T$ does as well. Show that, in this case, the following statements hold:
(1) For every minimal left ideal $L$ of $T$, there is a minimal left ideal $L^{\prime}$ of $S$ for which $h\left[L^{\prime}\right]=L$;
(2) For every minimal right ideal $R$ of $T$, there is a minimal right ideal $R^{\prime}$ of $S$ for which $h\left[R^{\prime}\right]=R$;
(3) For every minimal idempotent $p$ of $T$, there is a minimal idempotent $p^{\prime}$ of $S$ for which $h\left(p^{\prime}\right)=p$. (Hint: Let $L=T p$ and $R=p T$ and use (1) and (2).)

### 1.8 Notes

Much of the material in this chapter is based on the treatment in [63, Section II.1]. The presentation of the Structure Theorem was suggested to us by J. Pym and is based on his treatment in [339]. The Structure Theorem (Theorem 1.64) is due to A. Suschkewitsch [373] in the case of finite semigroups and to D. Rees [347] in the general case.

## Chapter 2

## Right Topological (and Semitopological and Topological) Semigroups

In this (and subsequent) chapters, we assume that the reader has mastered an introductory course in general topology. In particular, we expect familiarity with the notions of continuous functions, nets, and compactness.

### 2.1 Topological Hierarchy

Definition 2.1. (a) A right topological semigroup is a triple $(S, \cdot, \mathcal{T})$ where $(S, \cdot)$ is a semigroup, $(S, \mathcal{T})$ is a topological space, and for all $x \in S, \rho_{x}: S \rightarrow S$ is continuous.
(b) A left topological semigroup is a triple $(S, \cdot, \mathcal{T})$ where $(S, \cdot)$ is a semigroup, $(S, \mathcal{T})$ is a topological space, and for all $x \in S, \lambda_{x}: S \rightarrow S$ is continuous.
(c) A semitopological semigroup is a right topological semigroup which is also a left topological semigroup.
(d) A topological semigroup is a triple $(S, \cdot, \mathcal{T})$ where $(S, \cdot)$ is a semigroup, $(S, \mathcal{T})$ is a topological space, and $\cdot: S \times S \rightarrow S$ is continuous.
(e) A topological group is a triple $(S, \cdot, \mathcal{T})$ such that $(S, \cdot)$ is a group, $(S, \mathcal{T})$ is a topological space, $\cdot: S \times S \rightarrow S$ is continuous, and In: $S \rightarrow S$ is continuous (where $\operatorname{In}(x)$ is the inverse of $x$ in $S$ ).

We did not include any separation axioms in the definitions given above. However, all of our applications involve Hausdorff spaces. So we shall be assuming throughout, except in Chapter 7, that all hypothesized topological spaces are Hausdorff.

In a right topological semigroup we say that the operation "." is "right continuous". We should note that many authors use the term "left topological" for what we call "right topological" and vice versa. One may reasonably ask why someone would refer to an operation for which multiplication on the right is continuous as "left continuous". The people who do so ask why we refer to an operation which is continuous in the left variable as "right continuous".

We shall customarily not mention either the operation or the topology and say something like "let $S$ be a right topological semigroup".

Note that trivially each topological group is a topological semigroup, each topological semigroup is a semitopological semigroup and each semitopological semigroup is both a left and right topological semigroup.

Of course any semigroup which is not a group provides an example of a topological semigroup which is not a topological group simply by providing it with the discrete topology. It is the content of Exercise 2.1.1 to show that there is a topological semigroup which is a group but is not a topological group.

It is a celebrated theorem of R. Ellis [131], that if $S$ is a locally compact semitopological semigroup which is a group then $S$ is a topological group. That is, if $S$ is locally compact and a group, then separate continuity implies joint continuity and continuity of the inverse. We shall prove this theorem in the last section of this chapter. For an example of a semitopological semigroup which is a group but is not a topological semigroup see Exercise 9.2.7.

It is the content of Exercise 2.1.2 that there is a semitopological semigroup which is not a topological semigroup.

Recall that given any topological space $(X, \mathcal{T})$, the product topology on $X_{X}$ is the topology with subbasis $\left\{\pi_{x}^{-1}[U]: x \in X\right.$ and $\left.U \in \mathcal{T}\right\}$, where for $f \in X_{X}$ and $x \in X, \pi_{x}(f)=f(x)$. Whenever we refer to a "basic" or "subbasic" open set in $X_{X}$, we mean sets defined in terms of this subbasis. The product topology is also often referred to as the topology of pointwise convergence. The reason for this terminology is that a net $\left\langle f_{\iota}\right\rangle_{\iota \in I}$ converges to $f$ in $X_{X}$ if and only if $\left\langle f_{\iota}(x)\right\rangle_{\iota \in I}$ converges to $f(x)$ for every $x \in X$.

Theorem 2.2. Let $(X, \mathcal{T})$ be any topological space and let $\mathcal{V}$ be the product topology on $X_{X}$.
(a) $\left({ }^{X_{X}}, \circ, \mathcal{V}\right)$ is a right topological semigroup.
(b) For each $f \in X_{X}, \lambda_{f}$ is continuous if and only if $f$ is continuous.

Proof. Let $f \in X_{X}$. Suppose that the net $\left\langle g_{\imath}\right\rangle_{\iota \in I}$ converges to $g$ in $\left(X_{X}, \mathcal{V}\right)$. Then, for any $x \in X,\left\langle g_{\iota}(f(x))\right\rangle_{\iota \in I}$ converges to $g(f(x))$ in $X$. Thus $\left\langle g_{\iota} \circ f\right\rangle_{\iota \in I}$ converges to $g \circ f$ in $\left(X_{X}, \mathcal{V}\right)$, and so $\rho_{f}$ is continuous. This establishes (a).

Now $\lambda_{f}$ is continuous if and only if $\left\langle f\left(g_{\iota}(x)\right)\right\rangle_{\iota I}$ converges to $f(g(x))$ for every net $\left\langle g_{\iota}\right\rangle_{\iota \in I}$ converging to $g$ in $\left(X_{X}, \mathcal{V}\right)$ and every $x \in X$. This is obviously the case if $f$ is continuous. Conversely, suppose that $\lambda_{f}$ is continuous. Let $\left\langle x_{\iota}\right\rangle_{\iota \in I}$ be a net converging to $x$ in $X$. We define $g_{\iota}=\overline{x_{\imath}}$, the function in $X_{X}$ which is constantly equal to $x_{\iota}$ and $g=\bar{x}$. Then $\left\langle g_{\iota}\right\rangle_{\iota \in I}$ converges to $g$ in $X_{X}$ and so $\left\langle f \circ g_{\iota}\right\rangle_{\iota \in I}$ converges to $f \circ g$. This means that $\left\langle f\left(x_{\iota}\right)\right\rangle_{\iota \in I}$ converges to $f(x)$. Thus $f$ is continuous, and we have established (b).

Corollary 2.3. Let $X$ be a topological space. The following statements are equivalent:
(a) $X_{X}$ is a topological semigroup.
(b) ${ }^{X} X$ is a semitopological semigroup.
(c) For all $f \in X_{X}, f$ is continuous.
(d) $X$ is discrete.

Proof. Exercise 2.1.3
If $X$ is any nondiscrete space, it follows from Theorem 2.2 and Corollary 2.3 that $X_{X}$ is a right topological semigroup which is not left topological. Of course, reversing the order of operation yields a left topological semigroup which is not right topological.

Definition 2.4. Let $S$ be a right topological semigroup. The topological center of $S$ is the set $\Lambda(S)=\left\{x \in S: \lambda_{x}\right.$ is continuous $\}$.

Thus a right topological semigroup $S$ is a semitopological semigroup if and only if $\Lambda(S)=S$. Note that trivially the algebraic center of a right topological semigroup is contained in its topological center.

Exercise 2.1.1. Let $\mathcal{T}$ be the topology on $\mathbb{R}$ with basis $\mathscr{B}=\{(a, b]: a, b \in \mathbb{R}$ and $a<b\}$. Prove that $(\mathbb{R},+, \mathcal{T})$ is a topological semigroup but not a topological group.

Exercise 2.1.2. Let $S=\mathbb{R} \cup\{\infty\}$, let $S$ have the topology of the one point compactification of $\mathbb{R}$ (with its usual topology), and define an operation $*$ on $S$ by

$$
x * y= \begin{cases}x+y & \text { if } x, y \in \mathbb{R} \\ \infty & \text { if } x=\infty \text { or } y=\infty\end{cases}
$$

(a) Prove that $(S, *)$ is a semitopological semigroup.
(b) Show that $*: S \times S \rightarrow S$ is not continuous at $(\infty, \infty)$.

Exercise 2.1.3. Prove Corollary 2.3.

### 2.2 Compact Right Topological Semigroups

We shall be concerned throughout this book with certain compact right topological semigroups. Of fundamental importance is the following theorem.

Theorem 2.5. Let $S$ be a compact right topological semigroup. Then $E(S) \neq \emptyset$.
Proof. Let $\mathscr{A}=\{T \subseteq S: T \neq \emptyset, T$ is compact, and $T \cdot T \subseteq T\}$. That is, $\mathscr{A}$ is the set of compact subsemigroups of $S$. We show that $\mathcal{A}$ has a minimal member using Zorn's Lemma. Since $S \in \mathcal{A}, \mathcal{A} \neq \emptyset$. Let $\mathcal{C}$ be a chain in $\mathcal{A}$. Then $\mathcal{C}$ is a collection of closed subsets of the compact space $S$ with the finite intersection property, so $\bigcap \subset \neq \emptyset$ and
$\bigcap \leftharpoonup$ is trivially compact and a semigroup. Thus $\bigcap \bigodot \in \mathcal{A}$, so we may pick a minimal member $A$ of $\mathcal{A}$.

Pick $x \in A$. We shall show that $x x=x$. (It will follow that $A=\{x\}$, but we do not need this.) We start by showing that $A x=A$. Let $B=A x$. Then $B \neq \emptyset$ and since $B=\rho_{x}[A], B$ is the continuous image of a compact space, hence compact. Also $B B=A x A x \subseteq A A A x \subseteq A x=B$. Thus $B \in \mathcal{A}$. Since $B=A x \subseteq A A \subseteq A$ and $A$ is minimal, $B=A$.

Let $C=\{y \in A: y x=x\}$. Since $x \in A=A x$, we have $C \neq \emptyset$. Also, $C=A \cap \rho_{x}^{-1}[\{x\}]$, so $C$ is closed and hence compact. Given $y, z \in C$ one has $y z \in A A \subseteq A$ and $y z x=y x=x$ so $y z \in C$. Thus $C \in \mathcal{A}$. Since $C \subseteq A$ and $A$ is minimal, we have $C=A$ so $x \in C$ and so $x x=x$ as required.

In Section 1.7 there were several results which had as part of their hypotheses "Let $S$ be a semigroup and assume there is a minimal left ideal of $S$ which has an idempotent." Because of the following corollary, we are able to incorporate all of these results.

Corollary 2.6. Let $S$ be a compact right topological semigroup. Then every left ideal of $S$ contains a minimal left ideal. Minimal left ideals are closed, and each minimal left ideal has an idempotent.

Proof. If $L$ is any left ideal $L$ of $S$ and $x \in L$, then $S x$ is a compact left ideal contained in $L$. (It is compact because $S x=\rho_{x}[S]$.) Consequently any minimal left ideal is closed and by Theorem 2.5 any minimal left ideal contains an idempotent. Thus we need only show that any left ideal of $S$ contains a minimal left ideal. So let $L$ be a left ideal of $S$ and let $\mathcal{A}=\{T: T$ is a closed left ideal of $S$ and $T \subseteq L\}$. Applying Zorn's Lemma to $\mathcal{A}$, one gets a left ideal $M$ minimal among all closed left ideals contained in $L$. But since every left ideal contains a closed left ideal, $M$ is a minimal left ideal.

We now deduce some consequences of Corollary 2.6. Note that these consequences apply in particular to any finite semigroup $S$, since $S$ is a compact topological semigroup when provided with the discrete topology.

Theorem 2.7. Let $S$ be a compact right topological semigroup.
(a) Every right ideal of $S$ contains a minimal right ideal which has an idempotent.
(b) Let $T \subseteq S$. Then $T$ is a minimal left ideal of $S$ if and only if there is some $e \in E(K(S))$ such that $T=S e$.
(c) Let $T \subseteq S$. Then $T$ is a minimal right ideal of $S$ if and only if there is some $e \in E(K(S))$ such that $T=e S$.
(d) Given any minimal left ideal $L$ of $S$ and any minimal right ideal $R$ of $S$, there is an idempotent $e \in R \cap L$ such that $R \cap L=e S e$ and $e S e$ is a group.

Proof. (a) Corollary 2.6, Lemma 1.57, Corollary 1.47, and Theorem 1.56.
(b) and (c) Corollary 2.6 and Theorem 1.58.
(d) Corollary 2.6 and Theorem 1.61.

Theorem 2.8. Let $S$ be a compact right topological semigroup. Then $S$ has a smallest (two sided) ideal $K(S)$ which is the union of all minimal left ideals of $S$ and also the union of all minimal right ideals of $S$. Each of $\{S e: e \in E(K(S))\},\{e S: e \in$ $E(K(S))\}$, and $\{e S e: e \in E(K(S))\}$ are partitions of $K(S)$.

Proof. Corollary 2.6 and Theorems 1.58, 1.61, and 1.64.
Theorem 2.9. Let $S$ be a compact right topological semigroup and let $e \in E(S)$. The following statements are equivalent:
(a) Se is a minimal left ideal.
(b) Se is left simple.
(c) eSe is a group.
(d) $e S e=H(e)$.
(e) $e S$ is a minimal right ideal.
(f) $e S$ is right simple.
(g) $e$ is a minimal idempotent.
(h) $e \in K(S)$.
(i) $K(S)=S e S$.

Proof. Corollary 2.6 and Theorem 1.59.
Theorem 2.10. Let $S$ be a compact right topological semigroup. Let $s \in S$. The following statements are equivalent:
(a) $s \in K(S)$.
(b) For all $t \in S, s \in S t s$.
(c) For all $t \in S, s \in s t S$.
(d) For all $t \in S, s \in s t S \cap S t s$.

Proof. Corollary 2.6 and Theorem 1.67.
The last few results have had purely algebraic conclusions. We now obtain a result with both topological and algebraic conclusions. Suppose that we have two topological spaces which are also semigroups. We say that they are topologically and algebraically isomorphic if there is a function from one of them onto the other which is both an isomorphism and a homeomorphism.

Theorem 2.11. Let $S$ be a compact right topological semigroup.
(a) All maximal subgroups of $K(S)$ are (algebraically) isomorphic.
(b) Maximal subgroups of $K(S)$ which lie in the same minimal right ideal are topologically and algebraically isomorphic. In fact, if $R$ is a minimal right ideal of $S$ and $e, f \in E(R)$, then the restriction of $\rho_{f}$ to $e S e$ is an isomorphism and a homeomorphism onto $f S f$.
(c) All minimal left ideals of $S$ are homeomorphic. In fact, if $L$ and $L^{\prime}$ are minimal left ideals of $S$ and $z \in L^{\prime}$, then $\rho_{z \mid L}$ is a homeomorphism from $L$ onto $L^{\prime}$.

Proof. (a) Corollary 2.6 and Theorem 1.66.
(b) Let $R$ be a minimal right ideal of $S$ and let $e, f \in E(R)$. Then $e S$ and $f S$ are right ideals contained in $R$ and so $R=e S=f S$. Then by Lemma 1.30, ef $=f$ and $f e=e$. If $x \in e S e$, then $\rho_{f}(x)=x f=e x f=f e x f=f x f$ and $\rho_{e}\left(\rho_{f}(x)\right)=$ $x f e=x e=x$. If $z \in f S f$, then $\rho_{f}(e z e)=$ efzef $=f z f=z$. Since $\rho_{f}$ and $\rho_{e}$ are continuous, we have that the restriction of $\rho_{f}$ to $e S e$ is a homeomorphism from $e S e$ onto $f S f$. To see that it is a homomorphism, let $x, y \in e S e$. Then $\rho_{f}(x y)=x e y f=x f e y f=x f y f=\rho_{f}(x) \rho_{f}(y)$.
(c) Let $L$ and $L^{\prime}$ be minimal left ideals of $S$ and let $z \in L^{\prime}$. By Theorem 2.7 (b), pick $e \in E(K(S))$ such that $L=S e$. Then $\rho_{z \mid L}$ is a continuous function from $S e$ to $S z=L^{\prime}$ and $\rho_{z}[S e]=L^{\prime}$ because $S e z$ is a left ideal of $S$ which is contained in $L^{\prime}$. To see that $\rho_{z}$ is one-to-one on $S e$, let $g$ be the inverse of eze in $e S e$. We show that for $x \in S e, \rho_{g}\left(\rho_{z}(x)\right)=x$, so let $x \in S e$ be given.

$$
\begin{aligned}
x z g & =x e z e g \quad(x=x e \text { and } g=e g) \\
& =x e \\
& =x
\end{aligned}
$$

Since $\rho_{z \mid L}$ is one-to-one and continuous and $L$ is compact, $\rho_{z \mid L}$ is a homeomorphism.

Recall that given any idempotents $e, f$ in a semigroup $S, e \leq_{R} f$ if and only if $f e=e$.

Theorem 2.12. Let $S$ be a compact right topological semigroup and let $e \in E(S)$. There is $a \leq_{R}$-maximal idempotent $f$ in $S$ with $e \leq_{R} f$.

Proof. Let $A=\left\{x \in E(S): e \leq_{R} x\right\}$. Then $A \neq \emptyset$ because $e \in A$. Let $C$ be a $\leq_{R}$-chain in $A$. Then $\left\{c \ell\left\{r \in C: x \leq_{R} r\right\}: x \in C\right\}$ is a collection of closed subsets of $S$ with the finite intersection property, so $\bigcap_{x \in C} c \ell\left\{r \in C: x \leq_{R} r\right\} \neq \emptyset$. Since $S$ is Hausdorff, $\bigcap_{x \in C} c \ell\left\{r \in C: x \leq_{R} r\right\} \subseteq\{t \in S:$ for all $x \in C, t x=x\}$. Consequently, $\{t \in S$ : for all $x \in C, t x=x\}$ is a compact subsemigroup of $S$ and hence by Theorem 2.5 there is an idempotent $y$ such that for all $x \in C, y x=x$. This $y$ is an upper bound for $C$, so $A$ has a maximal member.

Given $e, f \in E(K(S))$ and an assignment to find an isomorphism from $e S e$ onto $f S f$, most of us would try first the function $\tau: e S e \rightarrow f S f$ defined by $\tau(y)=$ $f y f$. In fact, if $e S=f S$, this works (Exercise 2.2.1). We see now that this natural function need not be a homomorphism if $e S \neq f S$ and $S e \neq S f$.

Example 2.13. Let $S$ be the semigroup consisting of the eight distinct elements $e, f$, $e f, f e$, efe, fef, efef, and fefe, with the following multiplication table.

|  | $e$ | $f$ | ef | $f e$ | efe | fef | efef | fefe |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e$ | $e$ | $e f$ | ef | $e f e$ | efe | efef | efef | $e$ |
| $f$ | $f e$ | $f$ | fef | $f e$ | fefe | fef | $f$ | fefe |
| $e f$ | efe | $e f$ | efef | efe | $e$ | efef | ef | $e$ |
| $f e$ | $f e$ | fef | fef | fefe | fefe | $f$ | $f$ | $f e$ |
| efe | efe | efef | efef | $e$ | $e$ | ef | ef | efe |
| fef | fefe | fef | $f$ | fefe | $f e$ | $f$ | fef | $f e$ |
| efef | $e$ | efef | $e f$ | $e$ | efe | ef | efef | efe |
| fefe | fefe | $f$ | $f$ | $f e$ | $f e$ | fef | fef | fefe |

Then $S$ with the discrete topology is a compact topological semigroup and fef is not an idempotent so the function $\tau: e S e \rightarrow f S f$ defined by $\tau(x)=f x f$ is not a homomorphism.

Once again, the simplest way to see that one has in fact defined a semigroup is to produce a concrete representation. In this case the $2 \times 2$ integer matrices $e=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ and $f=\left(\begin{array}{cc}-1 & -2 \\ 1 & 2\end{array}\right)$ generate the semigroup $S$.

The topological center of a compact right topological semigroup is important for many applications. The following lemma will be used later in this book.

Lemma 2.14. Let $S$ and $T$ be compact right topological semigroups, let $D$ be a dense subsemigroup of $S$ such that $D \subseteq \Lambda(S)$, and let $\eta$ be a continuous function from $S$ to $T$ such that
(1) $\eta[D] \subseteq \Lambda(T)$ and
(2) $\eta_{\mid D}$ is a homomorphism.

Then $\eta$ is a homomorphism.
Proof. For each $d \in D, \eta \circ \lambda_{d}$ and $\lambda_{\eta(d)} \circ \eta$ are continuous functions agreeing on the dense subset $D$ of $S$. Thus for all $d \in D$ and all $y \in S, \eta(d y)=\eta(d) \eta(y)$. Therefore, for all $y \in S, \eta \circ \rho_{y}$ and $\rho_{\eta(y)} \circ \eta$ are continuous functions agreeing on a dense subset of $S$ so for all $x$ and $y$ in $S, \eta(x y)=\eta(x) \eta(y)$.

Exercise 2.2.1. Let $S$ be a compact right topological semigroup and let e,f $\in$ $E(K(S))$ such that $e S=f S$. Let $g$ be the inverse of $e f e$ in the group $e S e$ and define $\varphi: e S e \rightarrow f S f$ by $\varphi(x)=f x g f$. Define $\tau: e S e \rightarrow f S f$ by $\tau(x)=f x f$. Prove that $\tau=\varphi$.

Exercise 2.2.2. Let $S$ be a compact right topological semigroup, let $T$ be a semigroup with topology, and let $\varphi: S \rightarrow T$ be a continuous homomorphism. Prove that $\varphi[S]$ is a compact right topological semigroup.

Exercise 2.2.3. Prove that a compact cancellative right topological semigroup is a group.

### 2.3 Closures and Products of Ideals

We investigate briefly the closures of right ideals, left ideals, and maximal subgroups of right topological semigroups. We also consider their Cartesian product.

Theorem 2.15. Let $S$ be a right topological semigroup and let $R$ be a right ideal of $S$. Then $c \ell R$ is a right ideal of $S$.

Proof. This is Exercise 2.3.1.
On the other hand, the closure of a left ideal need not be a left ideal. We leave the verification of the details in the following example to the reader.

Example 2.16. Let $X$ be any compact space with a subset $D$ such that $c \ell D \neq X$ and $|c \ell D \backslash D| \geq 2$. Define an operation - on $X$ by

$$
x \cdot y= \begin{cases}y & \text { if } y \in D \\ x & \text { if } y \notin D .\end{cases}
$$

Then $X$ is a compact right topological semigroup, $\Lambda(X)=\emptyset$, and the set of left ideals of $X$ is $\{X\} \cup\{B: \emptyset \neq B \subseteq D\}$. In particular, $D$ is a left ideal of $X$ and $c \ell D$ is not a left ideal.

Often, however, we see that the closure of a left ideal is an ideal.
Theorem 2.17. Let $S$ be a compact right topological semigroup and assume that $\Lambda(S)$ is dense in $S$. Let $L$ be a left ideal of $S$. Then ch $L$ is a left ideal of $S$.

Proof. Let $x \in c \ell L$ and let $y \in S$. To see that $y x \in c \nmid L$, let $U$ be an open neighborhood of $y x$. Pick a neighborhood $V$ of $y$ such that $V x=\rho_{x}[V] \subseteq U$ and pick $z \in \Lambda(S) \cap V$. Then $z x=\lambda_{z}(x) \in U$ so pick a neighborhood $W$ of $x$ such that $z W \subseteq U$. Pick $w \in W \cap L$. Then $z w \in U \cap L$.

In our applications we shall often be concerned with semigroups with dense center. (If $S$ is discrete and commutative, then $\beta S$ has dense center - see Theorem 4.23.)

Lemma 2.18. Let $S$ be a compact right topological semigroup. The following statements are equivalent:
(a) The (algebraic) center of $S$ is dense in $S$.
(b) There is a dense commutative subset $A$ of $S$ with $A \subseteq \Lambda(S)$.

Proof. The fact that (a) implies (b) is trivial. To see that (b) implies (a), let $A$ be a dense commutative subset of $S$ with $A \subseteq \Lambda(S)$. For every $x \in A$, the continuous functions $\rho_{x}$ and $\lambda_{x}$ are equal on $A$ and are therefore equal on $S$. So $A$ is contained in the center of $S$.

Theorem 2.19. Let $S$ be a compact right topological semigroup with dense center.
(a) If $R$ is a right ideal of $S$, then $c \ell R$ is a two sided ideal of $S$.
(b) If $e \in E(K(S))$, then $c \ell(e S e)=S e$.

Proof. Let $A$ be the center of $S$.
(a) By Theorem 2.15, $c \ell R$ is a right ideal of $S$. To see that $S \cdot(c \ell R) \subseteq c \ell R$, let $y \in$ $c \ell R$ be given. Then given any $x \in A$ one has $\rho_{y}(x)=x y=y x \in(c \ell R) x \subseteq c \ell R$. Thus $\rho_{y}[A] \subseteq c \ell R$, so $\rho_{y}[S]=\rho_{y}[c \ell A] \subseteq c \ell \rho_{y}[A] \subseteq c \ell R$. That is $S y \subseteq c \ell R$ as required.
(b) Since $S e$ is closed (being the continuous image of a compact space), $c \ell(e S e) \subseteq$ $S e$. On the other hand, since $\rho_{e}$ is continuous, $S e=(c \ell A) e=c \ell(A e)=c \ell(e A e) \subseteq$ $c \ell(e S e)$.

Theorem 2.20. Let $S$ be a compact right topological semigroup with dense center. Assume that $S$ has some minimal right ideal $R$ which is closed. Then $R=K(S)$ and all maximal subgroups of $K(S)$ are closed and pairwise algebraically and topologically isomorphic.

Proof. By Theorem 2.19 (a), $c \ell R$ is an ideal so $K(S) \subseteq c \ell R=R \subseteq K(S)$. Given $e \in E(K(S)), H(e)=e S e=R \cap S e$ by Theorems 2.9 and 2.7 so $H(e)$ is closed. Any two maximal subgroups of $K(S)$ lie in the same minimal right ideal and so are algebraically and topologically isomorphic by Theorem 2.11.

Theorem 2.21. Let $S$ be a compact right topological semigroup with dense center. The following statements are equivalent:
(a) $K(S)$ is a minimal right ideal of $S$.
(b) All maximal subgroups of $K(S)$ are closed.
(c) Some maximal subgroup of $K(S)$ is closed.

Proof. (a) implies (b). Let $e \in E(K(S))$. Then by Theorem $2.9 e S$ is a minimal right ideal and $S e$ is a minimal left ideal so by Theorem 2.7 (d), $e S e=e S \cap S e$. Since $K(S)$ is a minimal right ideal $e S=K(S)$. Since $S e \subseteq K(S), e S e=e S \cap S e=S e$, and $S e$ is closed.

The fact that (b) implies (c) is trivial.
(c) implies (a). Pick $e \in E(K(S))$ such that $e S e$ is closed. Let $R=e S$. By Theorem 2.19 (b), $c \ell(e S e)=S e$. So $S e=e S e \subseteq e S=R$. Now any other minimal right ideal of $S$ would be disjoint from $R$ so would miss $S e$, which is impossible by Lemma 1.29 (b). Thus $R$ is the only minimal right ideal of $K(S)$, which is the union of all minimal right ideals, so $K(S)=R$.

We have seen that the Cartesian product of semigroups is itself a semigroup under the coordinatewise operation. If the semigroups are also topological spaces the product is naturally a topological space.

Theorem 2.22. Let $\left\langle S_{i}\right\rangle_{i \in I}$ be a family of right topological semigroups and let $S=$ $\times_{i \in I} S_{i}$. With the product topology and coordinatewise operations, $S$ is a right topological semigroup. If each $S_{i}$ is compact, then so is $S$. If $\vec{x} \in S$ and for each $i \in I$, $\lambda_{x_{i}}: S_{i} \rightarrow S_{i}$ is continuous, then $\lambda_{\vec{x}}: S \rightarrow S$ is continuous.

Proof. This is Exercise 2.3.5.
Note that the following theorem is entirely algebraic. We shall only need it, however, in the case in which each $S_{i}$ is a compact right topological semigroup. In this case, each $S_{i}$ does have a smallest ideal by Theorem 2.8.

Theorem 2.23. Let $\left\langle S_{i}\right\rangle_{i \in I}$ be a family of semigroups and let $S=\times_{i \in I} S_{i}$. Suppose that, for each $i \in I, S_{i}$ has a smallest ideal. Then $S$ also has a smallest ideal and $K(S)=\times_{i \in I} K\left(S_{i}\right)$.

Proof. We first note that $\times_{i \in I} K\left(S_{i}\right)$ is an ideal of $S$.
Let $\vec{u} \in \times_{i \in I} K\left(S_{i}\right)$. Then

$$
\left(\underset{i \in I}{X} K\left(S_{i}\right)\right) \cdot \vec{u} \cdot\left(\underset{i \in I}{X} K\left(S_{i}\right)\right)=\underset{i \in I}{X}\left(K\left(S_{i}\right) \cdot u_{i} \cdot K\left(S_{i}\right)\right)=\underset{i \in I}{X} K\left(S_{i}\right)
$$

so by Lemma $1.52(\mathrm{~b}), K(S)=\times_{i \in I} K\left(S_{i}\right)$.
While we are on the subject of products, we use Cartesian products to establish the following result which will be useful later.

Theorem 2.24. Let $A$ be a set and let $G$ be the free group generated by $A$. Then $G$ can be embedded in a compact topological group. This means that there is a compact topological group $H$ and a one-to-one homomorphism $\varphi: G \rightarrow H$.

Proof. Recall that $\emptyset$ is the identity of $G$. For each $g \in G \backslash\{\emptyset\}=G^{\prime}$, pick by Theorem 1.23 a finite group $F_{g}$ and a homomorphism $\phi_{g}: G \rightarrow F_{g}$ such that $\phi_{g}(g)$ is not the identity of $F_{g}$. Let each $F_{g}$ have the discrete topology. Then $H=\times_{g \in G^{\prime}} F_{g}$ is a compact topological group. Define a homomorphism $\varphi: G \rightarrow H$ by stating that $\varphi(h)_{g}=\phi_{g}(h)$. Then, if $g \in G^{\prime}$, we know that $\varphi(g)_{g}$ is not the identity of $F_{g}$. So the kernel of $\varphi$ is $\{\emptyset\}$ and hence $\varphi$ is one-to-one as required.

Exercise 2.3.1. Prove Theorem 2.15.
Exercise 2.3.2. Let $S$ be a right topological semigroup, and let $T$ be a subset of the topological center of $S$. Prove that $c \ell T$ is a semigroup if $T$ is a semigroup.

Exercise 2.3.3. Verify the assertions in Example 2.16.
Exercise 2.3.4. Let $X$ and $D$ be as in Example 2.16 except that $D$ is open and $c \ell D \backslash$ $D=\{z\}$. Prove that $\Lambda(X)=\{z\}$.

Exercise 2.3.5. Prove Theorem 2.22.

### 2.4 Semitopological and Topological Semigroups

We only scratch the surface of the theory of semitopological semigroups and the theory of topological semigroups, in order to indicate the kinds of results that hold in these settings but not in the setting of right topological semigroups.

We shall see many examples of right topological semigroups that have no closed minimal right ideals, including our favorite $(\beta \mathbb{N},+$ ). (See Theorems 6.9 and 2.20.) By way of contrast we have the following theorem.

Theorem 2.25. Let $S$ be a compact semitopological semigroup and let $a \in S$. Then $a S, S a$, and $a S a$ are closed.

Proof. Exercise 2.4.1.
Corollary 2.26. Let $S$ be a compact semitopological semigroup with dense center. Then $S$ is commutative and $K(S)$ is a group.

Proof. For any $x \in S, \lambda_{x}$ and $\rho_{x}$ are continuous functions agreeing on a dense subspace of $S$ and therefore on the whole of $S$. So $S$ is commutative.

By Corollary 2.6 and Exercise 1.6.5, $K(S)$ is a group.
In fact a stronger conclusion holds. See Corollary 2.40.
Theorem 2.27. Let $S$ be a semitopological semigroup and let $T$ be a subsemigroup of $S$. Then $c \ell T$ is a subsemigroup of $S$.

Proof. This follows from Exercise 2.3.2.

By way of contrast we shall now see that in a right topological semigroup, the closure of a subsemigroup need not be a semigroup. (This also holds, as we shall see in Theorem 8.21, in $(\beta \mathbb{N},+)$.)

Theorem 2.28. Let $X$ be the one point compactification of $\mathbb{N}$ and let $T=\{f \in$ $X_{X}: f$ is one-to-one $\}$. Then $c \ell T$ is not a semigroup.

Proof. For each $n \in \mathbb{N}$, define $g_{n}: X \rightarrow X$ by

$$
g_{n}(x)= \begin{cases}x+n & \text { if } x \in \mathbb{N} \\ \infty & \text { if } x=\infty\end{cases}
$$

Let $g: X \rightarrow X$ be the constant function $\bar{\infty}$. Then each $g_{n} \in T$ and $\left\langle g_{n}\right\rangle_{n=1}^{\infty}$ converges to $g$ in $X_{X}$ so $g \in c \ell T$.

Now define $f: X \rightarrow X$ by

$$
f(x)= \begin{cases}x+1 & \text { if } x \in \mathbb{N} \\ 1 & \text { if } x=\infty\end{cases}
$$

Then $f \in T$ while $f \circ g \notin c \ell T$ because $\left\{h \in X_{X}: h(1)=h(2)=1\right\}$ is a neighborhood of $f \circ g$ in $X_{X}$ which misses $T$.

We see, however, that many subsemigroups of $X_{X}$ do have closures that are semigroups.

Theorem 2.29. Let $X$ be a topological space and let $S \subseteq X_{X}$ be a semigroup such that for each $f \in S, f$ is continuous. Then cl $S$ is a semigroup.

Proof. This follows from Theorem 2.2 and Exercise 2.3.2.
The closed semigroups of Theorem 2.29 are important in topological dynamics and we will have occasion to refer to them often.

Definition 2.30. Let $X$ be a topological space and let $S$ be a semigroup contained in $X_{X}$ such that for all $f \in S, f$ is continuous. Then $c \ell S$ is the enveloping semigroup of $S$.

If $T \in X_{X}$ is continuous and $S=\left\{T^{n}: n \in \mathbb{N}\right\}$, then $c \ell S$ is the enveloping semigroup of $T$.

By Theorem 2.29, if $T \in X_{X}$ is continuous, then $c \ell\left\{T^{n}: n \in \mathbb{N}\right\}$ is a semigroup. We see that one cannot add a single point of discontinuity and expect the same conclusion.

Example 2.31. Let $X=[0,1]$ with the usual topology and define $f \in{ }^{X} X$ by

$$
f(x)= \begin{cases}1 & \text { if } x=0 \\ x / 2 & \text { if } 0<x \leq 1\end{cases}
$$

Then $c \ell\left\{f^{n}: n \in \mathbb{N}\right\}=\left\{f^{n}: n \in \mathbb{N}\right\} \cup\{\overline{0}\}$ but $f \circ \overline{0}=\overline{1} \notin c \ell\left\{f^{n}: n \in \mathbb{N}\right\}$.
Theorem 2.32. Let $S$ be a compact topological semigroup. Then all maximal subgroups of $S$ are closed and are topological groups.

Proof. Let $e \in E(S)$. By Lemma 1.19, an element $x \in e S e$ is in $H(e)$ if and only if there is an element $y \in e S e$ for which $y x=x y=e$. Now $e S e$ is closed as it is the continuous image of $S$ under the mapping $\rho_{e} \circ \lambda_{e}$. Suppose that $x$ is a limit point of a net $\left\langle x_{\iota}\right\rangle_{\iota \in I}$ in $H(e)$. For each $\iota \in I$ there is an element $y_{\imath} \in H(e)$ for which $x_{\iota} y_{l}=y_{\iota} x_{\iota}=e$. By joint continuity any limit point $y$ of the net $\left\langle y_{\imath}\right\rangle_{\iota \in I}$ satisfies $x y=y x=e$ and so $x \in H(e)$.

To see that the inverse function In : $H(e) \rightarrow H(e)$ is continuous, let $x \in H(e)$ and let $\left\langle x_{l}\right\rangle_{l \in I}$ be a net in $H(e)$ converging to $x$. As observed above, any limit point $y$ of the net $\left\langle x_{l}{ }^{-1}\right\rangle_{\iota \in I}$ satisfies $x y=y x=e$ and so $x^{-1}$ is the only limit point of $\left\langle x_{\iota}{ }^{-1}\right\rangle_{\iota \in I}$. That is, $\left\langle x_{\iota}{ }^{-1}\right\rangle_{\iota \in I}$ converges to $x^{-1}$.

We see that we cannot obtain the conclusion of Theorem 2.32 in an arbitrary compact semitopological semigroup.

Example 2.33. Let $S=\mathbb{R} \cup\{\infty\}$ with the topology and semigroup operation given in Exercise 2.1.2. Then $S$ is a semitopological semigroup, $E(S)=\{0, \infty\}$ and $H(0)=\mathbb{R}$. Thus $H(0)$ is not closed.

Note that in Example 2.33, $H(\infty)=\{\infty\}$, which is closed. In fact, by Theorem 2.25, in any compact semitopological semigroup, all maximal groups in $K(S)$ are closed.

Exercise 2.4.1. Prove Theorem 2.25
Exercise 2.4.2. Let $X$ be any set. We can identify $\mathcal{P}(X)$ with $X_{\{0,1\}}$ by identifying each $Y \in \mathscr{P}(X)$ with its characteristic function $\chi_{Y}$, where,

$$
\chi_{Y}(x)= \begin{cases}1 & \text { if } x \in Y \\ 0 & \text { if } x \in X \backslash Y\end{cases}
$$

We can use this identification to give $\mathcal{P}(X)$ a compact topology. Prove that $(\mathcal{P}(X), \cup)$ and $(\mathcal{P}(X), \cap)$ are topological semigroups. Prove also that $(\mathcal{P}(X), \Delta)$ is a topological group which can be identified topologically and algebraically with $X_{\mathbb{Z}_{2}}$ (where $Y \Delta Z=(Y \cup Z) \backslash(Y \cap Z)$, the symmetric difference of $Y$ and $Z)$.

Exercise 2.4.3. Given a set $A \subseteq \mathbb{R}^{n}$ and $x \in \mathbb{R}^{n}$ define $d(x, A)=\inf \{d(x, y)$ : $y \in A\}$. Let $\mathscr{H}\left(\mathbb{R}^{n}\right)$ denote the set of nonempty compact subsets of $\mathbb{R}^{n}$. The Hausdorff metric on $\mathscr{H}\left(\mathbb{R}^{n}\right)$ is defined by

$$
h(A, B)=\inf \{r: d(a, B) \leq r \text { for all } a \in A \text { and } d(b, A) \leq r \text { for all } b \in B\}
$$

Prove that with the topology defined by this metric, $\left(\mathscr{H}\left(\mathbb{R}^{n}\right), \cup\right)$ and $\left(\mathscr{H}\left(\mathbb{R}^{n}\right),+\right)$ are topological semigroups, where $A+B=\{a+b: a \in A$ and $b \in B\}$.

### 2.5 Ellis' Theorem

We now set out to show, in Corollary 2.39 , that if $S$ is a locally compact semitopological group, then $S$ is in fact a topological group. While this result is of fundamental importance to the theory of semitopological semigroups, it will not be used again in this book until Chapter 21. Consequently, this section may be viewed as "optional".

In a metric space $(X, d)$, given $x \in X$ and $\epsilon>0$ we write $N(x, \epsilon)=\{y \in X$ : $d(x, y)<\epsilon\}$.

Lemma 2.34. Let $X$ be a compact metric space and let $g: X \times X \rightarrow \mathbb{R}$ be a separately continuous function. There is a dense $G_{\delta}$ subset $D$ of $X$ such that $g$ is jointly continuous at each point of $D \times X$.

Proof. Let $d$ be the metric of $X$. For every $\epsilon>0$ and every $\delta>0$, let

$$
\begin{gathered}
E_{\delta, \epsilon}=\{x \in X: \\
\text { whenever } y, y^{\prime} \in X \text { and } d\left(y, y^{\prime}\right)<\delta \\
\text { one has } \left.\left|g(x, y)-g\left(x, y^{\prime}\right)\right| \leq \epsilon\right\} .
\end{gathered}
$$

We first observe that each $E_{\delta, \epsilon}$ is closed.
We next observe that for each $\epsilon>0, X=\bigcup_{n=1}^{\infty} E_{1 / n, \epsilon}$. Indeed, for each $x$ the function $y \mapsto g(x, y)$ is uniformly continuous, so for some $n, x \in E_{1 / n, \epsilon}$.

Now let $U$ be a nonempty open subset of $X$. For each $n \in \mathbb{N}$, if $U \cap \operatorname{int}_{X}\left(E_{1 / n, \epsilon}\right)=$ $\emptyset$, then $U \cap E_{1 / n, \epsilon}$ is nowhere dense. Thus, by the Baire Category Theorem, there exists $n \in \mathbb{N}$ such that $U \cap \operatorname{int}_{X}\left(E_{1 / n, \epsilon}\right) \neq \emptyset$. Let $H_{\epsilon}=\bigcup_{n=1}^{\infty} \operatorname{int}_{X}\left(E_{1 / n, \epsilon}\right)=$ $\bigcup_{\delta>0} \operatorname{int}_{X}\left(E_{\delta, \epsilon}\right)$. Then $H_{\epsilon}$ is a dense open subset of $X$.

Let $D=\bigcap_{\epsilon>0} H_{\epsilon}=\bigcap_{m=1}^{\infty} H_{1 / m}$. By the Baire Category Theorem, $D$ is dense in $X$. To see that $g$ is continuous at each point of $D \times X$, let $(x, y) \in D \times X$ and let $\epsilon>0$. Since $x \in D \subseteq H_{\epsilon / 2}$, pick $\delta>0$ such that $x \in \operatorname{int}_{X}\left(E_{\delta, \epsilon / 2}\right)$. Also pick a neighborhood $U$ of $x$ such that $|g(x, y)-g(z, y)|<\epsilon / 2$ for all $z \in U$. Let $\left.(z, w) \in \operatorname{int}_{X}\left(E_{\delta, \epsilon / 2}\right) \cap U\right) \times N(y, \delta)$. Since $z \in E_{\delta, \epsilon / 2}$ and $d(y, w)<\delta$, one has $|g(z, y)-g(z, w)| \leq \frac{\epsilon}{2}$. Since $z \in U$, one has $|g(x, y)-g(z, y)|<\frac{\epsilon}{2}$. Thus $|g(x, y)-g(z, w)|<\epsilon$.

Lemma 2.35. Let $(X, \cdot)$ be a compact metrizable semitopological semigroup with identity $e$ and let $x$ be an invertible element of $X$. Then $\cdot$ is jointly continuous at every point of $(\{x\} \times X) \cup(X \times\{x\})$.

Proof. By symmetry it suffices to show that - is jointly continuous at every point of $\{x\} \times X$. To this end, let $y \in X$ and let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ be sequences in $X$ converging to $x$ and $y$ respectively. We shall show that $\left\langle x_{n} y_{n}\right\rangle_{n=1}^{\infty}$ converges to $x y$.

To see this, let $z$ be any limit point of the sequence $\left\langle x_{n} y_{n}\right\rangle_{n=1}^{\infty}$ and choose a subsequence $\left\langle x_{n_{r}} y_{n_{r}}\right\rangle_{r=1}^{\infty}$ of $\left\langle x_{n} y_{n}\right\rangle_{n=1}^{\infty}$ which converges to $z$.

Suppose that $z \neq x y$. Then $x^{-1} z \neq y$ so pick a continuous function $\phi: X \rightarrow \mathbb{R}$ such that $\phi\left(x^{-1} z\right)=0$ and $\phi(y)=1$. Define $g: X \times X \rightarrow \mathbb{R}$ by $g(u, v)=\phi(u v)$ and note that $g$ is separately continuous. Pick by Lemma 2.34 a dense subset $D$ of $X$ such that $g$ is jointly continuous at each point of $D \times X$. Choose a sequence $\left\langle d_{n}\right\rangle_{n=1}^{\infty}$ in $D$ converging to $e$.

For each $m \in \mathbb{N}, \lim _{r \rightarrow \infty} d_{m} x^{-1} x_{n_{r}}=d_{m}$ so, since $g$ is jointly continuous at $\left(d_{m}, y\right)$,

$$
\lim _{r \rightarrow \infty} \phi\left(d_{m} x^{-1} x_{n_{r}} y_{n_{r}}\right)=\lim _{r \rightarrow \infty} g\left(d_{m} x^{-1} x_{n_{r}}, y_{n_{r}}\right)=g\left(d_{m}, y\right)=\phi\left(d_{m} y\right)
$$

Also, for each $m, \lim _{r \rightarrow \infty} \phi\left(d_{m} x^{-1} x_{n_{r}} y_{n_{r}}\right)=\phi\left(d_{m} x^{-1} z\right)$. Thus

$$
\begin{aligned}
\phi(y)=\lim _{m \rightarrow \infty} \phi\left(d_{m} y\right) & =\lim _{m \rightarrow \infty} \lim _{r \rightarrow \infty} \phi\left(d_{m} x^{-1} x_{n_{r}} y_{n_{r}}\right) \\
& =\lim _{m \rightarrow \infty} \phi\left(d_{m} x^{-1} z\right)=\phi\left(x^{-1} z\right),
\end{aligned}
$$

a contradiction.
We shall need the following simple lemma.
Lemma 2.36. Let $X$ be a semitopological semigroup, let $C$ be a dense subset of $X$, and let $\phi$ be a continuous function from $X$ to a topological space $Z$. Let $x, y \in X$. If $\phi(u x v)=\phi(u y v)$ for every $u, v \in C$, then $\phi(u x v)=\phi(u y v)$ for every $u, v \in X$.

Proof. This is Exercise 2.5.1.
Lemma 2.37. Let $X$ be a compact semitopological semigroup and let $\phi$ be a continuous real valued function defined on $X$. We define an equivalence relation on $X$ by stating that $x \equiv y$ if $\phi(u x v)=\phi(u y v)$ for every $u, v \in X$. Let $Y$ denote the quotient space $X / \equiv$ and let $\pi: X \rightarrow Y$ denote the canonical projection. Then $Y$ can be given a semigroup structure for which $Y$ is also a compact semitopological semigroup and $\pi$ is a homomorphism. Furthermore, if $X$ is separable, $Y$ is metrizable.

Proof. First notice that $Y$ is compact since it is the continuous image of a compact space. To see that $Y$ is Hausdorff, let $x, y \in X$ and assume that $\pi(x) \neq \pi(y)$.

Pick $u, v \in X$ such that $a=\phi(u x v) \neq \phi(u y v)=b$ and let $\epsilon=|a-b|$. Let $U=$ $\left(\phi \circ \lambda_{u} \circ \rho_{v}\right)^{-1}\left[N\left(a, \frac{\epsilon}{2}\right)\right]$ and let $V=\left(\phi \circ \lambda_{u} \circ \rho_{v}\right)^{-1}\left[N\left(b, \frac{\epsilon}{2}\right)\right]$. Then $U=\pi^{-1}[\pi[U]]$ and $V=\pi^{-1}[\pi[V]]$ so $\pi[U]$ and $\pi[V]$ are disjoint neighborhoods of $\pi(x)$ and $\pi(y)$.

Define an operation on $Y$ by $\pi(x) \pi(y)=\pi(x y)$. To see that the operation is well defined, assume that $x \equiv x^{\prime}$ and $y \equiv y^{\prime}$ and let $u, v \in X$. Then $\phi(u x y v)=$ $\phi\left(u x^{\prime} y v\right)=\phi\left(u x^{\prime} y^{\prime} v\right)$. The operation is clearly associative. It follows from Exercise 2.2.2 and its dual that $Y$ is a semitopological semigroup.

Now suppose that $X$ has a countable dense subset $C$. Let $\psi: X \rightarrow C \times C_{\mathbb{R}}$ be defined by $\psi(x)(u, v)=\phi(u x v)$. Then $\psi$ is continuous. Define $\widehat{\psi}: Y \rightarrow C \times C_{\mathbb{R}}$ by $\widehat{\psi}(\pi(x))=\psi(x)$. Then $\widehat{\psi}$ is clearly well defined. To see that $\widehat{\psi}$ is continuous, let $U$ be an open subset of $C \times C_{\mathbb{R}}$ and let $V=\widehat{\psi}^{-1}[U]$. Then $\pi^{-1}[V]=\psi^{-1}[U]$ so $V$ is open.

We claim that $\widehat{\psi}$ is one-to-one. To see this, suppose that $\widehat{\psi}(\pi(x))=\widehat{\psi}(\pi(y))$. Then $\phi(u x v)=\phi(u y v)$ for every $u, v \in C$. It follows that $\phi(u x v)=\phi(u y v)$ for every $u, v \in X$ (by Lemma 2.36) and hence that $\pi(x)=\pi(y)$.

We can now conclude that $Y$ is homeomorphic to $\hat{\psi}[Y]$. This is metrizable, as it is a subspace of $C \times C_{\mathbb{R}}$, the product of a countable number of copies of $\mathbb{R}$.

Theorem 2.38. Let $(S, \cdot)$ be a compact semitopological semigroup with identity e and let $x$ be an invertible element of $S$. Then $\cdot$ is jointly continuous at every point of $(\{x\} \times S) \cup(S \times\{x\})$.

Proof. Let $y \in S$. To show that $\cdot$ is jointly continuous at $(x, y)$, it is sufficient to show that the mapping $(w, z) \mapsto \gamma(w z)$ is jointly continuous at $(x, y)$ for every continuous real valued function $\gamma$.

Suppose, on the contrary, that there exists a continuous real valued function $\gamma$ for which this mapping is not jointly continuous at $(x, y)$. Then there exists $\delta>0$ such that every neighborhood of $(x, y)$ in $S \times S$ contains a point $(w, z)$ for which $\mid \gamma(w z)-$ $\gamma(x y) \mid>\delta$.

We shall inductively choose sequences $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ in $S$. We first choose $x_{1}$ and $y_{1}$ arbitrarily. We then assume that $m \in \mathbb{N}$ and that $x_{i}$ and $y_{i}$ have been chosen for every $i \in\{1,2, \ldots, m\}$. Put

$$
C_{m}=\left\{\prod_{i=1}^{m} w_{i}: \text { for all } i, w_{i} \in\left\{e, x, x^{-1}, y\right\} \cup\left\{x_{1}, x_{2}, \ldots, x_{m}\right\} \cup\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}\right\} .
$$

We note that $C_{m}$ is finite and that for each $u, v \in C_{m}, \gamma \circ \lambda_{u} \circ \rho_{v}$ is continuous. We can therefore choose $x_{m+1}$ and $y_{m+1}$ satisfying $\left|\gamma\left(u x_{m+1} v\right)-\gamma(u x v)\right|<\frac{1}{m+1}$ and $\left|\gamma\left(u y_{m+1} v\right)-\gamma(u y v)\right|<\frac{1}{m+1}$ for every $u, v \in C_{m}$, while $\mid \gamma\left(x_{m+1} y_{m+1}\right)-$ $\gamma(x y) \mid>\delta$.

Let $C=\bigcup_{m=1}^{\infty} C_{m}$. Then $C$ is a subsemigroup of $S$, because, if $u \in C_{k}$ and $v \in C_{m}$, then $u v \in C_{k+m}$. Let $X=c \ell C$. Then $X$ is a subsemigroup of $S$ by

Theorem 2.27. Let $\phi=\gamma_{\mid X}$ and let $Y$ be the quotient of $X$ as described in Lemma 2.37. Then $Y$ is a compact metrizable semitopological semigroup with identity $\pi(e)$, and $\pi(x)$ has the inverse $\pi\left(x^{-1}\right)$ in $Y$. So, by Lemma 2.35, $\cdot$ is jointly continuous at $(\pi(x), \pi(y))$.

We claim that $\pi\left(x_{n}\right) \rightarrow \pi(x)$. Suppose instead that there is some $z \in X$ such that $\pi(z) \neq \pi(x)$ and $\pi(z)$ is an accumulation point of the sequence $\left\langle\pi\left(x_{n}\right)\right\rangle_{n=1}^{\infty}$. Choose by Lemma 2.36 some $u, v \in C$ such that $\phi(u z v) \neq \phi(u x v)$ and pick $k \in$ $\mathbb{N}$ such that $|\phi(u z v)-\phi(u x v)|>\frac{1}{k}$. Pick $m \geq 2 k$ such that $u, v \in C_{m}$. Let $V=\left\{w \in X:|\phi(u w v)-\phi(u z v)|<\frac{1}{2 k}\right\}$. Then $V=\pi^{-1}[\pi[V]]$ so $\pi[V]$ is a neighborhood of $\pi(z)$ so choose $n>m$ such that $\left|\phi\left(u x_{n} v\right)-\phi(u z v)\right|<\frac{1}{2 k}$. Since also $\left|\phi\left(u x_{n} v\right)-\phi(u x v)\right|<\frac{1}{n}$, we have that $|\phi(u z v)-\phi(u x v)|<\frac{1}{k}$, a contradiction.

Similarly, $\pi\left(y_{n}\right) \rightarrow \pi(y)$.
So $\pi\left(x_{n}\right) \pi\left(y_{n}\right) \rightarrow \pi(x y)$ in $Y$. Let $W=\{w \in X:|\phi(w)-\phi(x y)|<\delta\}$. Then $\pi[W]$ is a neighborhood of $\pi(x y)$ in $Y$, so pick $n$ such that $\pi\left(x_{n} y_{n}\right) \in \pi[W]$. Then $\left|\gamma\left(x_{n} y_{n}\right)-\gamma(x y)\right|<\delta$, a contradiction.

This establishes that $\cdot$ is jointly continuous at every point of $\{x\} \times S$. By symmetry, it is also jointly continuous at every point of $S \times\{x\}$.

We can now prove Ellis' Theorem.
Corollary 2.39 (Ellis' Theorem). Let $S$ be a locally compact semitopological semigroup which is algebraically a group. Then $S$ is a topological group.

Proof. If $S$ is compact, let $\widetilde{S}=S$. Otherwise, let $\widetilde{S}=S \cup\{\infty\}$ denote the onepoint compactification of $S$. We extend the semigroup operation of $S$ to $\widetilde{S}$ by putting $s \cdot \infty=\infty \cdot s=\infty$ for every $s \in \widetilde{S}$. It is then simple to check that $\widetilde{S}$ is a compact semitopological semigroup with an identity. So, by Theorem 2.38 , the semigroup operation on $\widetilde{S}$ is jointly continuous at every point of $(S \times \widetilde{S}) \cup(\widetilde{S} \times S)$. In particular, $S$ is a topological semigroup.

To see that the inverse function is continuous on $S$, let $x \in S$ and let $\left\langle x_{\alpha}\right\rangle_{\alpha \in I}$ be a net in $S$ converging to $x$. We claim that $\left\langle x_{\alpha}{ }^{-1}\right\rangle_{\alpha \in I}$ converges to $x^{-1}$. To see this, let $z$ be any cluster point of $\left\langle x_{\alpha}{ }^{-1}\right\rangle_{\alpha \in I}$ in $\widetilde{S}$ and choose a subnet $\left\langle x_{\delta}{ }^{-1}\right\rangle_{\delta \in J}$ which converges to $z$. Then by the continuity of $\cdot$ at $(x, z),\left\langle x_{\delta} x_{\delta}{ }^{-1}\right\rangle_{\delta \in J}$ converges to $x z$. Therefore $z=x^{-1}$.

Corollary 2.40. Let $S$ be a compact semitopological semigroup with dense center. Then $K(S)$ is a compact topological group.

Proof. By Corollary 2.26, $K(S)$ is a semitopological group. Thus $K(S)$ has a unique idempotent $e$ and so $K(S)=S e$ by Theorem 2.8. Thus $K(S)$ is compact and so by Corollary 2.39, $K(S)$ is a topological group.

Exercise 2.5.1. Prove Lemma 2.36.

### 2.6 Notes

Theorem 2.5 was proved for topological semigroups by K. Numakura [313] and A. Wallace [384, 385, 386]. The first proof using only one sided continuity seems to be that of R. Ellis [132, Lemma 1].

Theorem 2.9 is due to W. Ruppert [353].
Example 2.13 is from [62], a result of collaboration with J. Berglund.
Example 2.16 is due to W. Ruppert [353], as is Theorem 2.19 (a) [356].
Lemma 2.34 is a special case of a theorem of J. Christensen [101]. As we have already remarked, Corollary 2.39 is a result of R. Ellis [131]. The proof given here involves essentially the same ideas as that given by W. Ruppert in [354]. (An alternate proof of comparable length to that given here is presented by J. Auslander in [12, pp. 57-63].) Theorem 2.38 was proved by J. Lawson [288]. For additional information see [354] and [289].

## Chapter 3

## $\beta D$-Ultrafilters and The Stone-Čech Compactification of a Discrete Space

There are many different constructions of the Stone-Čech compactification of a topological space $X$. In the case in which the space is discrete, the Stone-Čech compactification of $X$ may be viewed as the set of ultrafilters on $S$ and it is this approach that we adopt.

### 3.1 Ultrafilters

Definition 3.1. Let $D$ be any set. A filter on $D$ is a nonempty set $U$ of subsets of $D$ with the following properties:
(a) If $A, B \in \mathcal{U}$, then $A \cap B \in \mathcal{U}$.
(b) If $A \in \mathcal{U}$ and $A \subseteq B \subseteq D$, then $B \in \mathcal{U}$.
(c) $\emptyset \notin \mathcal{U}$.

A classic example of a filter is the set of neighborhoods of a point in a topological space. (We remark that a neighborhood of a point is a set containing an open set containing that point. That is neighborhoods do not, in our view, have to be open.) Another example is the set of subsets of any infinite set whose complements are finite.

We observe that, if $\mathcal{U}$ is any filter on $D$, then $D \in \mathcal{U}$.
Definition 3.2. Let $D$ be a set and let $\mathcal{U}$ be a filter on $D$. A family $\mathcal{A}$ is a filter base for $\mathcal{U}$ if and only if $\mathcal{A} \subseteq \mathcal{U}$ and for each $B \in \mathcal{U}$ there is some $A \in \mathscr{A}$ such that $A \subseteq B$.

Thus, in a topological space, the open neighborhoods of a point form a filter base for the filter of neighborhoods of that point.

Definition 3.3. An ultrafilter on $D$ is a filter on $D$ which is not properly contained in any other filter on $D$.

We record immediately the following very simple but also very useful fact about ultrafilters.

Remark 3.4. Let $D$ be a set and let $\mathcal{U}$ and $\mathcal{V}$ be ultrafilters on $D$. Then $\mathcal{U}=\mathcal{V}$ if and only if $\mathcal{U} \subseteq \mathcal{V}$.

Those more familiar with measures may find it helpful to view an ultrafilter on $D$ as a $\{0,1\}$-valued finitely additive measure on $\mathcal{P}(D)$. (The members of the ultrafilter are the "big" sets. See Exercise 3.1.2.)

Lemma 3.5. Let $\mathcal{U}$ be a filter on the set $D$ and let $A \subseteq D$. Either
(a) there is some $B \in \mathcal{U}$ such that $A \cap B=\emptyset$ or
(b) $\{C \subseteq D$ : there is some $B \in \mathcal{U}$ with $A \cap B \subseteq C\}$ is a filter on $D$.

Proof. This is Exercise 3.1.3.
Recall that a set $\mathcal{A}$ of sets has the finite intersection property if and only if whenever $\mathcal{F}$ is a finite nonempty subset of $\mathcal{A}, \bigcap \mathscr{F} \neq \emptyset$.

Theorem 3.6. Let $D$ be a set and let $U \subseteq \mathscr{P}(D)$. The following statements are equivalent:
(a) $U$ is an ultrafilter on $D$.
(b) U has the finite intersection property and for each $A \in \mathscr{P}(D) \backslash U$ there is some $B \in U$ such that $A \cap B=\emptyset$.
(c) $\mathcal{U}$ is maximal with respect to the finite intersection property. (That is, $\mathcal{U}$ is a maximal member of $\{\mathcal{V} \subseteq \mathscr{P}(D): \mathcal{V}$ has the finite intersection property $\}$.)
(d) $U$ is a filter on $D$ and for all $\mathcal{F} \in \mathcal{P}_{f}(\mathcal{P}(D))$, if $\bigcup \mathcal{F} \in \mathcal{U}$, then $\mathcal{F} \cap \mathcal{U} \neq \emptyset$.
(e) $\mathcal{U}$ is a filter on $D$ and for all $A \subseteq D$ either $A \in \mathcal{U}$ or $D \backslash A \in \mathcal{U}$.

Proof. (a) implies (b). By conditions (a) and (c) of Definition 3.1, $\mathcal{U}$ has the finite intersection property. Let $A \in \mathcal{P}(D) \backslash \mathcal{U}$ and let $\mathcal{V}=\{C \subseteq D$ : there is some $B \in \mathcal{U}$ with $A \cap B \subseteq C\}$. Then $A \in \mathcal{V}$ so $\mathcal{U} \subsetneq \mathcal{V}$ so $\mathcal{V}$ is not a filter on $D$. Thus by Lemma 3.5, there is some $B \in \mathcal{U}$ such that $A \cap B=\emptyset$.
(b) implies (c). If $\mathcal{U} \subsetneq \mathcal{V} \subseteq \mathcal{P}(D)$, pick $A \in \mathcal{V} \backslash \mathcal{U}$ and pick $B \in \mathcal{U}$ such that $A \cap B=\emptyset$. Then $A, B \in \mathcal{V}$ so $\mathcal{V}$ does not have the finite intersection property.
(c) implies (d). Assume that $\mathcal{U}$ is maximal with respect to the finite intersection property among subsets of $\mathcal{P}(D)$. Then one has immediately that $\mathcal{U}$ is a nonempty set of subsets of $D$. Since $\mathcal{U} \cup\{D\}$ has the finite intersection property and $\mathcal{U} \subseteq \mathcal{U} \cup\{D\}$, one has $\mathcal{U}=\mathcal{U} \cup\{D\}$. That is, $D \in \mathcal{U}$. Given $A, B \in \mathcal{U}, \mathcal{U} \cup\{A \cap B\}$ has the finite intersection property so $A \cap B \in \mathcal{U}$. Given $A$ and $B$ with $A \in \mathcal{U}$ and $A \subseteq B \subseteq D$, $\mathcal{U} \cup\{B\}$ has the finite intersection property so $B \in \mathcal{U}$. Thus $\mathcal{U}$ is a filter.

Now let $\mathcal{F} \in \mathscr{P}_{f}(\mathcal{P}(D))$ with $\bigcup \mathcal{F} \in \mathcal{U}$, and suppose that for each $A \in \mathscr{F}$, $A \notin \mathcal{U}$. Then given $A \in \mathcal{F}, \mathcal{U} \subsetneq \mathcal{U} \cup\{A\}$ so $\mathcal{U} \cup\{A\}$ does not have the finite intersection property so there exists $\mathscr{E}_{A} \in \mathcal{P}_{f}(\mathcal{U})$ such that $A \cap \cap \mathscr{E}_{A}=\emptyset$. Let $\mathscr{H}=\bigcup_{A \in \mathcal{F}} \mathcal{E}_{A}$. Then $\mathscr{H} \cup\{\bigcup \mathcal{F}\} \subseteq \mathcal{U}$ while $(\bigcup \mathcal{F}) \cap \cap \mathscr{H}=\emptyset$, a contradiction.
(d) implies (e). Let $\mathcal{F}=\{A, D \backslash A\}$.
(e) implies (a). Assume that $\mathcal{U}$ is a filter on $D$ and for all $A \subseteq D$ either $A \in \mathcal{U}$ or $D \backslash A \in \mathcal{U}$. Let $\mathcal{V}$ be a filter with $\mathcal{U} \subseteq \mathcal{V}$ and suppose that $\mathcal{U} \neq \mathcal{V}$. Pick $A \in \mathcal{V} \backslash \mathcal{U}$. Then $D \backslash A \in \mathcal{U} \subseteq \mathcal{V}$ while $A \cap(D \backslash A)=\emptyset$, a contradiction.

If $a \in D,\{A \in \mathcal{P}(D): a \in A\}$ is easily seen to be an ultrafilter on $D$. This ultrafilter is called the principal ultrafilter defined by $a$.

Theorem 3.7. Let $D$ be a set and let $\mathcal{U}$ be an ultrafilter on $D$. The following statements are equivalent:
(a) $\mathcal{U}$ is a principal ultrafilter.
(b) There is some $F \in \mathcal{P}_{f}(D)$ such that $F \in \mathcal{U}$.
(c) The set $\{A \subseteq D: D \backslash A$ is finite $\}$ is not contained in $\mathcal{U}$.
(d) $\cap \mathcal{U} \neq \emptyset$.
(e) There is some $x \in D$ such that $\bigcap \mathcal{U}=\{x\}$.

Proof. (a) implies (b). Pick $x \in D$ such that $\mathcal{U}=\{A \subseteq D: x \in A\}$. Let $F=\{x\}$.
(b) implies (c). Given $F \in \mathcal{P}_{f}(D) \cap \mathcal{U}$ one has $D \backslash F \notin \mathcal{U}$.
(c) implies (d). Pick $A \subseteq D$ such that $D \backslash A$ is finite and $A \notin \mathcal{U}$. Let $F=D \backslash A$. Then $F \in \mathcal{U}$ and $F=\bigcup\{\{x\}: x \in F\}$ so by Theorem 3.6, we may pick $x \in F$ such that $\{x\} \in \mathcal{U}$. Then for each $B \in \mathcal{U}, B \cap\{x\} \neq \emptyset$ so $x \in \bigcap \mathcal{U}$.
(d) implies (e). Assume that $\bigcap \mathcal{U} \neq \emptyset$ and pick $x \in \bigcap \mathcal{U}$. Then $D \backslash\{x\} \notin \mathcal{U}$ so $\{x\} \in \mathcal{U}$ so $\bigcap U \subseteq\{x\}$.
(e) implies (a). Pick $x \in D$ such that $\bigcap \mathcal{U}=\{x\}$. Then $\mathcal{U}$ and $\{A \subseteq D$ : $x \in A\}$ are both ultrafilters so by Remark 3.4 it suffices to note that $\mathcal{U} \subseteq\{A \subseteq D$ : $x \in A\}$.

It is a fact that principal ultrafilters are the only ones whose members can be explicitly defined. There are no others which can be defined within Zermelo-Fraenkel set theory. (See the notes to this chapter.) However, the axiom of choice produces a rich set of nonprincipal ultrafilters on any infinite set.

Theorem 3.8. Let $D$ be a set and let $\mathcal{A}$ be a subset of $\mathcal{P}(D)$ which has the finite intersection property. Then there is an ultrafilter $\mathcal{U}$ on $D$ such that $\mathcal{A} \subseteq \mathcal{U}$.

Proof. Let $\Gamma=\{\mathscr{B} \subseteq \mathscr{P}(D): \mathscr{A} \subseteq \mathscr{B}$ and $\mathscr{B}$ has the finite intersection property $\}$. Then $\mathscr{A} \in \Gamma$ so $\Gamma \neq \emptyset$. Given a chain $\mathscr{C}$ in $\Gamma$ one has immediately that $\mathscr{A} \subseteq \cup \mathscr{C}$. Given $\mathscr{F} \in \mathscr{P}_{f}(\bigcup C)$ there is some $\mathscr{B} \in \mathscr{C}$ with $\mathscr{F} \subseteq \mathscr{B}$ so $\bigcap \mathcal{F} \neq \emptyset$. Thus by Zorn's Lemma we may pick a maximal member $\mathcal{U}$ of $\Gamma$. Trivially $\mathcal{U}$ is not only maximal in $\Gamma$, but in fact $\mathcal{U}$ is maximal with respect to the finite intersection property. By Theorem 3.6, $\mathcal{U}$ is an ultrafilter on $D$.

Corollary 3.9. Let $D$ be a set, let $\mathfrak{A}$ be a filter on $D$, and let $A \subseteq D$. Then $A \notin \mathcal{A}$ if and only if there is some ultrafilter $\mathcal{U}$ with $\mathcal{A} \cup\{D \backslash A\} \subseteq \mathcal{U}$.

Proof. Since one cannot have a filter $\mathcal{U}$ with $A \in \mathcal{U}$ and $D \backslash A \in \mathcal{U}$, the sufficiency is trivial.

For the necessity it suffices by Theorem 3.8 to show that $\mathcal{A} \cup\{D \backslash A\}$ has the finite intersection property. So suppose instead that there is some finite nonempty $\mathcal{F} \subseteq \mathcal{A}$ such that $(D \backslash A) \cap \bigcap \mathcal{F}=\emptyset$. Then $\bigcap \mathcal{F} \subseteq A$ so $A \in \mathcal{A}$.

The following concept will be important in the combinatorial applications of ultrafilters.

Definition 3.10. Let $\mathcal{R}$ be a nonempty set of sets. We say that $\mathcal{R}$ is partition regular if and only if whenever $\mathscr{F}$ is a finite set of sets and $\bigcup \mathscr{F} \in \mathscr{R}$, there exist $A \in \mathscr{F}$ and $B \in \mathcal{R}$ such that $B \subseteq A$.

We do not require that $\emptyset \notin \mathcal{R}$, but any family with $\emptyset$ as a member is trivially partition regular.

Given a property $\Psi$ of subsets of some set $D$, (i.e. a statement about these sets), we say the property is partition regular provided $\{A \subseteq D: \Psi(A)\}$ is partition regular.

Notice that we do not require that a partition regular family be closed under supersets (in some set $D$ ). (The reason is that there are combinatorial families, such as the sets of finite products from infinite sequences, that are partition regular under our requirement (by Corollary 5.15) but not under the stronger requirement.) See however Exercise 3.1.6

Definition 3.10.1. Let $\mathcal{R}$ be a set of sets. Then $\mathcal{R}$ is weakly partition regular if and only if, given any finite partition of $\bigcup \mathcal{R}$, there is a set in the partition which contains a member of $\mathcal{R}$.

Notice the difference between $\mathcal{R}$ being partition regular and being weakly partition regular. For example $\left\{A \in \mathscr{P}_{f}(\mathbb{N}):|A|>1\right\}$ is not partition regular but is weakly partition regular. Notice also, that if $S$ is a set and $\bigcup \mathcal{R} \subseteq S$, then $\mathcal{R}$ is weakly partition regular if and only if, given any finite partition of $S$, there is a set in the partition which contains a member of $\mathcal{R}$.

Theorem 3.11. Let $D$ be a set and let $\mathcal{R} \subseteq \mathscr{P}(D)$ be nonempty and assume that $\emptyset \notin \mathcal{R}$. Let $\mathcal{R}^{\uparrow}=\{B \in \mathcal{P}(D): A \subseteq B$ for some $A \in \mathcal{R}\}$. The following statements are equivalent:
(a) $\mathcal{R}$ is partition regular.
(b) Whenever $\mathcal{A} \subseteq \mathscr{P}(D)$ has the property that every finite nonempty subfamily of $\mathcal{A}$ has an intersection which is in $\mathcal{R}^{\uparrow}$, there is an ultrafilter $\mathcal{U}$ on $D$ such that $\mathcal{A} \subseteq \mathcal{U} \subseteq \mathcal{R}^{\uparrow}$.
(c) Whenever $A \in \mathcal{R}$, there is some ultrafilter $\mathcal{U}$ on $D$ such that $A \in \mathcal{U} \subseteq \mathcal{R}^{\uparrow}$.

Proof. (a) implies (b). Let $\mathfrak{B}=\{A \subseteq D$ : for all $B \in \mathcal{R}, A \cap B \neq \emptyset\}$ and note that $\mathscr{B} \neq \emptyset$ since $D \in \mathscr{B}$. Note also that we may assume that $\mathscr{A} \neq \emptyset$, since $\{D\}$ has the hypothesized property. Let $\mathcal{C}=\mathscr{A} \cup \mathscr{B}$. We claim that $\mathcal{C}$ has the finite intersection property. To see this it suffices (since $\mathcal{A}$ and $\mathscr{B}$ are nonempty) to let $\mathcal{F} \in \mathcal{P}_{f}(\mathcal{A})$ and $\mathscr{E} \in \mathscr{P}_{f}(\mathscr{B})$ and show that $\bigcap \mathcal{F} \cap \bigcap \mathscr{E} \neq \emptyset$. So suppose instead that we have such $\mathscr{F}$ and $\mathcal{E}$ with $\bigcap \mathscr{F} \cap \bigcap \mathcal{E}=\emptyset$. Pick $B \in \mathscr{R}$ such that $B \subseteq \bigcap \mathscr{F}$. Then $B \cap \bigcap \mathcal{E}=\emptyset$ and so $B=\bigcup_{A \in \mathscr{E}}(B \backslash A)$. Pick $A \in \mathscr{E}$ and $C \in \mathcal{R}$ such that $C \subseteq B \backslash A$. Then $A \cap C=\emptyset$, contradicting the fact that $A \in \mathscr{B}$.

By Theorem 3.8 there is an ultrafilter $\mathcal{U}$ on $D$ such that $\mathcal{C} \subseteq \mathcal{U}$. Given $C \in \mathcal{U}$, $D \backslash C \notin \mathcal{B}$ (since $C \cap(D \backslash C)=\emptyset \notin \mathcal{U})$. So pick some $B \in \mathcal{R}$ such that $B \cap(D \backslash C)=\emptyset$. That is, $B \subseteq C$.
(b) implies (c). Let $\mathcal{A}=\{A\}$.
(c) implies (a). Let $\mathcal{F}$ be a finite set of sets with $\bigcup \mathcal{F} \in \mathscr{R}$ and let $\mathcal{U}$ be an ultrafilter on $D$ such that $\bigcup \mathcal{F} \in \mathcal{U}$ and for each $C \in \mathcal{U}$ there is some $B \in \mathcal{R}$ such that $B \subseteq C$. Pick by Theorem 3.6 some $A \in \mathcal{F} \cap \mathcal{U}$.

Definition 3.12. Let $D$ be a set and let $\mathcal{U}$ be an ultrafilter on $D$. The norm of $\mathcal{U}$ is $\|U\|=\min \{|A|: A \in \mathcal{U}\}$.

Note that, by Theorem 3.7, if $\mathcal{U}$ is an ultrafilter, then $\|\mathcal{U}\|$ is either 1 or infinite.
Definition 3.13. Let $D$ be a set and let $\kappa$ be an infinite cardinal. A $\kappa$-uniform ultrafilter on $D$ is an ultrafilter $\mathcal{U}$ on $D$ such that $\|\mathcal{U}\| \geq \kappa$. The set $U_{\kappa}(D)=\{\mathcal{U}: \mathcal{U}$ is a $\kappa$-uniform ultrafilter on $D\}$. A uniform ultrafilter on $D$ is a $\kappa$-uniform ultrafilter on $D$, where $\kappa=|D|$.

Corollary 3.14. Let $D$ be any set and let $\mathcal{A}$ be a family of subsets of $D$. If the intersection of every finite subfamily of $\mathcal{A}$ is infinite, then $\mathcal{A}$ is contained in an ultrafilter on $D$ all of whose members are infinite. More generally, if $\kappa$ is an infinite cardinal and if the intersection of every finite subfamily of $\mathcal{A}$ has cardinality at least $\kappa$, then $\mathcal{A}$ is contained in a $\kappa$-uniform ultrafilter on $D$.

Proof. The property of being infinite is partition regular, and so is the property of having cardinality at least $\kappa$.

If the intersection of every finite subfamily of $\mathcal{A}$ is infinite, $\mathcal{A}$ is said to have the infinite finite intersection property. Thus, Corollary 3.14 says that if $\mathcal{A}$ has the infinite finite intersection property, then there is a nonprincipal ultrafilter $\mathcal{U}$ on $D$ with $\mathcal{A} \subseteq \mathcal{U}$.

Exercise 3.1.1. Let $\mathcal{A}$ be a set of sets. Prove that there is some filter $\mathcal{U}$ on $D=\bigcup \mathcal{A}$ such that $\mathcal{A}$ is a filter base for $\mathcal{U}$ if and only if $\mathcal{A} \neq \emptyset, \emptyset \notin \mathcal{A}$, and for every finite nonempty subset $\mathcal{F}$ of $\mathcal{A}$, there is some $A \in \mathcal{A}$ such that $A \subseteq \bigcap \mathcal{F}$.

Exercise 3.1.2. Let $D$ be any set. Show that the ultrafilters on $D$ are in one-toone correspondence with the finitely additive measures defined on $\mathcal{P}(D)$ which take values in $\{0,1\}$ and are not identically zero.

Exercise 3.1.3. Prove Lemma 3.5.

Exercise 3.1.4. Let $D$ be any set. Show that the ultrafilters on $D$ are in one-to-one correspondence with the Boolean algebra homomorphisms mapping ( $\mathcal{P}(D), \cup, \cap)$ onto the Boolean algebra $(\{0,1\}, \vee, \wedge)$.

Exercise 3.1.5. Let $D$ be a set with cardinality c . Show that there is no nonprincipal ultrafilter $U$ on $D$ with the property that every countable subfamily of $\mathcal{U}$ has an intersection which belongs to $\mathcal{U}$. (Hint: $D$ can be taken to be the interval $[0,1]$ in $\mathbb{R}$. If an ultrafilter $\mathcal{U}$ with these properties did exist, every $a \in[0,1]$ would have a neighborhood which did not belong to $\mathcal{U}$.)

Exercise 3.1.6. Let $\mathcal{R}$ be a set of sets and let $D$ be a set such that $\bigcup \mathcal{R} \subseteq D$. Let $\mathcal{R}^{\uparrow}=\{B \subseteq D:$ there is some $A \in \mathcal{R}$ with $A \subseteq B\}$. Prove that the following statements are equivalent:
(a) $\mathcal{R}$ is partition regular.
(b) If $\mathcal{F}$ is a finite set of sets and there is some $C \in \mathscr{R}$ with $C \subseteq \bigcup \mathcal{F}$, then there exist $A \in \mathcal{F}$ and $B \in \mathcal{R}$ with $B \subseteq A$.
(c) $\mathcal{R}^{\uparrow}$ is partition regular.
(d) If $\mathscr{F}$ is a finite set of sets and $\bigcup \mathscr{F} \in \mathcal{R}^{\uparrow}$, then $\mathcal{F} \cap \mathcal{R}^{\uparrow} \neq \emptyset$.

### 3.2 The Topological Space $\boldsymbol{\beta D}$

In this section we define a topology on the set of all ultrafilters on a set $D$, and establish some of the properties of the resulting space.

Definition 3.15. Let $D$ be a discrete topological space.
(a) $\beta D=\{p: p$ is an ultrafilter on $D\}$.
(b) Given $A \subseteq D, \widehat{A}=\{p \in \beta D: A \in p\}$.

The reason for the notation $\beta D$ will become clear in the next section. We shall hence forward use lower case letters to denote ultrafilters on $D$, since we shall be thinking of ultrafilters as points in a topological space.

Definition 3.16. Let $D$ be a set and let $a \in D$. Then $e(a)=\{A \subseteq D: a \in A\}$.
Thus for each $a \in D, e(a)$ is the principal ultrafilter corresponding to $a$.

Lemma 3.17. Let $D$ be a set and let $A, B \subseteq D$.
(a) $\widehat{(A \cap B)}=\widehat{A} \cap \widehat{B}$;
(b) $\widehat{(A \cup B)}=\widehat{A} \cup \widehat{B}$;
(c) $\widehat{(D \backslash A)}=\beta D \backslash \widehat{A}$;
(d) $\widehat{A}=\emptyset$ if and only if $A=\emptyset$;
(e) $\widehat{A}=\beta D$ if and only if $A=D$;
(f) $\widehat{A}=\widehat{B}$ if and only if $A=B$.

Proof. This is Exercise 3.2.1.
We observe that the sets of the form $\widehat{A}$ are closed under finite intersections, because $\widehat{A} \cap \widehat{B}=\widehat{A \cap B}$. Consequently, $\{\widehat{A}: A \subseteq D\}$ forms a basis for a topology on $\beta D$. We define the topology of $\beta D$ to be the topology which has these sets as a basis.

The following theorem describes some of the basic topological properties of $\beta D$.
Theorem 3.18. Let $D$ be any set.
(a) $\beta D$ is a compact Hausdorff space.
(b) The sets of the form $\widehat{A}$ are the clopen subsets of $\beta D$.
(c) For every $A \subseteq D, \widehat{A}=c \ell_{\beta D} e[A]$.
(d) For any $A \subseteq D$ and any $p \in \beta D, p \in c \ell_{\beta D} e[A]$ if and only if $A \in p$.
(e) The mapping $e$ is injective and $e[D]$ is a dense subset of $\beta D$ whose points are precisely the isolated points of $\beta D$.
(f) If $U$ is an open subset of $\beta D, c \ell_{\beta D} U$ is also open.

Proof. (a) Suppose that $p$ and $q$ are distinct elements of $\beta D$. If $A \in p \backslash q$, then $D \backslash A \in q$. So $\widehat{A}$ and $\widehat{D \backslash A}$ are disjoint open subsets of $\beta D$ containing $p$ and $q$ respectively. Thus $\beta D$ is Hausdorff.

We observe that the sets of the form $\widehat{A}$ are also a base for the closed sets, because $\beta D \backslash \widehat{A}=\widehat{D \backslash A}$. Thus, to show that $\beta D$ is compact, we shall consider a family $\mathcal{A}$ of sets of the form $\widehat{A}$ with the finite intersection property and show that $\mathcal{A}$ has a nonempty intersection. Let $\mathscr{B}=\{A \subseteq D: \widehat{A} \in \mathcal{A}\}$. If $\mathcal{F} \in \mathcal{P}_{f}(\mathcal{B})$, then there is some $p \in \bigcap_{A \in \mathcal{F}} \widehat{A}$ and so $\bigcap \mathscr{F} \in p$ and thus $\bigcap_{\mathscr{F}} \neq \emptyset$. That is, $\mathscr{B}$ has the finite intersection property, so by Theorem 3.8 pick $q \in \beta D$ with $\mathscr{B} \subseteq q$. Then $q \in \cap \mathcal{A}$.
(b) We pointed out in the proof of (a) that each set $\widehat{A}$ was closed as well as open. Suppose that $C$ is any clopen subset of $\beta D$. Let $\mathcal{A}=\{\widehat{A}: A \subseteq D$ and $\widehat{A} \subseteq C\}$. Since $C$ is open, $\mathscr{A}$ is an open cover of $C$. Since $C$ is closed, it is compact by (a) so pick a finite subfamily $\mathscr{F}$ of $\mathcal{P}(D)$ such that $C=\bigcup_{A \in \mathcal{F}} \widehat{A}$. Then by Lemma 3.17 (b), $C=\widehat{\bigcup \mathcal{F}}$.
(c) Clearly, for each $a \in A, e(a) \in \widehat{A}$ and therefore $c \ell_{\beta D} e[A] \subseteq \widehat{A}$. To prove the reverse inclusion, let $p \in \widehat{A}$. If $\widehat{B}$ denotes a basic neighborhood of $p$, then $A \in p$ and $B \in p$ and so $A \cap B \neq \emptyset$. Choose any $a \in A \cap B$. Since $e(a) \in e[A] \cap \widehat{B}$, $e[A] \cap \widehat{B} \neq \emptyset$ and thus $p \in c \ell_{\beta D} e[A]$.
(d) By (c) and the definition of $\widehat{A}$,

$$
\begin{aligned}
p \in c \ell_{\beta D} e[A] & \Leftrightarrow p \in \widehat{A} \\
& \Leftrightarrow A \in p .
\end{aligned}
$$

(e) If $a, b \in D$ are distinct, $D \backslash\{a\} \in e(b) \backslash e(a)$ and so $e(a) \neq e(b)$.

If $\widehat{A}$ is a nonempty basic open subset of $\beta D$, then $A \neq \emptyset$. Any $a \in A$ satisfies $e(a) \in e[D] \cap \widehat{A}$ and so $e[D] \cap \widehat{A} \neq \emptyset$. Thus $e[D]$ is dense in $\beta D$.

For any $a \in D, e(a)$ is isolated in $\beta D$ because $\{\widehat{a\}}$ is an open subset of $\beta D$ whose only member is $e(a)$. Conversely if $p$ is an isolated point of $\beta D$, then $\{p\} \cap e[D] \neq \emptyset$ and so $p \in e[D]$.
(f) If $U=\emptyset$, the conclusion is trivial and so we assume that $U \neq \emptyset$. Put $A=$ $e^{-1}[U]$. We claim first that $U \subseteq c \ell_{\beta D} e[A]$. So let $p \in U$ and let $\widehat{B}$ be a basic neighborhood of $p$. Then $U \cap \widehat{B}$ is a nonempty open set and so by (e), $U \cap \widehat{B} \cap e[D] \neq$ $\emptyset$. So pick $b \in B$ with $e(b) \in U$. Then $e(b) \in \widehat{B} \cap e[A]$ and so $\widehat{B} \cap e[A] \neq \emptyset$.

Also $e[A] \subseteq U$ and hence $U \subseteq c \ell_{\beta D} e[A] \subseteq c \ell_{\beta D} U$. Thus $c \ell_{\beta D} U=c \ell_{\beta D} e[A]=$ $\widehat{A}\left(\right.$ by (c)), and so $c \ell_{\beta D} U$ is open in $\beta D$.

We next establish a characterization of the closed subsets of $\beta D$ which will be useful later.

Definition 3.19. Let $D$ be a set and let $\mathcal{A}$ be a filter on $D$. Then $\widehat{\mathcal{A}}=\{p \in \beta D$ : $\mathcal{A} \subseteq p\}$.

Theorem 3.20. Let $D$ be a set.
(a) If $\mathcal{A}$ is a filter on $D$, then $\widehat{\mathcal{A}}$ is a closed subset of $\beta D$.
(b) If $\emptyset \neq A \subseteq \beta D$ and $\mathcal{A}=\bigcap A$, then $\mathcal{A}$ is a filter on $D$ and $\widehat{\mathcal{A}}=c \not A$.

Proof. (a) Let $p \in \beta D \backslash \widehat{\mathcal{A}}$. Pick $B \in \mathcal{A} \backslash p$. Then $\widehat{D \backslash B}$ is a neighborhood of $p$ which misses $\widehat{\mathcal{A}}$.
(b) $\mathcal{A}$ is the intersection of a set of filters, so $\mathscr{A}$ is a filter. Further, for each $p \in A$, $\mathcal{A} \subseteq p$ so $A \subseteq \widehat{\mathcal{A}}$ and thus by (a), $c \ell A \subseteq \widehat{\mathcal{A}}$. To see that $\widehat{\mathcal{A}} \subseteq c \ell A$, let $p \in \widehat{\mathcal{A}}$ and let $B \in p$. Suppose $\widehat{B} \cap A=\emptyset$. Then for each $q \in A, D \backslash B \in q$ so $D \backslash B \in \mathcal{A} \subseteq p$, a contradiction.

It is customary to identify a principal ultrafilter $e(x)$ with the point $x$, and we shall adopt that practice ourselves after we have provedthat $\beta D$ is the Stone-Čech
compactification of the discrete space $D$ in Section 3.3. Once this is done, we can write the following definition as $A^{*}=\widehat{A} \backslash A$. For the moment, we shall continue to maintain the distinction between $x$ and $e(x)$.

Definition 3.21. Let $D$ be a set and let $A \subseteq D$. Then $A^{*}=\widehat{A} \backslash e[A]$.
The following theorem is simple but useful. Once $e(x)$ is identified with $x$ the conclusion becomes " $U \cap D \in p$ ".

Theorem 3.22. Let $p \in \beta D$ and let $U$ be a subset of $\beta D$. If $U$ is a neighborhood of $p$ in $\beta D$, then $e^{-1}[U] \in p$.

Proof. If $U$ is a neighborhood of $p$, there is a basic open subset $\widehat{A}$ of $\beta D$ for which $p \in \widehat{A} \subseteq U$. This implies that $A \in p$ and so $e^{-1}[U] \in p$, because $A \subseteq e^{-1}[U]$.

Recall that a space is zero dimensional if and only if it has a basis of clopen sets.

Theorem 3.23. Let $X$ be a zero dimensional space and let $Y$ be a compact subset of $X$. The clopen subsets of $Y$ are the sets of the form $C \cap Y$ where $C$ is clopen in $X$. In particular, if $D$ is an infinite set, then the nonempty clopen subsets of $D^{*}$ are the sets of the form $A^{*}$ where $A$ is an infinite subset of $D$.

Proof. Trivially, if $C$ is clopen in $X$, then $C \cap Y$ is clopen in $Y$. For the converse, let $B$ be clopen in $Y$ and let $\mathcal{A}=\{A \cap Y: A$ is clopen in $X$ and $A \cap Y \subseteq B\}$. Since $X$ is zero dimensional, $\mathcal{A}$ is an open cover of $B$. Since $Y$ is compact and hence $B$ is compact, pick a finite set $\mathscr{F}$ of clopen subsets of $X$ such that $B=\bigcup_{A \in \mathcal{F}}(A \cap Y)$ and let $C=\bigcup \mathcal{F}$.

The "in particular" conclusion follows from Corollary 3.14 and Theorem 3.18 (b).

Corollary 3.23.1. Let $S$ be an infinite discrete space. Then

$$
\left\{A^{*}: A \text { is an infinite subset of } S\right\}
$$

is a basis for the topology of $S^{*}$.

Proof. By Theorem 3.18 (b), $\beta S$ is zero dimensional and any subspace of a zero dimensional space is zero dimensional so the set of all clopen subsets of $S^{*}$ is a basis for $S^{*}$.

Exercise 3.2.1. Prove Lemma 3.17.

### 3.3 Stone-Čech Compactification

In this section we show that $\beta D$ is the Stone-Čech compactification of the discrete space $D$.

Recall that by an embedding of a topological space $X$ into a topological space $Z$, one means a function $\varphi: X \rightarrow Z$ which defines a homeomorphism from $X$ onto $\varphi[X]$.

We remind the reader that we are assuming that all hypothesized topological spaces are Hausdorff.

Definition 3.24. Let $X$ be a topological space. A compactification of $X$ is a pair $(\varphi, C)$ such that $C$ is a compact space, $\varphi$ is an embedding of $X$ into $C$, and $\varphi[X]$ is dense in $C$.

Any completely regular space $X$ has a largest compactification called its StoneČech compactification.

Definition 3.25. Let $X$ be a completely regular topological space. A Stone-Č̌ech compactification of $X$ is a pair $(\varphi, Z)$ such that
(a) $Z$ is a compact space,
(b) $\varphi$ is an embedding of $X$ into $Z$,
(c) $\varphi[X]$ is dense in $Z$, and
(d) given any compact space $Y$ and any continuous function $f: X \rightarrow Y$ there exists a continuous function $g: Z \rightarrow Y$ such that $g \circ \varphi=f$. (That is the diagram

commutes.)
One customarily refers to the Stone-Čech compactification of a space $X$ rather than $a$ Stone-Čech compactification of $X$. The reason is made clear by the following remark. If one views $\varphi$ as an inclusion map, then Remark 3.26 may be viewed as saying: "The Stone-Čech compactification of $X$ is unique up to a homeomorphism leaving $X$ pointwise fixed."

Remark 3.26. Let $X$ be a completely regular space and let $(\varphi, Z)$ and ( $\tau, W$ ) be Stone-Čech compactifications of $X$. Then there is a homeomorphism $\gamma: Z \rightarrow W$ such that $\gamma \circ \varphi=\tau$.

Theorem 3.27. Let $D$ be a discrete space. Then $(e, \beta D)$ is a Stone-Čech compactification of $D$.

Proof. Conditions (a), (b), and (c) of Definition 3.25 hold by Theorem 3.18. It remains for us to verify condition (d).

Let $Y$ be a compact space and let $f: D \rightarrow Y$. For each $p \in \beta D$ let $\mathcal{A}_{p}=$ $\left\{c \ell_{Y} f[A]: A \in p\right\}$. Then for each $p \in \beta D, \mathcal{A}_{p}$ has the finite intersection property (Exercise 3.3.1) and so has a nonempty intersection. Choose $g(p) \in \bigcap \mathcal{A}_{p}$. Then we have the following diagram.


We need to show that the diagram commutes and that $g$ is continuous.
For the first assertion, let $x \in D$. Then $\{x\} \in e(x)$ so $g(e(x)) \in c \ell_{Y} f[\{x\}]=$ $c \ell_{Y}[\{f(x)\}]=\{f(x)\}$ so $g \circ e=f$ as required.

To see that $g$ is continuous, let $p \in \beta D$ and let $U$ be a neighborhood of $g(p)$ in $Y$. Since $Y$ is regular, pick a neighborhood $V$ of $g(p)$ with $c \ell_{Y} V \subseteq U$ and let $A=f^{-1}[V]$. We claim that $A \in p$ so suppose instead that $D \backslash A \in p$. Then $g(p) \in c \ell_{Y} f[D \backslash A]$ and $V$ is a neighborhood of $g(p)$ so $V \cap f[D \backslash A] \neq \emptyset$, contradicting the fact that $A=f^{-1}[V]$. Thus $\widehat{A}$ is a neighborhood of $p$. We claim that $g[\widehat{A}] \subseteq U$, so let $q \in \widehat{A}$ and suppose that $g(q) \notin U$. Then $Y \backslash c \ell_{Y} V$ is a neighborhood of $g(q)$ and $g(q) \in c \ell_{Y} f[A]$ so $\left(Y \backslash c \ell_{Y} V\right) \cap f[A] \neq \emptyset$, again contradicting the fact that $A=f^{-1}[V]$.

Although we have not used that fact, each of the sets $\bigcap \mathscr{A}_{p}$ is a singleton. (See Exercise 3.3.2.)

We have shown in Theorem 3.27 that $\beta D$ is the Stone-Čech compactification of $D$. This explains the reason for using the notation $\beta D$ for this space: if $X$ is any completely regular space, $\beta X$ is the standard notation for its Stone-Čech compactification. $X$ is usually regarded as being a subspace of $\beta X$.

### 3.3.1 Identifying $D$ with $e[D]$

It is common practice in dealing with $\beta D$ to identify the points of $D$ with the principal ultrafilters generated by those points, and we shall adopt this practice from this point on. Only rarely will it be necessary to remind the reader that when we write $s$ we sometimes mean $e(s)$.

Once we have identified $s \in D$ with $e(s) \in \beta D$, we shall suppose that $D \subseteq \beta D$ and shall write $D^{*}=\beta D \backslash D$, rather than $D^{*}=\beta D \backslash e[D]$. Further, with this
identification, $\widehat{A}=c \ell_{\beta D} A$ for every $A \in \mathcal{P}(D)$, by Theorem 3.18. So the notations $\widehat{A}$ and $\bar{A}$ become interchangeable.
We illustrate the conversion process by restating Theorem 3.27.
Theorem 3.28 (Stone-Čech Compactification-restated). Let $D$ be an infinite discrete space. Then
(a) $\beta D$ is a compact space,
(b) $D \subseteq \beta D$,
(c) $D$ is dense in $\beta D$, and
(d) given any compact space $Y$ and any function $f: D \rightarrow Y$ there exists a continuous function $g: \beta D \rightarrow Y$ such that $g_{\mid D}=f$.

### 3.3.2 Identifying $\beta T$ with $\widehat{T}$ for $T \subseteq S$

In a similar fashion, if $T \subseteq S$, we shall identify $p \in \widehat{T}$ (which is an ultrafilter on $S$ ) with the ultrafilter $\{A \cap T: A \in p\}$ (which is an ultrafilter on $T$ ) and thus we shall pretend that $\beta T \subseteq \beta S$.

Exercise 3.3.1. Let $D$ be a discrete space, let $Y$ be a compact space, and let $f: D \rightarrow$ $Y$. For each $p \in \beta D$ let $\mathcal{A}_{p}=\left\{c \ell_{Y} f[A]: A \in p\right\}$. Prove that for each $p \in \beta D, \mathcal{A}_{p}$ has the finite intersection property.

Exercise 3.3.2. Let the sets $\mathcal{A}_{p}$ be as defined in the proof of Theorem 3.27. Prove that for each $p \in \beta D, \bigcap \mathcal{A}_{p}$ is a singleton. (Hint: Consider the fact that two continuous functions agreeing on $e[D]$ must be equal.)

Exercise 3.3.3. Let $D$ be any discrete space and let $A \subseteq D$. Prove that $c \ell_{\beta D} A$ can be identified with $\beta A$.

Exercise 3.3.4. Let $D$ be a discrete space and let $M$ be the set of finitely additive measures defined on $\mathcal{P}(D)$ which take values in $\{0,1\}$ and are not identically zero. According to Exercise 3.1.2, there is a natural function $\phi: \beta D \xrightarrow[\text { onto }]{\stackrel{1-1}{\longrightarrow}} M$. Give $\mathcal{P}(D)_{\{0,1\}}$ the product topology and let $M$ have the relative topology. Prove that $\phi$ is a homeomorphism.

### 3.4 More Topology of $\boldsymbol{\beta} \boldsymbol{D}$

If $f$ is a continuous mapping from a completely regular space $X$ into a compact space $Y$, we shall often use $\widetilde{f}$ to denote the continuous mapping from $\beta X$ to $Y$ which extends $f$, although in some cases we may use the same notation for a function and its extension. (Notice that there can be only one continuous extension, since any two extensions agree on a dense subspace.)

Definition 3.29. Let $D$ be a discrete space, let $Y$ be a compact space, and let $f$ : $D \rightarrow Y$. Then $\widetilde{f}$ is the continuous function from $\beta D$ to $Y$ such that $\widetilde{f}_{\mid D}=f$.

If $f: X \rightarrow Y$ is a continuous function between completely regular spaces, it has a continuous extension $f^{\beta}: \beta X \rightarrow \beta Y$. The reader with an interest in category theory might like to know that this defines a functor from the category of completely regular spaces to that of compact Hausdorff spaces, and that this is a left adjoint to the inclusion functor embedding the second category in the first.

Lemma 3.30. Let $D$ and $E$ be discrete spaces and let $f: D \rightarrow E \subseteq \beta E$. For each $p \in \beta D, \widetilde{f}(p)=\left\{A \subseteq E: f^{-1}[A] \in p\right\}$. In particular, if $A \in p$, then $f[A] \in \widetilde{f}(p)$; and if $B \in \widetilde{f}(p)$, then $f^{-1}[B] \in p$.

Proof. It is routine to verify that $\left\{A \subseteq E: f^{-1}[A] \in p\right\}$ is an ultrafilter on $E$. For each $p \in \beta D$, let $g(p)=\left\{A \subseteq E: f^{-1}[A] \in p\right\}$. Now, given $x \in D$ we have $g(x)=\{A \subseteq E: f(x) \in A\}$. Recalling that we are identifying $x$ with $e(x)$ and $f(x)$ with $e(f(x))$ we have $g(x)=f(x)$. To see that $g$ is continuous, let $\widehat{A}$ be a basic open set in $\beta E$. Then $g^{-1}[\widehat{A}]=\widehat{f^{-1}[A]}$. Since $g$ is a continuous extension of $f$, we have $\widetilde{f}=g$.

Lemma 3.31. Let $D$ and $E$ be discrete spaces, let $f, g: D \rightarrow E$, and let $p \in \beta D$ satisfy $\widetilde{f}(p)=\widetilde{g}(p)$. Then for each $A \in p,\{x \in D: f(x) \in g[A]\} \in p$.

Proof. By Lemma 3.30, $g[A] \in \widetilde{g}(p)=\widetilde{f}(p)$ so, again applying Lemma 3.30, $f^{-1}[g[A]] \in p$.

Lemma 3.32. Suppose that $D$ is any discrete space and that $f$ is a mapping from $D$ to itself. The mapping $\widetilde{f}: \beta D \rightarrow \beta D$ has a fixed point if and only if every finite partition of $D$ has a cell $C$ for which $C \cap f[C] \neq \emptyset$.

Proof. Suppose first that $D$ has a finite partition in which every cell $C$ satisfies $C \cap$ $f[C]=\emptyset$. Let $p \in \beta D$ and pick a cell $C$ satisfying $C \in p$. This implies by Lemma 3.30 that $f[C] \in \widetilde{f}(p)$ and hence that $\widetilde{f}(p) \neq p$.

Conversely, suppose that $\widetilde{f}$ has no fixed points. For each $p \in \beta D$ pick $A_{p} \in$ $p \backslash \widetilde{f}(p)$, pick $B_{p} \in p$ such that $\widetilde{f}\left[\widehat{B_{p}}\right] \cap \widehat{A_{p}}=\emptyset$, and let $C_{p}=A_{p} \cap B_{p}$. Then $\left\{\widehat{C_{p}}: p \in \beta D\right\}$ is an open cover of $\beta D$ so pick finite $F \subseteq \beta D$ such that $\left\{\widehat{C_{p}}: p \in F\right\}$ covers $\beta D$. Then $\left\{C_{p}: p \in F\right\}$ covers $D$ and can thus be refined to a finite partition $\mathcal{F}$ of $D$ such that each $C \in \mathcal{F}$ satisfies $C \cap f[C]=\emptyset$.

Lemma 3.33. Suppose that $D$ is a set and that $f: D \rightarrow D$ is a function with no fixed points. Then $D$ can be partitioned into three sets $A_{0}, A_{1}$, and $A_{2}$ with the property that $A_{i} \cap f\left[A_{i}\right]=\emptyset$ for each $i \in\{0,1,2\}$.

Proof. We consider the set

$$
\begin{aligned}
& \mathcal{E}=\{g: \text { (i) } g \text { is a function, } \\
& \text { (ii) } \operatorname{dom}(g) \subseteq D \\
& \text { (iii) } \operatorname{ran}(g) \subseteq\{0,1,2\}, \\
& \text { (iv) } f[\operatorname{dom}(g)] \subseteq \operatorname{dom}(g) \text {, and } \\
& \text { (v) for each } a \in \operatorname{dom}(g), g(a) \neq g(f(a))\} \text {. }
\end{aligned}
$$

We observe that $\mathcal{E}$ is nonempty, because the function $\emptyset$ is a member of $\mathcal{E}$.
Then $\mathcal{E}$ is partially ordered by set inclusion and, if $\mathscr{C}$ is a chain in $\mathcal{E}$, then $\bigcup \mathcal{C} \in \mathcal{E}$, so Zorn's Lemma implies that $\mathscr{G}$ has a maximal element $g$. We shall show that $\operatorname{dom}(g)=D$.

We assume the contrary and suppose that $b \in D \backslash \operatorname{dom}(g)$. We then define a function $h$ extending $g$. To do so, we put $h(a)=g(a)$ for every $a \in \operatorname{dom}(g)$. We choose $h(b)$ to be a value in $\{0,1,2\}$, choosing it so that $h(b) \neq h(f(b))$ if $h(f(b))$ has already been defined. Now suppose that $h\left(f^{m}(b)\right)$ has been defined for each $m \in$ $\{0,1,2, \ldots, n\}$. (Where $f^{0}(b)=b$ and $f^{t+1}(b)=f\left(f^{t}(b)\right)$.) If $h\left(f^{n+1}(b)\right)$ has not yet been defined, we choose $h\left(f^{n+1}(b)\right)$ to be a value in $\{0,1,2\}$ different from $h\left(f^{n}(b)\right)$ and from $h\left(f^{n+2}(b)\right)$, if the latter has already been defined. In this way, we can inductively define a function $h \in \mathcal{G}$ with $\operatorname{dom}(h)=\operatorname{dom}(g) \cup\left\{f^{n}(b): n \in \omega\right\}$. Since $g \subsetneq h$, we have contradicted our choice of $g$ as being maximal in $\mathcal{E}$. Thus $\operatorname{dom}(g)=D$.

We now define the sets $A_{i}$ by putting $A_{i}=g^{-1}[\{i\}]$ for each $i \in\{0,1,2\}$.
Theorem 3.34. Let $\underset{\sim}{D}$ be a discrete space and let $f: D \rightarrow D$. If $f$ has no fixed points, neither does $\widetilde{f}: \beta D \rightarrow \beta D$.

Proof. This follows from Lemmas 3.32 and 3.33.
Theorem 3.35. Let $D$ be a set, let $f: D \rightarrow D$, let $\widetilde{f}: \beta D \rightarrow \beta D$ be its continuous extension, and let $p \in \beta D$. Then $\widetilde{f}(p)=p$ if and only if $\{a \in D: f(a)=a\} \in p$.
Proof. Let $E=\{a \in D: f(a)=a\}$. We first assume that $\widetilde{f}(p)=p$. We want to show that $E \in p$ so suppose instead that $D \backslash E \in p$. We choose any $b \in D \backslash E$, and define $g: D \rightarrow D$ by stating that $g(a)=f(a)$ if $a \in D \backslash E$ and $g(a)=b$ if $a \in E$. Then $g$ has no fixed points. However, $f=g$ on $D \backslash E$ and so $\widetilde{f}=\widetilde{g}$ on $c \ell(D \backslash E)$. Since $p \in c \ell(D \backslash E), \widetilde{g}(p)=\widetilde{f}(p)=p$. This contradicts Theorem 3.34 and hence $E \in p$.

Conversely, suppose that $E \in p$. Let $\iota: D \rightarrow D$ be the identity function. Since $f=\imath$ on $E, \widetilde{f}=\widetilde{\iota}$ on $c \ell E$. Since $p \in c \ell E, \widetilde{f}(p)=\widetilde{\iota}(p)=p$.

We shall see in Theorem 11.1.1 that for any infinite set $S$ there exist functions $f$ and $g$ from $S$ to $S$ whose continuous extensions agree at a point $p \in S^{*}$, but $\{x \in S: f(x)=g(x)\}=\emptyset$.

Theorem 3.36. If $D$ is any infinite set, every nonempty $G_{\delta}$-subset of $D^{*}$ has a nonempty interior in $D^{*}$.

Proof. Suppose that, for each $n \in \mathbb{N}, U_{n}$ is an open subset of $\beta D$ and that $\bigcap_{n=1}^{\infty}\left(U_{n} \cap\right.$ $\left.D^{*}\right) \neq \emptyset$. Choose any $p \in \bigcap_{n=1}^{\infty}\left(U_{n} \cap D^{*}\right)$. For each $n \in \mathbb{N}$, we can choose a subset $A_{n}$ of $D$ for which $p \in A_{n}^{*} \subseteq U_{n}$. We may assume that these sets are decreasing, because we can replace each $A_{n}$ by $\bigcap_{i=1}^{n} A_{i}$. Observe that each $A_{n}$ is infinite, for otherwise we would have $A_{n}^{*}=\emptyset$. We can thus choose an infinite sequence $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ of distinct points of $D$ for which $a_{n} \in A_{n}$ for each $n \in \mathbb{N}$. Put $A=\left\{a_{n}: n \in \mathbb{N}\right\}$. If $q \in A^{*}$, then $q \in \widehat{A_{n}}$ for every $n \in \mathbb{N}$, because $A \backslash A_{n}$ is finite. Thus the nonempty open subset $A^{*}$ of $D^{*}$ is contained in $\bigcap_{n=1}^{\infty}\left(U_{n} \cap D^{*}\right)$.

Corollary 3.37. Let $D$ be any set. Any countable union of nowhere dense subsets of $D^{*}$ is again nowhere dense in $D^{*}$.

Proof. For each $n \in \mathbb{N}$, let $A_{n}$ be a nowhere dense subset of $D^{*}$. To see that $\bigcup_{n=1}^{\infty} A_{n}$ is nowhere dense, it suffices to show that $B=\bigcup_{n=1}^{\infty} c \ell A_{n}$ is nowhere dense. Suppose instead one has $U=\operatorname{int}_{D *} c \ell B \neq \emptyset$. By the Baire Category Theorem $D^{*} \backslash B$ is dense in $D^{*}$ so $U \backslash B \neq \emptyset$. Thus $U \backslash B=\bigcap_{n=1}^{\infty}\left(U \backslash c \ell A_{n}\right)$ is a nonempty $G_{\delta}$ which thus, by Theorem 3.36, has nonempty interior, say $V$. But then $V \cap c \ell B=\emptyset$ while $V \subseteq U$, a contradiction.

A point $p$ in a topological space is said to be a $P$-point if the intersection of any countable family of neighborhoods of $p$ is also a neighborhood of $p$. Thus an ultrafilter $p \in \mathbb{N}^{*}$ is a P-point of $\mathbb{N}^{*}$ if and only if whenever $\left\langle A_{n}\right\rangle_{n=1}^{\infty}$ is a sequence of members of $p$, there is some $B \in p$ such that $\left|B \backslash A_{n}\right|<\omega$ for all $n \in \mathbb{N}$.

We see now that the Continuum Hypothesis implies that P-points exist in $\mathbb{N}^{*}$. And the reader will be asked to show in Exercise 12.1.3 that Martin's Axiom implies that P-points exist in $\mathbb{N}^{*}$. It is a fact that their existence cannot be proved in $Z F C$. (See the notes to this chapter.)

Theorem 3.38. The Continuum Hypothesis implies that P-points exist in $\mathbb{N}^{*}$.
Proof. Assume the Continuum Hypothesis and enumerate $\mathcal{P}(\mathbb{N})$ as $\left\langle C_{\alpha}\right\rangle_{\alpha<\omega_{1}}$ with $C_{0}=\mathbb{N}$. Let $\mathcal{A}_{0}=\left\{C_{0}\right\}$. Inductively let $0<\sigma<\omega_{1}$ and assume that we have chosen $\mathcal{A}_{\alpha}$ for all $\alpha<\sigma$ such that
(1) $\mathcal{A}_{\alpha}$ has the infinite finite intersection property,
(2) either $C_{\alpha} \in \mathcal{A}_{\alpha}$ or $\mathbb{N} \backslash C_{\alpha} \in \mathcal{A}_{\alpha}$,
(3) if $\delta<\alpha$, then $\mathcal{A}_{\delta} \subseteq \mathscr{A}_{\alpha}$,
(4) $\left|\mathcal{A}_{\alpha}\right| \leq \omega$, and
(5) there exists $A \in \mathscr{A}_{\alpha}$ such that for each $\mathcal{F} \in \mathscr{P}_{f}\left(\mathscr{A}_{\alpha}\right),|A \backslash \bigcap \mathcal{F}|<\omega$.

Let $\left\langle B_{n}\right\rangle_{n=1}^{\infty}$ list the elements of $\bigcup_{\alpha<\sigma} \mathcal{A}_{\alpha}$ (with repetition if necessary). If there is some $n$ such that $\left|C_{\sigma} \cap \bigcap_{m=1}^{n} B_{m}\right|<\omega$, let $D=\mathbb{N} \backslash C_{\sigma}$ and otherwise let $D=C_{\sigma}$. Then for each $n \in \mathbb{N},\left|D \cap \bigcap_{m=1}^{n} B_{m}\right|=\omega$ so we may choose a one-toone sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ with each $x_{n} \in D \cap \bigcap_{m=1}^{n} B_{m}$. Let $A=\left\{x_{n}: n \in \mathbb{N}\right\}$ and let $\mathscr{A}_{\sigma}=\{A, D\} \cup \bigcup_{\alpha<\sigma} \mathcal{A}_{\alpha}$. Then the induction hypotheses are satisfied.

Let $p=\bigcup_{\sigma<\omega_{1}} \mathcal{A}_{\sigma}$. Then by hypotheses (1) and (2), $p \in \mathbb{N}^{*}$. Given a sequence $\left\langle E_{n}\right\rangle_{n=1}^{\infty}$ of members of $p$, pick $\sigma<\omega_{1}$ such that $\left\{E_{n}: n \in \mathbb{N}\right\} \subseteq\left\{C_{\alpha}: \alpha<\sigma\right\}$. By hypothesis (5), there is some $A \in \mathcal{A}_{\sigma} \subseteq p$ such that $\left|A \backslash E_{n}\right|<\omega$ for each $n \in \mathbb{N}$.

Definition 3.39. A topological space is said to be extremally disconnected if the closure of every open subset is open.

We showed in Theorem 3.18 (f) that $\beta D$ is an extremally disconnected space. Since we often work with $D^{*}$, the reader should be cautioned that $D^{*}$ is not extremally disconnected [167, Exercise 6W].

The following theorem will be very useful in our algebraic investigations of countable semigroups.

Theorem 3.40. Let $D$ be a discrete space and let $A$ and $B$ be $\sigma$-compact subsets of $\beta D$. If $A \cap c \ell B=c \ell A \cap B=\emptyset$, then $c \ell A \cap c \ell B=\emptyset$.

Proof. Write $A=\bigcup_{n=1}^{\infty} A_{n}$ and $B=\bigcup_{n=1}^{\infty} B_{n}$ where $A_{n}$ and $B_{n}$ are compact for each $n$. Since $\beta D$ is a compact (Hausdorff) space, it is normal. For each $n \in \mathbb{N}, A_{n}$ and $c \ell B$ are disjoint closed sets and $c \ell A$ and $B_{n}$ are disjoint closed sets so pick open sets $T_{n}, U_{n}, V_{n}$, and $W_{n}$ such that $T_{n} \cap U_{n}=V_{n} \cap W_{n}=\emptyset, A_{n} \subseteq T_{n}, c \ell B \subseteq U_{n}$, $c \ell A \subseteq V_{n}$, and $B_{n} \subseteq W_{n}$. For each $n \in \mathbb{N}$, let $G_{n}=T_{n} \cap \bigcap_{k=1}^{n} V_{k}$ and let $H_{n}=W_{n} \cap \bigcap_{k=1}^{n} U_{k}$. Then for each $n$, one has $A_{n} \subseteq G_{n}$ and $B_{n} \subseteq H_{n}$. Further, given any $n, m \in \mathbb{N}, G_{n} \cap H_{m}=\emptyset$.

Let $C=\bigcup_{n=1}^{\infty} G_{n}$ and let $D=\bigcup_{n=1}^{\infty} H_{n}$. Then $C$ and $D$ are disjoint open sets (so $D \cap c \ell C=\emptyset$ ), $A \subseteq C$, and $B \subseteq D$. By Theorem 3.18 (f) $c \ell C$ is open, so $c \ell B \cap c \ell C=\emptyset$. Since $c \ell A \subseteq c \ell C$ we have $c \ell A \cap c \ell B=\emptyset$ as required.

The following equivalent (see Exercise 3.4.2) version of Theorem 3.40 is also useful.

Corollary 3.41. Let $D$ be a discrete space and let $A$ and $B$ be $\sigma$-compact subsets of $\beta D$. Then $c \ell A \cap c \ell B \subseteq c \ell(A \cap c \ell B) \cup c \ell(B \cap c \ell A)$.

Proof. Let $p \in c \ell A \cap c \ell B$ and suppose that $p \notin c \ell(A \cap c \ell B) \cup c \ell(B \cap c \ell A)$. Pick $H \in p$ such that $\widehat{H} \cap(A \cap c \ell B)=\emptyset$ and $\widehat{H} \cap(B \cap c \ell A)=\emptyset$. Let $A^{\prime}=\widehat{H} \cap A$ and $B^{\prime}=\widehat{H} \cap B$. Then $A^{\prime}$ and $B^{\prime}$ are $\sigma$-compact subsets of $\beta D$ and $p \in c \ell A^{\prime} \cap c \ell B^{\prime}$ so by Theorem 3.40 we may assume without loss of generality that $A^{\prime} \cap c \ell B^{\prime} \neq \emptyset$ so pick $q \in A^{\prime} \cap c \ell B^{\prime}$. Then $q \in \widehat{H} \cap(A \cap c \ell B)$, a contradiction.

We isolate some specific instances of Theorem 3.40 that we shall often use.
Corollary 3.42. Let $D$ be a discrete space.
(a) Let $A$ and $B$ be $\sigma$-compact subsets of $D^{*}$. If $A \cap c \ell B=c \ell A \cap B=\emptyset$, then $c \ell A \cap c \ell B=\emptyset$.
(b) Let $A$ and $B$ be countable subsets of $\beta D$. If $A \cap c \ell B=c \ell A \cap B=\emptyset$, then $c \ell A \cap c \ell B=\emptyset$.
(c) Let $A$ and $B$ be countable subsets of $D^{*}$. If $A \cap c \ell B=c \ell A \cap B=\emptyset$, then $c \ell A \cap c \ell B=\emptyset$.

Proof. Countable sets are $\sigma$-compact. By Theorem 3.18 (e) $D^{*}=\beta D \backslash e[D]$ is a closed subset of $\beta D$ so $\sigma$-compact subsets of $D^{*}$ are $\sigma$-compact in $\beta D$.

Corollary 3.42.1. Let $D$ be a discrete space. Every convergent sequence contained in $\beta D$ is eventually constant.

Proof. Suppose that $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ is a sequence in $\beta D$ which converges to an element $a \in \beta D$ and is not eventually constant. We may suppose that the sequence is injective and for every $n \in \mathbb{N}, a_{n} \neq a$, because we could replace $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ by a subsequence with this property. Then $a \in c \ell\left(\left\{a_{2 n-1}: n \in \mathbb{N}\right\}\right) \cap c \ell\left(\left\{a_{2 n}: n \in \mathbb{N}\right\}\right)$. However, given $k \in \mathbb{N}$, pick disjoint neighborhoods $U$ of $a_{2 k-1}$ and $V$ of $a$. Since $\left\langle a_{2 n}\right\rangle_{n=1}^{\infty}$ is eventually in $V$ we have that $a_{2 k-1} \notin c \ell\left(\left\{a_{2 n}: n \in \mathbb{N}\right\}\right)$. Similarly, $a_{2 k} \notin$ $c \ell\left(\left\{a_{2 n-1}: n \in \mathbb{N}\right\}\right)$. This contradicts Corollary 3.42 (b).

Lemma 3.42.2. Let $D$ be a discrete space. Let $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ be two sequences in $\beta D$ with the property that $a_{n} \neq b_{n}$ for every $n \in \mathbb{N}$. Then there is an infinite subset $M$ of $\mathbb{N}$ such that $c \ell\left(\left\{a_{n}: n \in M\right\}\right) \cap c \ell\left(\left\{b_{n}: n \in M\right\}\right)=\emptyset$.

Proof. We first consider the case in which $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ takes on one value infinitely often. So for some infinite $L \subseteq \mathbb{N}$ and some $a \in \beta D$, $a_{n}=a$ whenever $n \in L$. Then $b_{n} \neq a$ if $n \in L$. Since $\left\langle b_{n}\right\rangle_{n \in L}$ does not converge to $a$, pick a neighborhood $U$ of $a$ such that $\left\langle b_{n}\right\rangle_{n \in L}$ is not eventually in $U$. Choose an infinite subset $M$ of $L$ such that $b_{n} \notin U$ for each $n \in M$. Then $a \notin c \ell\left(\left\{b_{n}: n \in M\right\}\right)$. So $c \ell\left(\left\{a_{n}\right.\right.$ : $n \in M\}) \cap c \ell\left(\left\{b_{n}: n \in M\right\}\right)=\emptyset$ and our claim holds in this case. We may therefore suppose that $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ does not take on the same value infinitely often and therefore, by Corollary 3.42.1, has no convergent subsequences. By symmetry we may assume that $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ has no convergent subsequences.

Since $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ does not converge to $a_{1}$, we can choose an infinite subset $L_{1}$ of $\mathbb{N}$ such that $a_{1} \notin c \ell\left(\left\{b_{n}: n \in L_{1}\right\}\right)$. Since $\left\langle a_{n}\right\rangle_{n \in L_{1}}$ does not converge to $b_{1}$, we can choose an infinite subset $M_{1}$ of $L_{1}$ such that $b_{1} \notin c \ell\left(\left\{a_{n}: n \in M_{1}\right\}\right)$. We put $n_{1}=1$.

We now make the inductive assumption that $k \geq 1$ and that we have chosen $n_{1}, n_{2}, \ldots, n_{k}$ in $\mathbb{N}$ and infinite subsets $M_{1}, M_{2}, \ldots, M_{k}$ of $\mathbb{N}$ with the following properties:
(1) $M_{1} \supseteq M_{2} \supseteq \ldots \supseteq M_{k}$;
(2) for each $i \in\{1,2, \ldots, k\}, a_{n_{i}} \notin c \ell\left(\left\{b_{n}: n \in M_{i}\right\}\right)$ and $b_{n_{i}} \notin c \ell\left(\left\{a_{n}: n \in\right.\right.$ $\left.M_{i}\right\}$ ); and
(3) for each $i \in\{2,3, \ldots, k\}, n_{i} \in M_{i-1}$.

We choose $n_{k+1} \in M_{k}$. We then choose an infinite subset $L_{k+1}$ of $M_{k}$ such that $a_{n_{k+1}} \notin c \ell\left(\left\{b_{n}: n \in L_{k+1}\right\}\right)$, and then an infinite subset $M_{k+1}$ of $L_{k+1}$ such that $b_{n_{k+1}} \notin c \ell\left(\left\{a_{n}: n \in M_{k+1}\right\}\right)$.

We claim that, for each $k \in \mathbb{N}, a_{n_{k}} \notin c \ell\left(\left\{b_{n_{i}}: i \in \mathbb{N}\right\}\right)$. Firstly, $a_{n_{k}} \notin c \ell\left(\left\{b_{n_{i}}\right.\right.$ : $i>k\}$ ) because $\left\{n_{i}: i>k\right\} \subseteq M_{k}$. Also $a_{n_{k}} \neq b_{n_{k}}$ and $a_{n_{k}} \neq b_{n_{l}}$ if $l<k$, because $n_{k} \in M_{l}$. So $a_{n_{k}} \notin c \ell\left(\left\{b_{n_{i}}: i \in \mathbb{N}\right\}\right)$. Similarly, $b_{n_{k}} \notin c \ell\left(\left\{a_{n_{i}}: i \in \mathbb{N}\right\}\right)$.

Our claim now follows from Corollary 3.42 (b).
Theorem 3.42.3. Let $D$ be a discrete space and let $E$ be a compact $G_{\delta}$-subset of a compact space $X$. If $\phi$ and $\psi$ are continuous functions from $X$ to $\beta D$ which coincide on $E$, then they coincide on a neighborhood of $E$.

Proof. Since $X$ is normal, we may choose a decreasing sequence $\left\langle W_{n}\right\rangle_{n=1}^{\infty}$ of closed neighborhoods of $E$ such that $E=\bigcap_{n \in \mathbb{N}} W_{n}$. Suppose that, for each $n \in \mathbb{N}$, there exists $x_{n} \in W_{n}$ such that $\phi\left(x_{n}\right) \neq \psi\left(x_{n}\right)$. Let $a_{n}=\phi\left(x_{n}\right)$ and $b_{n}=\psi\left(x_{n}\right)$ for each $n \in \mathbb{N}$. By Lemma 3.42.2, there is an infinite subset $M$ of $\mathbb{N}$ such that $c \ell\left(\left\{a_{n}: n \in M\right\}\right) \cap c \ell\left(\left\{b_{n}: n \in M\right\}\right)=\emptyset$. However, if $x$ is a cluster point of $\left\langle x_{n}\right\rangle_{n \in M}$, then $x \in E$ and so $\phi(x)=\psi(x)$. This is a contradiction, because $\phi(x) \in c \ell\left(\left\{a_{n}: n \in M\right\}\right)$ and $\psi(x) \in c \ell\left(\left\{b_{n}: n \in M\right\}\right)$.

The following notion will be used in the exercises and later.
Definition 3.43. Let $X$ be a topological space and let $A \subseteq X$. Then $A$ is strongly discrete if and only if there is a family $\left\langle U_{x}\right\rangle_{x \in A}$ of open subsets of $X$ such that $x \in U_{x}$ for each $x \in A$ and $U_{x} \cap U_{y}=\emptyset$ whenever $x$ and $y$ are distinct members of $A$.

Exercise 3.4.1. Suppose that $f: D \rightarrow E$ is a mapping from a discrete space $D$ to a discrete space $E$. Prove that $\widetilde{f}: \beta D \rightarrow \beta E$ is injective if $f$ is injective, surjective if $f$ is surjective and a homeomorphism if $f$ is bijective.

Exercise 3.4.2. Derive Theorem 3.40 from Corollary 3.41.
Exercise 3.4.3. Recall that all hypothesized topological spaces are Hausdorff.
(a) Prove that any infinite topological space has two disjoint nonempty open sets, at least one of which is infinite.
(b) Prove that any infinite topological space has an infinite strongly discrete subset.
(c) Prove that any countably infinite discrete subset of a regular space is strongly discrete.

Exercise 3.4.4. Let $X$ be an extremally disconnected regular space. Prove that no sequence can converge in $X$ unless it is eventually constant.

Exercise 3.4.5. Let $D$ be any set. Prove that no proper $F_{\sigma}$-subset of $D^{*}$ can be dense in $D^{*}$.

Exercise 3.4.6. Let $D$ be any set. Prove that no zero set in $D^{*}$ can be a singleton. (A subset $Z$ of a topological space $X$ is said to be a zero set if $Z=f^{-1}[\{0\}]$ for some continuous function $f: X \rightarrow[0,1]$.) (Hint: Use Theorem 3.36.)

Exercise 3.4.7. Let $D$ be any discrete space. Prove that every separable subspace of $\beta D$ is extremally disconnected. (Hint: Use Theorem 3.40.)

Exercise 3.4.8. Let $D$ and $E$ be discrete spaces. Let $\phi$ and $\psi$ be continuous functions from $\beta D$ to $\beta E$ which coincide on $D^{*}$. Prove that $\{x \in \beta D: \phi(x) \neq \psi(x)\}$ is finite. (Hint: The proof is essentially the same as that of Theorem 3.42.3.)

### 3.5 Uniform Limits via Ultrafilters

We now introduce the notion of $p$-limit. The definition of $p$-limit is very natural to anyone familiar with nets. We would like $p-\lim x_{s}=y$ to mean that $x_{s}$ is "often" "close to" $y$. Closeness is of course determined by neighborhoods of $y$ while "often" is determined by members of $p$. (Recall that an ultrafilter can be thought of as a $\{0,1\}$-valued measure.)

As we shall see, the notion is as versatile as the notion of nets, and has two significant advantages: (1) in a compact space a $p$-limit always converges and (2) it provides a "uniform" way of taking limits, as opposed to randomly choosing from among many possible limit points of a net.

Definition 3.44. Let $D$ be a discrete space, let $p \in \beta D$, let $\left\langle x_{s}\right\rangle_{s \in D}$ be an indexed family in a topological space $X$, and let $y \in X$. Then $p-\lim x_{s}=y$ if and only if for every neighborhood $U$ of $y,\left\{s \in D: x_{s} \in U\right\} \in p . \quad s \in D$

Recall that we have identified $\widehat{A}$ with $\beta A$ for $A \subseteq D$. Consequently, if $A \in p$ and $x_{s}$ is defined for $s \in A$ we write $p$ - $\lim x_{s}$ without worrying about possible values of $x_{s}$ for $s \in D \backslash A$.
$s \in A$
There is a more general concept of limit in a topological space, which may well be familiar to the reader. We shall show that $p$-limits and limits coincide for functions defined on $\beta D$.

Definition 3.45. Suppose that $X$ and $Y$ are topological spaces, that $A \subseteq X$ and that $f: A \rightarrow Y$. Let $x \in c \ell_{X} A$ and $y \in Y$. We shall write $\lim _{a \rightarrow x} f(a)=y$ if and only if, for every neighborhood $V$ of $y$, there is a neighborhood $U$ of $x$ such that $f[A \cap U] \subseteq V$.

We observe that $\lim _{a \rightarrow x} f(a)$, if it exists, is obviously unique.
Theorem 3.46. Let $D$ be a discrete space, let $Y$ be a topological space, and let $p \in \beta D$ and $y \in Y$. If $A \in p$ and $f: A \rightarrow Y$, then $p-\lim f(a)=y$ if and only if $\lim _{a \rightarrow p} f(a)=y$.

Proof. Suppose that $p-\lim f(a)=y$. Then, if $V$ is a neighborhood of $y, f^{-1}[V] \in p$. Let $B=f^{-1}[V]$. Then $\widehat{B}$ is a neighborhood of $p$ by Theorem 3.18 and $f[\widehat{B} \cap A]=$ $f[B] \subseteq V$.

Conversely, suppose that $\lim _{a \rightarrow p} f(a)=y$. Then, if $V$ is a neighborhood of $y$, there is a neighborhood $U$ of $p$ in $\beta D$ for which $f[A \cap U] \subseteq V$. Now $U \cap A \in p$ and so, since $U \cap A \subseteq f^{-1}[V]$, it follows that $f^{-1}[V] \in p$. Thus $p-\lim _{a \in A} f(a)=y$.

Remark 3.47. Let $D$ be a discrete space and let $p \in \beta D$. Viewing $\langle s\rangle_{s \in D}$ as an indexed family in $\beta D$ one has $p-\lim _{s \in D} s=p$.

Theorem 3.48. Let $D$ be a discrete space, let $p \in \beta D$, and let $\left\langle x_{s}\right\rangle_{s \in D}$ be an indexed family in a topological space $X$.
(a) If $p$ - $\lim _{s \in D} x_{s}$ exists, then it is unique.
(b) If $X$ is a compact space, then $p-\lim x_{s}$ exists.

```
                        s\inD
```

Proof. Statement (a) is obvious.
(b) Suppose that $p-\lim \left\langle x_{S}\right\rangle_{s \in D}$ does not exist and for each $y \in X$, pick an open neighborhood $U_{y}$ of $y$ such that $\left\{s \in D: x_{s} \in U_{y}\right\} \notin p$. Then $\left\{U_{y}: y \in X\right\}$ is an open cover of $X$ so pick finite $F \subseteq X$ such that $X=\bigcup_{y \in F} U_{y}$. Then $D=$ $\bigcup_{y \in F}\left\{s \in D: x_{s} \in U_{y}\right\}$ so pick $y \in F$ such that $\left\{s \in D: x_{s} \in U_{y}\right\} \in p$. This contradiction completes the proof.

Theorem 3.49. Let $D$ be a discrete space, let $p \in \beta D$, let $X$ and $Y$ be topological spaces, let $\left\langle x_{s}\right\rangle_{s \in D}$ be an indexed family in $X$, and let $f: X \rightarrow Y$. If $f$ is continuous and $p-\lim x_{s}$ exists, then $p-\lim f\left(x_{s}\right)=f\left(p-\lim x_{s}\right)$.
$s \in D \quad s \in D \quad s \in D$
Proof. Let $U$ be a neighborhood of $f\left(p-\lim x_{s}\right)$ and pick a neighborhood $V$ of $p-\lim x_{s}$ $s \in D \quad s \in D$ such that $f[V] \subseteq U$. Let $A=\left\{s \in D: x_{s} \in V\right\}$. Then $A \in p$ and $A \subseteq\{s \in D$ : $\left.f\left(x_{s}\right) \in U\right\}$.

Corollary 3.49.1. Let $D$ be a discrete space, let $X$ be a compact space, let $f$ : $D \rightarrow X$, and let $\widetilde{f}: \beta D \rightarrow X$ be its continuous extension. Then for all $p \in \beta D$, $\widetilde{f}(p)=p-\lim _{s \in D} f(s)$.

Proof. This follows immediately from Remark 3.47 and Theorem 3.49.
We pause to verify that Theorems 3.48 and 3.49 in fact provide a characterization of ultrafilters.

Definition 3.50. Let $D$ be a discrete space. A uniform operator on functions from $D$ to compact spaces is an operator $\mathcal{O}$ which assigns to each function $f$ from $D$ to a compact space $Y$ some point $\mathcal{O}(f)$ of $Y$ such that whenever $Y$ and $Z$ are compact spaces, $g$ is a function from $D$ to $Y$, and $f$ is a continuous function from $Y$ to $Z$, one has $f(\mathcal{O}(g))=\mathcal{O}(f \circ g)$.

Theorems 3.48 and 3.49 tell us that given a discrete space $D$ and $p \in \beta D$, " $p$-lim" is a uniform operator on functions from $D$ to compact spaces. The following theorem provides the converse.

Theorem 3.51. Let $D$ be a discrete space and let $\mathcal{O}$ be a uniform operator on functions from $D$ to compact spaces. There is a unique $p \in \beta D$ such that for every compact space $Y$ and every function $f: D \rightarrow Y, \mathcal{O}(f)=\underset{s \in D}{p-\lim } f(s)$.

Proof. Let $\iota: D \rightarrow D \subseteq \beta D$ be the inclusion map. (Before we had identified the points of $D$ with principal ultrafilters, we would have said $\iota=e$.) Now the choice of $p \in \beta D$ is forced, since we must have $\mathcal{O}(\imath)=p-\lim _{s \in D} s=p$, so let $p=\mathcal{O}(\imath)$. Now let $Y$ be a compact space and let $f: D \rightarrow Y$. Let $\widetilde{f}: \beta D \rightarrow Y$ be the continuous extension of $f$.

Then

$$
\begin{aligned}
p-\lim _{s \in D} f(s) & =p-\lim _{s \in D} \widetilde{f}(s) \\
& =\widetilde{f}\left(p-\lim _{s \in D} s\right) \\
& =\widetilde{f}(p) \\
& =\widetilde{f}(\mathcal{O}(\iota)) \\
& =\mathcal{O}(\widetilde{f} \circ \iota) \\
& =\mathcal{O}(f) .
\end{aligned}
$$

We now verify the assertion that the notion of $p$-limit is as versatile as the notion of nets by proving some of the standard theorems about nets in the context of $p$-limits.

Theorem 3.52. Let $X$ be a topological space. Then $X$ is compact if and only if whenever $\left\langle x_{s}\right\rangle_{s \in D}$ is an indexed family in $X$ and $p$ is an ultrafilter on $D$, $p-\lim x_{s}$ exists.

Proof. The necessity is Theorem 3.48 (b).
Sufficiency. Let $\mathcal{A}$ be a collection of closed subsets of $X$ with the finite intersection property. Let $D=\{\bigcap \mathscr{F}: \mathscr{F}$ is a finite nonempty subset of $\mathcal{A}\}$. For each $A \in D$ let $\mathcal{B}_{A}=\{B \in D: B \subseteq A\}$. Then $\left\{\mathcal{B}_{A}: A \in D\right\}$ has the finite intersection property. (The proof of this assertion is Exercise 3.5.1.) So by Theorem 3.8, pick an ultrafilter $p$ on $D$ such that $\left\{\mathscr{B}_{A}: A \in D\right\} \subseteq p$. For each $A \in D$, pick $x_{A} \in A$. Let $y=p$-lim $x_{A}$. We claim that $y \in \bigcap \mathcal{A}$. To see this let $A \in \mathcal{A}$ and suppose that $y \notin A$. Then $X \backslash A$ is a neighborhood of $y$ so $\left\{B \in D: x_{B} \in X \backslash A\right\} \in p$. Also $\mathscr{B}_{A} \in p$ so pick $B \in \mathscr{B}_{A}$ such that $x_{B} \in X \backslash A$. Then $(X \backslash A) \cap B \neq \emptyset$ while $B \subseteq A$, a contradiction.

Theorem 3.53. Let $X$ be a topological space, let $A \subseteq X$ and let $y \in X$. Then $y \in c \ell A$ if and only if there exists an indexed family $\left\langle x_{s}\right\rangle_{s \in D}$ in $A$ such that $p-\lim x_{s}=y$. $s \in D$

Proof. Sufficiency. Let $U$ be a neighborhood of $y$. Then $\left\{s \in D: x_{s} \in U\right\} \in p$, so $\left\{s \in D: x_{s} \in U\right\} \neq \emptyset$.

Necessity. Let $D$ be the set of neighborhoods of $y$. For each $U \in D$ pick $x_{U} \in$ $U \cap A$ and let $\mathscr{B}_{U}=\{V \in D: V \subseteq U\}$. Then $\left\{\mathscr{B}_{U}: U \in D\right\}$ has the finite intersection property so pick an ultrafilter $p$ on $D$ with $\left\{\mathscr{B}_{U}: U \in D\right\} \subseteq p$. To see that $p-\lim x_{U}=y$, let $U$ be a neighborhood of $y$. Then $\mathscr{B}_{U} \subseteq\left\{V \in D: x_{V} \in U\right\}$ so $\left\{V \in D: x_{V} \in U\right\} \in p$.

Theorem 3.54. Let $X$ and $Y$ be topological spaces and let $f: X \rightarrow Y$. Then $f$ is continuous if and only if whenever $\left\langle x_{s}\right\rangle_{s \in D}$ is an indexed family in $X, p \in \beta D$, and $p-\lim _{s \in D} x_{s}$ exists, one has $f\left(p-\lim x_{s}\right)=p-\lim _{s \in D} f\left(x_{s}\right)$.

Proof. The necessity is Theorem 3.49
For the sufficiency, let $a \in X$ and let $W$ be a neighborhood of $f(a)$. Suppose that no neighborhood $U$ of $a$ has $f[U] \subseteq W$. Then $a \in c \ell f^{-1}[Y \backslash W]$ so pick by Theorem 3.53 an indexed family $\left\langle x_{s}\right\rangle_{s \in D}$ in $f^{-1}[Y \backslash W]$ such that $p-\lim _{s \in D} x_{s}=a$. Then $p$ - $\lim _{s \in D} f\left(x_{s}\right)=f(a)$ so $\left\{s \in D: f\left(x_{s}\right) \in W\right\}$ is in $p$ and is hence nonempty, a contradiction.

Comment 3.55. The concept of limit is closely related to that of continuity. Suppose that $X, Y$ are topological spaces, that $A \subseteq X$ and that $x \in A$. If $f: A \rightarrow Y$, then $f$ is continuous at $x$ if and only if for every neighborhood $V$ of $f(x)$, there is
a neighborhood $U$ of $x$ for which $f[U] \subseteq V$. So $f$ is continuous at $x$ if and only if $\lim _{a \rightarrow x} f(a)=f(x)$. Also, if $x \in c \ell A$, then $f$ has a continuous extension to $A \cup\{x\}$ if and only if $\lim _{a \rightarrow x} f(a)$ exists.

Exercise 3.5.1. Let $\mathcal{A}$ be a collection of closed subsets of the topological space $X$ with the finite intersection property. Let $D=\{\bigcap \mathcal{F}: \mathcal{F}$ is a finite nonempty subset of $\mathcal{A}\}$. For each $A \in D$ let $\mathscr{B}_{A}=\{B \in D: B \subseteq A\}$. Prove that $\left\{\mathscr{B}_{A}: A \in D\right\}$ has the finite intersection property.

Exercise 3.5.2. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in a topological space $X$ and assume that $\lim _{n \rightarrow \infty} x_{n}=a$. Prove that for each $p \in \beta \mathbb{N} \backslash \mathbb{N}, p-\lim _{n \in \mathbb{N}} x_{n}=a$.

### 3.6 The Cardinality of $\boldsymbol{\beta D}$

We show here that for any infinite discrete space $D,|\beta D|=2^{2^{|D|}}$. We do the proof for the case in which $D$ is countable first. The proof uses the following surprising theorem which is of significant interest in its own right.

Recall that c is the cardinality of the continuum. That is $\mathrm{c}=2^{\omega}=|\mathbb{R}|=|\mathcal{P}(\mathbb{N})|$.
Theorem 3.56. Let $D$ be a countably infinite set. There is a $\mathrm{c} \times \mathrm{c}$ matrix $\left\langle\left\langle A_{\sigma, \delta}\right\rangle_{\sigma<c}\right\rangle_{\delta<c}$ of subsets of $D$ satisfying the following two statements.
(a) Given $\sigma, \delta, \tau<\mathrm{c}$ with $\delta \neq \tau,\left|A_{\sigma, \delta} \cap A_{\sigma, \tau}\right|<\omega$.
(b) Given any $F \in \mathscr{P}_{f}(\mathrm{c})$ and any $g: F \rightarrow \mathrm{c},\left|\bigcap_{\sigma \in F} A_{\sigma, g(\sigma)}\right|=\omega$.

Proof. Let

$$
S=\{(k, f): k \in \mathbb{N} \text { and } f: \mathcal{P}(\{1,2, \ldots, k\}) \rightarrow \mathcal{P}(\{1,2, \ldots, k\})\}
$$

Then $S$ is countable so it suffices to produce a c $\times \mathrm{c}$ matrix of subsets of $S$ satisfying statements (a) and (b).

Enumerate $\mathcal{P}(\mathbb{N})$ as $\left\langle X_{\sigma}\right\rangle_{\sigma<\mathfrak{c}}$. Given $(\sigma, \delta) \in \mathfrak{c} \times \mathfrak{c}$, let

$$
A_{\sigma, \delta}=\left\{(k, f) \in S: f\left(X_{\sigma} \cap\{1,2, \ldots, k\}\right)=X_{\delta} \cap\{1,2, \ldots, k\}\right\}
$$

To verify statement (a), let $\sigma, \delta, \tau<c$ with $\delta \neq \tau$. Pick $m \in \mathbb{N}$ such that $X_{\delta} \cap$ $\{1,2, \ldots, m\} \neq X_{\tau} \cap\{1,2, \ldots, m\}$. Then $X_{\sigma, \delta} \cap X_{\sigma, \tau} \subseteq\{(k, f) \in S: k<m\}$, a finite set.

To verify statement (b), let $F \in \mathcal{P}_{f}(c)$ and $g: F \rightarrow c$ be given. Pick $m \in \mathbb{N}$ such that given any $\sigma \neq \tau$ in $F, X_{\sigma} \cap\{1,2, \ldots, m\} \neq X_{\tau} \cap\{1,2, \ldots, m\}$. Then given any $k>m$, there exists

$$
f: \mathscr{P}(\{1,2, \ldots, k\}) \rightarrow \mathcal{P}(\{1,2, \ldots, k\})
$$

such that $(k, f) \in \bigcap_{\sigma \in F} A_{\sigma, g(\sigma)}$. Consequently $\bigcap_{\sigma \in F} A_{\sigma, g(\sigma)}$ is infinite.

Corollary 3.57. Let $D$ be a countably infinite discrete space. Then $|\beta D|=2^{\text {c }}$.
Proof. Since $\beta D \subseteq \mathscr{P}(\mathcal{P}(D))$, one has that $|\beta D| \leq 2^{\mathfrak{c}}$. Let $\left\langle\left\langle A_{\sigma, \delta}\right\rangle_{\sigma<\mathfrak{c}}\right\rangle_{\delta<\mathfrak{c}}$ be as in Theorem 3.56. For each $f: \mathfrak{c} \rightarrow\{0,1\}$, let $\mathcal{A}_{f}=\left\{A_{\sigma, f(\sigma)}: \sigma<c\right\}$. Then by Theorem 3.56 (b), for each $f, \mathcal{A}_{f}$ has the property that all finite intersections are infinite, so pick by Corollary 3.14 a nonprincipal ultrafilter $p_{f}$ on $D$ such that $\mathcal{A}_{f} \subseteq p_{f}$. If $f$ and $g$ are distinct functions from c to $\{0,1\}$, then since $p_{f}$ and $p_{g}$ are nonprincipal, one has by Theorem 3.56 (a) that $p_{f} \neq p_{g}$.

We now prove the general result, using a modification of the construction in Theorem 3.56.

Theorem 3.58. Let $D$ be an infinite set with cardinality $\kappa$. Then $\left|U_{\kappa}(D)\right|=|\beta D|=$ $2^{2^{\kappa}}$ 。

Proof. Again we note that $\beta D \subseteq \mathcal{P}(\mathcal{P}(D))$ and so $\left|U_{\kappa}(D)\right| \leq|\beta D| \leq 2^{2^{\kappa}}$.
We define $S=\left\{(F, f): F \in \mathscr{P}_{f}(D)\right.$ and $\left.f: \mathscr{P}(F) \rightarrow \mathscr{P}(F)\right\}$. Note that $|S|=\kappa$, and so it will be sufficient to prove that $\left|U_{\kappa}(S)\right| \geq 2^{2^{\kappa}}$.

For each $X \subseteq D$, we put $A_{X, 0}=\{(F, f) \in S: f(F \cap X)=F \cap X\}$ and $A_{X, 1}=\{(F, f) \in S: f(F \cap X)=F \backslash X\}$.

Then $A_{X, 0} \cap A_{X, 1}=\emptyset$ for every $X$. Let $g: \mathcal{P}(D) \rightarrow\{0,1\}$. We shall show that, for every finite subset $\mathcal{C}$ of $\mathscr{P}(D),\left|\bigcap_{X \in \mathcal{C}} A_{X, g(X)}\right|=\kappa$.

We can choose $B \in \mathcal{P}_{f}(D)$ for which the sets of the form $X \cap B$ with $X \in \mathcal{C}$, are all distinct. (For each pair $(X, Y)$ of distinct elements of $\mathscr{C}$, pick a point $b(X, Y)$ in the symmetric difference $X \triangle Y$. Let $B=\{b(X, Y): X, Y \in \mathscr{C}$ and $X \neq Y\}$.) Then, whenever $F \in \mathscr{P}_{f}(D)$ and $B \subseteq F$, the sets $X \cap F$ for $X \in \mathscr{C}$ are all distinct. For each $F \in \mathscr{P}_{f}(D)$ such that $B \subseteq F$, we can define $f: \mathscr{P}(F) \rightarrow \mathcal{P}(F)$ such that, for each $X \in \mathcal{C}, f(X \cap F)=X \cap F$ if $g(X)=0$ and $f(X \cap F)=F \backslash X$ if $g(X)=1$. Then $(F, f) \in A_{X, g(X)}$ for every $X \in \mathscr{C}$. Since there are $\kappa$ possible choices for $F,\left|\bigcap_{X \in \mathcal{C}} A_{X, g(X)}\right|=\kappa$.

It follows from Corollary 3.14 that, for every function $g: \mathcal{P}(D) \rightarrow\{0,1\}$, there is an ultrafilter $p \in \mathcal{U}_{\kappa}(D)$ such that $A_{X, g(X)} \in p$ for every $X \in \mathcal{P}(D)$. Since $A_{X, 0} \cap A_{X, 1}=\emptyset$ for every $X$, different functions correspond to different ultrafilters in $\mathcal{U}_{\kappa}(D)$. Since there are $2^{2^{\kappa}}$ functions $g: \mathcal{P}(D) \rightarrow\{0,1\}$, it follows that $\left|U_{\kappa}(D)\right| \geq 2^{2^{\kappa}}$.

Theorem 3.58.1. Let $D$ be an infinite discrete space and let $\left\{p_{n}: n \in \mathbb{N}\right\}$ be a discrete subset of $\beta D$ for which $p_{m} \neq p_{n}$ if $m \neq n$. Then $c \ell_{\beta D}\left(\left\{p_{n}: n \in \mathbb{N}\right\}\right)$ is homeomorphic to $\beta \mathbb{N}$.

Proof. The map $\mathcal{f}: \mathbb{N} \rightarrow \beta D$ for which $f(n)=p_{n}$ for every $n \in \mathbb{N}$, extends to a continuous map $\widetilde{f}: \beta \mathbb{N} \rightarrow \beta D$. Clearly, $\widetilde{f}[\beta \mathbb{N}]=c \ell_{\beta D}\left(\left\{p_{n}: n \in \mathbb{N}\right\}\right)$. It follows
from Theorem 3.40 that $\widetilde{f}$ is one-to-one. (The proof of this last assertion is Exercise 3.6.1.)

We now see that infinite closed subsets of $\beta D$ must be reasonably large.
Theorem 3.59. Let $D$ be an infinite discrete space and let $A$ be an infinite closed subset of $\beta D$. Then $A$ contains a topological copy of $\beta \mathbb{N}$. In particular $|A| \geq 2^{\text {c }}$.

Proof. This follows from Theorem 3.58.1 and the observation that $A$ contains a countably infinite discrete subset.

We conclude by showing in Theorem 3.62 that sets which are not too large, but have finite intersections that are large, extend to many $\kappa$-uniform ultrafilters.

Definition 3.60. Let $\mathcal{A}$ be a set of sets and let $\kappa$ be an infinite cardinal. Then $\mathcal{A}$ has the $\kappa$-uniform finite intersection property if and only if whenever $\mathscr{F} \in \mathscr{P}_{f}(\mathcal{A})$, one has $|\bigcap \mathcal{F}| \geq \kappa$.

Thus the "infinite finite intersection property" is the same as the " $\omega$-uniform finite intersection property".

Lemma 3.61. Let $D$ be an infinite set with cardinality $\kappa$ and let $\mathcal{A}$ be a set of at most $\kappa$ subsets of $D$ with the $\kappa$-uniform finite intersection property. There is a set $\mathfrak{B}$ of $\kappa$ pairwise disjoint subsets of $D$ such that for each $B \in \mathscr{B}, \mathcal{A} \cup\{B\}$ has the $\kappa$-uniform finite intersection property.

Proof. Since $\left|\mathcal{P}_{f}(\mathcal{A})\right| \leq \kappa$ we may presume that $\mathcal{A}$ is closed under finite intersections. Since $\kappa \cdot|\mathcal{A}|=\kappa$, we may choose a $\kappa$-sequence $\left\langle A_{\sigma}\right\rangle_{\sigma<\kappa}$ of members of $\mathcal{A}$ such that, for each $C \in \mathcal{A}$,

$$
\left|\left\{\sigma<\kappa: A_{\sigma}=C\right\}\right|=\kappa
$$

Let $Y_{0}=\varnothing$ and inductively let $\tau<\kappa$ and assume that we have chosen $\left\langle Y_{\gamma}\right\rangle_{\gamma<\tau}$ such that:
(1) for all $\gamma<\tau,\left|Y_{\gamma}\right|=|\gamma|$,
(2) for all $\gamma<\tau, Y_{\gamma} \subseteq A_{\gamma}$, and
(3) for all $\gamma<\sigma<\tau, Y_{\gamma} \cap Y_{\sigma}=\emptyset$.

Now $\left|A_{\tau}\right|=\kappa$ and $\left|\bigcup_{\gamma<\tau} Y_{\gamma}\right|=\sum_{\gamma<\tau}|\gamma|<\kappa$. Thus we may pick $Y_{\tau} \subseteq A_{\tau}$ such that $\left|Y_{\tau}\right|=|\tau|$ and $Y_{\tau} \cap\left(\bigcup_{\gamma<\tau} Y_{\gamma}\right)=\emptyset$.

Having chosen $\left\langle Y_{\sigma}\right\rangle_{\sigma<\kappa}$, enumerate each $Y_{\sigma}$ as $\left\langle y_{\sigma, \eta}\right\rangle_{\eta<\sigma}$. For each $\eta<\kappa$, let $B_{\eta}=\left\{y_{\sigma, \eta}: \eta<\sigma<\kappa\right\}$. Since $Y_{\sigma} \cap Y_{\gamma}=\emptyset$ whenever $\sigma<\gamma<\kappa$, we have that each $\left|B_{\eta}\right|=\kappa$. Further, if $\delta<\eta<\kappa$, then $B_{\delta} \cap B_{\eta}=\emptyset$. (Since $\left\langle y_{\sigma, \eta}\right\rangle_{\eta<\sigma}$ is an
enumeration of $Y_{\sigma}$ we can't have $y_{\sigma, \delta}=y_{\sigma, \eta}$ and since $Y_{\sigma} \cap Y_{\gamma}=\emptyset$ for $\sigma \neq \gamma$, we can't have $y_{\sigma, \eta}=y_{\gamma, \delta}$.)

Finally, let $\eta<\kappa$ and $\mathscr{F} \in \mathscr{P}_{f}(\mathcal{A})$ be given. Let

$$
C=\left\{\sigma: \eta<\sigma<\kappa \text { and } A_{\sigma}=\bigcap \mathscr{F}\right\} .
$$

By assumption $|C|=\kappa$ and $\left\{y_{\sigma, \eta}: \sigma \in C\right\} \subseteq B_{\eta} \cap \bigcap \mathcal{F}$.

Theorem 3.62. Let $D$ be an infinite set with cardinality $\kappa$ and let $\mathcal{A}$ be a set of at most $\kappa$ subsets of $D$ with the $\kappa$-uniform finite intersection property. Then

$$
\left|\left\{p \in U_{\kappa}(D): \mathcal{A} \subseteq p\right\}\right|=2^{2^{\kappa}}
$$

Proof. Choose by Lemma 3.61 a family $\mathfrak{B}$ of $\kappa$ pairwise disjoint subsets of $D$ such that for each $B \in \mathscr{B}, \mathcal{A} \cup\{B\}$ has the $\kappa$-uniform finite intersection property.

Choose a one-to-one function $\theta: D \rightarrow \mathscr{B}$ and for each $x \in D$, pick by Corollary 3.14 some $f(x) \in U_{\kappa}(D)$ such that $\mathcal{A} \cup\{\theta(x)\} \subseteq f(x)$.

Notice that $U_{\kappa}(D)$ is a closed, hence compact, subset of $\beta D$. Thus, by Theorem 3.28, there is a continuous extension $\widetilde{f}: \beta D \rightarrow U_{\kappa}(D)$. Since for each $x \in D$, $\mathcal{A} \subseteq f(x)$, we have for each $q \in \beta D$ that $\mathcal{A} \subseteq \widetilde{f}(q)$.

To complete the proof, it suffices to show by Theorem 3.58 that $\widetilde{f}$ is one-to-one. For this it in turn suffices to show that for each $q \in \beta D$ and each $A \in q, \bigcup_{x \in A} \theta(x) \in$ $\widetilde{f}(q)$. (For then, given $q \neq r$ and $A \in q$ and $C \in r$ with $A \cap C=\emptyset$ one has that $\left(\bigcup_{x \in A} \theta(x)\right) \cap\left(\bigcup_{x \in C} \theta(x)\right)=\emptyset$.) The proof of this assertion is Exercise 3.6.2.

Exercise 3.6.1. Prove that the function $\widetilde{f}$ in the proof of Theorem 3.58 .1 is one-toone. (Hint: If $r \in \beta \mathbb{N}$ and $A \in r$, then $\widetilde{f}(r) \in c \ell\left\{p_{n}: n \in A\right\}$.)

Exercise 3.6.2. Let $D$ and $E$ be discrete spaces, let

$$
\theta: D \rightarrow \mathcal{P}(E) \text { and } f: D \rightarrow \beta E
$$

be functions such that for each $x \in D, \theta(x) \in f(x)$, and let $\widetilde{f}: \beta D \rightarrow \beta E$ be the continuous extension of $f$. Prove that for each $q \in \beta D$ and each $A \in q$, $\bigcup_{x \in A} \theta(x) \in \widetilde{f}(q)$.

Exercise 3.6.3. Prove that $\mathbb{N}^{*}$ contains a collection of $\mathfrak{c}$ pairwise disjoint clopen sets.
Exercise 3.6.4. Prove that $\mathbb{N}^{*}$ contains exactly c clopen subsets.
Exercise 3.6.5. Prove that every clopen subset of $\mathbb{N}^{*}$ is homeomorphic to $\mathbb{N}^{*}$.

### 3.7 Notes

The standard reference for detailed information about ultrafilters is [109].
We used the Axiom of Choice (or to be precise, Zorn's Lemma) in our proof of Theorem 3.8, which we used to deduce that nonprincipal ultrafilters exist. Such an appeal is unavoidable as there are models of set theory (without choice) in which no nonprincipal ultrafilters on $\mathbb{N}$ exist. (See the discussion of this point in [109, p. 162].)

The Stone-Čech compactification was produced independently by M. Stone[368] and E. Čech [97]. The approach used by Čech was to embed a space $X$ in a product of lines. A method that is close to the one that we chose in defining $\beta D$, is due to H. Wallman [388]. Suppose that $X$ is a normal space. Let Z denote the set of closed subsets of $X$. The points of $\beta X$ are defined to be the ultrafilters in the lattice of closed subsets of $X$, and the topology of $\beta X$ is defined by taking the sets of the form $\{p \in \beta X: Z \in p\}$, where $Z \in \mathcal{Z}$, as a base for the closed sets. The space $X$ is embedded in $\beta X$ by mapping each $x \in X$ to $\{Z \in Z: x \in Z\}$, this being an ultrafilter in the lattice of closed sets. The approach used here for discrete spaces is based on the treatment in [167]. See the notes in [167, p. 269] for a more detailed discussion of the development of this approach.

Lemma 3.33 is due to M. Katětov [280].
P-points were invented by L. Gillman and M. Henriksen in [166]. They were shown to exist in $\mathbb{N}^{*}$ under the assumption of the continuum hypothesis by W. Rudin [352] who used them to show that $\mathbb{N}^{*}$ is not homogeneous. It is a result of S . Shelah [360, VI, §4] that it is consistent relative to ZFC that there are no P-points in $\mathbb{N}^{*}$.

Lemma 3.42.2 and Theorem 3.42.3, as well as Exercise 3.4.8, appeared in [338], a result of collaboration with J. Pym and I. Protasov, where they were proved in the more general setting of F -spaces.

The reader may be interested to know that extremally disconnected spaces have remarkable properties. For example, any continuous function mapping a dense subspace of an extremally disconnected space into a compact space, has a continuous extension to the entire space [167, Exercise 6M2].

Extremally disconnected spaces can be characterized among completely regular spaces by the following property: suppose that $X$ is a completely regular space and that $C_{\mathbb{R}}(X)$ denotes the set of bounded continuous real-valued functions defined on $X$. Then $X$ is extremally disconnected if and only if every bounded subset of $C_{\mathbb{R}}(X)$ has a least upper bound in $C_{\mathbb{R}}(X)$ [167, Exercise 3N6].

For the reader with some acquaintance with category theory, we might mention that it is the extremally disconnected compact Hausdorff spaces which are the projective objects in the category of compact Hausdorff spaces [171].

The notion of $p$-limit is apparently due originally to Z. Frolík. [153]
Theorem 3.56 is due to K. Kunen [285], and answered a question of F. Galvin. The proof given here is a simplification of Kunen's original proof due to P. Simon.

### 3.8 Closing Remarks

More general constructions of compact spaces. Our construction of $\beta D$ is a special case of more general constructions in which compact Hausdorff spaces are obtained by using sets which are maximal subject to having certain algebraic properties. We shall briefly mention two of these constructions, because they are relevant to the Stone-Čech compactification.
(i) Any unital commutative $\mathrm{C}^{*}$-algebra is associated with a compact Hausdorff space, called its spectrum, whose points could be described as maximal ideals of the algebra or, alternatively, as homomorphisms from the algebra to the complex numbers.

Let $X$ be a completely regular space and let $C(X)$ denote the $\mathrm{C}^{*}$-algebra formed by the continuous bounded complex-valued functions defined on $X$, with each $f \in$ $C(X)$ having the uniform norm $\|f\|=\sup \{|f(X)|: x \in X\}$. Then $\beta X$ can be identified with the spectrum of $C(X)$.

In this framework, if $D$ denotes a discrete space, $\beta D$ is the spectrum of the Banach algebra $l^{\infty}(D) \simeq C(D)$. See [279].
(ii) Any Boolean algebra $B$ is associated with a totally disconnected compact Hausdorff space, called its Stone space, whose points could be described as the ultrafilters of $B$. All totally disconnected compact Hausdorff spaces arise in this way, as any such space can be identified with the Stone space associated with the Boolean algebra formed by its clopen subsets. This theory displays the category of totally disconnected compact Hausdorff spaces as being the dual of the category of Boolean algebras. The extremally disconnected compact spaces are those corresponding to complete Boolean algebras. If D is a discrete space, $\beta D$ could be described as the Stone space of the Boolean algebra $\mathcal{P}(D)$, while $D^{*}$ could be described as the Stone space of the quotient of $\mathscr{P}(D)$ by the ideal of finite subsets of $D$. See [278].

Compactifications and subalgebras of $\boldsymbol{C}_{\mathbb{R}}(\boldsymbol{X})$. Suppose that $X$ is a completely regular space and that $C_{\mathbb{R}}(X)$ denotes the subspace of $C(X)$ which consists of the real-valued functions. A subalgebra $A$ of $C_{\mathbb{R}}(X)$ is said to separate points and closed sets if, for each closed subset $C$ of $X$ and each $x \in X \backslash C$, there is a function $f \in A$ for which $f(x) \notin c \ell f[C]$. The compact spaces in which $X$ can be densely embedded correspond to the closed subalgebras of $C_{\mathbb{R}}(X)$ which contain the constant functions and separate points and closed sets. For any such algebra $A$, there is a compactification $(Y, \varphi)$ of $X$ which has the following property: a function $f \in C_{\mathbb{R}}(X)$ can be expressed as $f=g \circ \varphi$ for some $g \in C_{\mathbb{R}}(Y)$ if and only if $f \in A . Y$ could be defined as the spectrum of $A$, and, for each $x \in X, \varphi(x)$ could be defined as the homomorphism from $A$ to the complex numbers for which $\varphi(x)(f)=f(x)$.

Conversely, if $(Y, \varphi)$ is a compactification of $X$, it can be identified with the compactification arising in this way from the subalgebra $A=\left\{g \circ \varphi: g \in C_{\mathbb{R}}(Y)\right\}$ of $C_{\mathbb{R}}(X)$.

The Stone-Čech compactification of $X$ corresponds to the largest possible subalgebra, namely $C_{\mathbb{R}}(X)$ itself. Any other compactification is a quotient of $\beta X$. If $Y$ is such a compactification, corresponding to the subalgebra $A$ of $C_{\mathbb{R}}(X), Y$ can be identified with the quotient of $\beta X$ by the equivalence relation $p \simeq q$ if and only if $\widetilde{f}(p)=\widetilde{f}(q)$ for every $f \in A$.

We shall address this issue again in Chapter 21.

F-Spaces. Extremally disconnected spaces are examples of spaces called $F$-spaces. A completely regular space $X$ is said to be an F-space if any two disjoint cozero subsets $A$ and $B$ of $X$ are completely separated. This means that there is a continuous function $f: X \rightarrow[0,1]$ for which $f[A]=\{0\}$ and $f[B]=\{1\}$. These spaces are significant in the theory of the Stone-Čech compactification, because, if $X$ is locally compact, $\beta X \backslash X$ is an F-space (see [167]).

It is quite easy to see that a compact Hausdorff space $X$ satisfies Theorem 3.40 if and only if it is an F-space. (See for example [247, Lemma 1.1].) In particular, if $D$ is a discrete space, every compact subset of $\beta D$ is an F-space. Thus $D^{*}$ is an F-space, although - unlike $\beta D$ - it need not be extremally disconnected.

## Chapter 4

## $\beta S$ - The Stone-Čech Compactification of a Discrete Semigroup

### 4.1 Extending the Operation to $\boldsymbol{\beta} S$

We shall see in this chapter that we can extend the operation of a discrete semigroup to its Stone-Čech compactification. When we say that $(S, \cdot)$ is a semigroup we intend also that it have the discrete topology.

We remind the reader that we are pretending that $S \subseteq \beta S$. Without the identification of the point $s$ of $S$ with the principal ultrafilter $e(s)$, conclusions (a) and (c) of Theorem 4.1 would read as follows:
(a) The embedding $e$ is a homomorphism.
(c) For all $s \in S, \lambda_{e(s)}$ is continuous.

Theorem 4.1. Let $S$ be a discrete space and let $\cdot$ be a binary operation defined on $S$. There is a unique binary operation $*: \beta S \times \beta S \rightarrow \beta S$ satisfying the following three conditions:
(a) For every $s, t \in S, s * t=s \cdot t$.
(b) For each $q \in \beta S$, the function $\rho_{q}: \beta S \rightarrow \beta S$ is continuous, where $\rho_{q}(p)=$ $p * q$.
(c) For each $s \in S$, the function $\lambda_{s}: \beta S \rightarrow \beta S$ is continuous, where $\lambda_{s}(q)=s * q$.

Proof. We establish uniqueness and existence at the same time, defining $*$ as we are forced to define it. We first define $*$ on $S \times \beta S$. Given any $s \in S$, define $\ell_{s}: S \rightarrow S \subseteq \beta S$ by $\ell_{s}(t)=s \cdot t$. Then by Theorem 3.28, there is a continuous function $\lambda_{s}: \beta S \rightarrow \beta S$ such that $\lambda_{s \mid S}=\ell_{s}$. If $s \in S$ and $q \in \beta S$, we define $s * q=\lambda_{s}(q)$. Then (c) holds and so does (a), because $\lambda_{s}$ extends $\ell_{s}$. Furthermore, the extension $\lambda_{s}$ is unique (because continuous functions agreeing on a dense subspace are equal), and so this is the only possible definition of $*$ satisfying (a) and (c).

Now we extend $*$ to the rest of $\beta S \times \beta S$. Given $q \in \beta S$, define $r_{q}: S \rightarrow \beta S$ by $r_{q}(s)=s * q$. Then there is a continuous function $\rho_{q}: \beta S \rightarrow \beta S$ such that $\rho_{q \mid S}=r_{q}$. For $p \in \beta S \backslash S$, we define $p * q=\rho_{q}(p)$ and note that if $s \in S$, $\rho_{q}(s)=r_{q}(s)=s * q$. So for all $p \in \beta S, \rho_{q}(p)=p * q$. We observe that (b) holds. Again, by the uniqueness of continuous extensions, this is the only possible definition which satisfies the required conditions.

It is customary to denote the operation on $\beta S$ by the same symbol as that used for the operation on $S$ and we shall adopt that practice. Thus if the operation on $S$ is denoted by $\cdot$, we shall talk about the operation $\cdot$ on $\beta S$. If the operation is denoted by + , we shall talk about the operation + on $\beta S$. (There will be exceptions. If we are working with the semigroup $\left(\mathscr{P}_{f}(\mathbb{N}), \cup\right)$ we shall not talk about the semigroup $\left(\beta \mathcal{P}_{f}(\mathbb{N}), \cup\right)$, since the union of two ultrafilters already means something else, because ultrafilters are sets.)

We do not yet know that $(\beta S, \cdot)$ is a semigroup if $(S, \cdot)$ is a semigroup, as we have not yet verified associativity. We shall do this shortly, but first we want to get a handle on the operations. The operation on $\beta S$ has a characterization in terms of limits. The statements in the following remark follow immediately from the fact that $\lambda_{s}$ is continuous for every $s \in S$ and $\rho_{q}$ is continuous for every $q \in \beta S$. (Here $s$ and $t$ represent members of $S$.)

Remark 4.2. Let - be a binary operation on a discrete space $S$.
(a) If $s \in S$ and $q \in \beta S$, then $s \cdot q=\lim _{t \rightarrow q} s \cdot t$.
(b) If $p, q \in \beta S$, then $p \cdot q=\lim _{s \rightarrow p}\left(\lim _{t \rightarrow q} s \cdot t\right)$.

The following version of Remark 4.2 (b) will often be useful.

Remark 4.3. Let $\cdot$ be a binary operation on a discrete space $S$, let $p, q \in \beta S$, let $P \in p$, and let $Q \in q$. Then $p \cdot q=p-\lim _{s \in P}(q-\lim s \cdot t)$.

We remind the reader that if $f: X \rightarrow Y$ is a continuous function and $\lim _{s \rightarrow p} f\left(x_{s}\right)$ and $\lim _{s \rightarrow p} x_{s}$ exist, then $\lim _{s \rightarrow p} f\left(x_{s}\right)=f\left(\lim _{s \rightarrow p} x_{s}\right)$, by Theorem 3.49. We shall regularly use this fact without mentioning it explicitly.

Theorem 4.4. Let $(S, \cdot)$ be a semigroup. Then the extended operation on $\beta S$ is associative.

Proof. Let $p, q, r \in \beta S$. We consider $\lim _{a \rightarrow p} \lim _{b \rightarrow q} \lim _{c \rightarrow r}(a \cdot b) \cdot c$, where $a, b$ and $c$ denote elements of $S$. We have:

$$
\begin{aligned}
\lim _{a \rightarrow p} \lim _{b \rightarrow q} \lim _{c \rightarrow r}(a \cdot b) \cdot c & =\lim _{a \rightarrow p} \lim _{b \rightarrow q}(a \cdot b) \cdot r & & \text { (because } \lambda_{a \cdot b} \text { is continuous) } \\
& =\lim _{a \rightarrow p}(a \cdot q) \cdot r & & \text { (because } \rho_{r} \circ \lambda_{a} \text { is continuous) } \\
& =(p \cdot q) \cdot r & & \text { (because } \rho_{r} \circ \rho_{q} \text { is continuous). }
\end{aligned}
$$

Also:

$$
\begin{aligned}
\lim _{a \rightarrow p} \lim _{b \rightarrow q} \lim _{c \rightarrow r} a \cdot(b \cdot c) & =\lim _{a \rightarrow p} \lim _{b \rightarrow q} a \cdot(b \cdot r) & & \text { (because } \lambda_{a} \circ \lambda_{b} \text { is continuous) } \\
& =\lim _{a \rightarrow p} a \cdot(q \cdot r) & & \text { (because } \lambda_{a} \circ \rho_{r} \text { is continuous) } \\
& =p \cdot(q \cdot r) & & \text { (because } \rho_{q \cdot r} \text { is continuous). }
\end{aligned}
$$

So $(p \cdot q) \cdot r=p \cdot(q \cdot r)$.
The following theorem illustrates again the virtue of the uniformity of the process of passing to limits using $p$-limit.

Theorem 4.5. Let $(S, \cdot)$ be a semigroup, let $X$ be a topological space, let $\left\langle x_{s}\right\rangle_{s \in S}$ be an indexed family in $X$, and let $p, q \in \beta S$. If all limits involved exist, then $\underset{v \in S}{(p \cdot q)-\lim } x_{v}=\underset{s \in S}{p-\lim _{s \in S}} \underset{t \in S}{q-\lim } x_{s t}$.

Proof. Let $z=\left(p \cdot \underset{v \in S}{q}-\lim x_{v}\right.$ and, for each $s \in S$, let $y_{s}=\underset{t \in S}{q-\lim } x_{s t}$. Suppose that $\underset{s \in S}{ } \lim _{s} \not y_{s} z z$ and pick disjoint open neighborhoods $U$ and $V$ of $\underset{s \in S}{p-\lim } y_{s}$ and $z$ respectively. Let $A=\left\{v \in S: x_{v} \in V\right\}$ and let $B=\left\{s \in S: y_{s} \in U\right\}$. Then $A \in p \cdot q$ and $B \in p$. Since $\widehat{A}$ is a neighborhood of $\rho_{q}(p)$, pick $C \in p$ (so that $\widehat{C}$ is a basic neighborhood of $p$ ) such that $\rho_{q}[\widehat{C}] \subseteq \widehat{A}$. Then $B \cap C \in p$ so pick $s \in B \cap C$. Since $s \in B, q-\lim _{t \in S} x_{s t} \in U$. Let $D=\left\{t \in S: x_{s t} \in U\right\}$. Then $D \in q$. Since $s \in C$, $s \cdot q \in \widehat{A}$ so $\widehat{A}$ is a neighborhood of $\lambda_{s}(q)$. Pick $E \in q$ such that $\lambda_{s}[\widehat{E}] \subseteq \widehat{A}$. Then $D \cap E \in q$ so pick $t \in D \cap E$. Since $t \in D, x_{s t} \in U$. Since $t \in E$, st $\in A$ so $x_{s t} \in V$ and hence $U \cap V \neq \emptyset$, a contradiction.

Observe that the hypotheses in Theorem 4.5 regarding the existence of limits can be dispensed with if $X$ is compact by Theorem 3.48. Observe also, that if $X$ is contained in a compact space $Y$ (i.e. if $X$ is a completely regular space) the proof is much shorter. For then let $f: S \rightarrow X$ be defined by $f(s)=x_{s}$ and let $\widetilde{f}$ be the continuous extension of $f$ to $\beta S$. Then one has

$$
\begin{aligned}
(p \cdot q)-\lim x_{v} & =(p \cdot q)-\lim \widetilde{f}(v) \\
& =\widetilde{v \in S}((p \cdot q)-\lim v) \\
& =\widetilde{v \in S}(p \cdot q) \\
& =\widetilde{f}\left(p-\lim _{s \in S} \underset{v \in \lim }{ } s t\right) \\
& =p-\lim _{s \in S} \underset{t \in S}{q-\lim _{t \in S}} \widetilde{f}(s t) \\
& =p-\lim _{s \in S} \underset{t \in S}{ }-\lim _{t \in S} x_{s t} .
\end{aligned}
$$

In the case in which $(S, \cdot)$ is a semigroup, conclusion (c) of Theorem 4.1 may seem extraneous. Indeed it would appear more natural to replace (c) by the requirement that the extended operation be associative. We see in fact that we lose the uniqueness of the extension by such a replacement.

Example 4.6. Let + be the extension of addition on $\mathbb{N}$ to $\beta \mathbb{N}$ satisfying (a), (b), and (c) of Theorem 4.1. Define an operation $*$ on $\beta \mathbb{N}$ by

$$
p * q= \begin{cases}q & \text { if } q \in \beta \mathbb{N} \backslash \mathbb{N} \\ p+q & \text { if } q \in \mathbb{N}\end{cases}
$$

Then $*$ is associative and satisfies statements (a) and (b) of Theorem 4.1, but if $q \in$ $\beta \mathbb{N} \backslash \mathbb{N}$, then $1 * q \neq 1+q$.

The verification of the assertions in Example 4.6 is Exercise 4.1.1.
As a consequence of Theorems 4.1 and 4.4 we see that $(\beta S, \cdot)$ is a compact right topological semigroup, so that all of the results of Chapter 2 apply. In addition, we shall see that $(\beta S, \cdot)$ is maximal among semigroup compactifications of $S$ in a sense similar to that in which $\beta S$ is maximal among topological compactifications.

Recall that, given a right topological semigroup $T, \Lambda(T)=\left\{x \in T: \lambda_{x}\right.$ is continuous $\}$.

Definition 4.7. Let $S$ be a semigroup which is also a topological space. A semigroup compactification of $S$ is a pair $(\varphi, T)$ where $T$ is a compact right topological semigroup, $\varphi: S \rightarrow T$ is a continuous homomorphism, $\varphi[S] \subseteq \Lambda(T)$, and $\varphi[S]$ is dense in $T$.

It is customary to assume in the definition of a semigroup compactification that $S$ is a semitopological semigroup. However, as we shall see in Chapter 21, this restriction is not essential.

Note that a semigroup compactification need not be a (topological) compactification because the homomorphism $\varphi$ need not be one-to-one.

Theorem 4.8. Let $(S, \cdot)$ be a discrete semigroup, and let $\iota: S \rightarrow \beta S$ be the inclusion map.
(a) $(\iota, \beta S)$ is a semigroup compactification of $S$.
(b) If $T$ is a compact right topological semigroup and $\varphi: S \rightarrow T$ is a continuous homomorphism with $\varphi[S] \subseteq \Lambda(T)$ (in particular, if $(\varphi, T)$ is a semigroup compactification of $S$ ), then there is a continuous homomorphism $\eta: \beta S \rightarrow T$ such that $\eta_{\mid S}=\varphi$. (That is the diagram

commutes.)

Proof. Conclusion (a) follows from Theorems 3.28, 4.1, and 4.4.
(b) Denote the operation of $T$ by $*$. By Theorem 3.28 choose a continuous function $\eta: \beta S \rightarrow T$ such that $\eta_{\mid S}=\varphi$. We need only show that $\eta$ is a homomorphism. By Theorems 3.28 and 4.1, $S$ is dense in $\beta S$ and $S \subseteq \Lambda(\beta S)$, so Lemma 2.14 applies.

Comment 4.9. We remark that the characterization of the semigroup operation in $\beta S$ in terms of limits is valid in all semigroup compactifications. Let $S$ be any semigroup with topology and let $(\varphi, T)$ be any semigroup compactification of $S$. For every $p, q \in T$, we have:

$$
p q=\lim _{\varphi(s) \rightarrow p} \lim _{\varphi(t) \rightarrow q} \varphi(s) \varphi(t)
$$

where $s$ and $t$ denote elements of $S$. (The notation $\lim _{\varphi(s) \rightarrow p} x_{s}=y$ means that for any neighborhood $U$ of $y$, there is a neighborhood $V$ of $p$ such that whenever $s \in S$ and $\varphi(s) \in V$, one has $x_{s} \in U$.)

Since the points of $\beta S$ are ultrafilters, we want to know which subsets of $S$ are members of $p \cdot q$.

Definition 4.10. Let $(S, \cdot)$ be a semigroup, let $A \subseteq S$, and let $s \in S$.
(a) $s^{-1} A=\{t \in S: s t \in A\}$.
(b) $A s^{-1}=\{t \in S: t s \in A\}$.

Note that $s^{-1} A$ is simply an alternative notation for $\lambda_{s}^{-1}[A]$, and its use does not imply that $s$ has an inverse in $A$. If $t \in S$, we may use $t A$ to denote $\{t a: a \in A\}$. This does not introduce any conflict, because, if $s$ does have an inverse $s^{-1}$ in $A$, then $\lambda_{s}^{-1}[A]=\left\{s^{-1} a: a \in A\right\}$. However, even if $S$ can be embedded in a group $G$ (so that $s^{-1}$ is defined in $\left.G\right), s^{-1} A$ need not equal $\left\{s^{-1} a: a \in A\right\}$. For example, in $(\mathbb{N}, \cdot)$, let $A=\mathbb{N} 2+1=\{2 n+1: n \in \mathbb{N}\}$. Then $2^{-1} A=\{t \in \mathbb{N}: 2 t \in A\}=\emptyset$.

We shall often deal with semigroups where the operation is denoted by + , and so we introduce the appropriate notation.

Definition 4.11. Let $(S,+)$ be a semigroup, let $A \subseteq S$, and let $s \in S$.
(a) $-s+A=\{t \in S: s+t \in A\}$.
(b) $A-s=\{t \in S: t+s \in A\}$.

Theorem 4.12. Let $(S, \cdot)$ be a semigroup and let $A \subseteq S$.
(a) For any $s \in S$ and $q \in \beta S, A \in s \cdot q$ if and only if $s^{-1} A \in q$.
(b) For any $p, q \in \beta S, A \in p \cdot q$ if and only if $\left\{s \in S: s^{-1} A \in q\right\} \in p$.

Proof. (a) Necessity. Let $A \in s \cdot q$. Then $\widehat{A}$ is a neighborhood of $\lambda_{s}(q)$ so pick $B \in q$ such that $\lambda_{s}[\widehat{B}] \subseteq \widehat{A}$. Since $B \subseteq s^{-1} A$, we are done.

Sufficiency. Assume $s^{-1} A \in q$ and suppose that $A \notin s \cdot q$. Then $S \backslash A \in s \cdot q$ so, by the already established necessity, $s^{-1}(S \backslash A) \in q$. This is a contradiction since $s^{-1} A \cap s^{-1}(S \backslash A)=\emptyset$.
(b) This is Exercise 4.1.3.

The following notion will be of significant interest to us in applications involving idempotents in $\beta S$.

Definition 4.13. Let $(S, \cdot)$ be a semigroup, let $A \subseteq S$, and let $p \in \beta S$. Then $A^{\star}(p)=\left\{s \in A: s^{-1} A \in p\right\}$.

We shall frequently write $A^{\star}$ rather than $A^{\star}(p)$.
As an immediate consequence of Theorem 4.12 (b), one has that a point $p$ of $\beta S$ is an idempotent if and only if for every $A \subseteq S, A^{\star}(p) \in p$. And, of course, if $A \in p$ and $s \in A^{\star}(p)$, then $s^{-1} A \in p$. In fact, one has the following stronger result.

Lemma 4.14. Let $(S, \cdot)$ be a semigroup, let $p \cdot p=p \in \beta S$, and let $A \in p$. For each $s \in A^{\star}(p), s^{-1}\left(A^{\star}(p)\right) \in p$.

Proof. Let $s \in A^{\star}(p)$, and let $B=s^{-1} A$. Then $B \in p$ and, since $p$ is an idempotent, $B^{\star}(p) \in p$. We claim that $B^{\star}(p) \subseteq s^{-1}\left(A^{\star}(p)\right)$. So let $t \in B^{\star}(p)$. Then $t \in B$ so $s t \in A$. Also $t^{-1} B \in p$. That is, $(s t)^{-1} A \in p$. (See Exercise 4.1.4.) Since $s t \in A$ and $(s t)^{-1} A \in p$, one has that $s t \in A^{\star}(p)$ as required.

Theorem 4.15. Let $(S, \cdot)$ be a semigroup, let $p, q \in \beta S$, and let $A \subseteq S$. Then $A \in p \cdot q$ if and only if there exists $B \in p$ and an indexed family $\left\langle C_{S}\right\rangle_{s \in B}$ in $q$ such that $\bigcup_{s \in B} s C_{s} \subseteq A$.

Proof. This is Exercise 4.1.5.
Lemma 4.16. Let $(S, \cdot)$ be a semigroup, let $s \in S$, let $q \in \beta S$ and let $A \subseteq S$.
(a) If $A \in q$, then $s A \in s \cdot q$.
(b) If $S$ is left cancellative and $s A \in s \cdot q$ then $A \in q$.

Proof. (a) We have $A \subseteq s^{-1}(s A)$ so Theorem 4.12 (a) applies.
(b) Since $S$ is left cancellative, $s^{-1}(s A)=A$.

The following results will frequently be useful to us later.
Theorem 4.17. Let $S$ be a discrete semigroup, let $(\varphi, T)$ be a semigroup compactification of $S$, and let $A \subseteq B \subseteq S$. Suppose that $B$ is a subsemigroup of $S$.
(a) $c \ell(\varphi[B])$ is a subsemigroup of $T$.
(b) If $A$ is a left ideal of $B$, then $c \ell(\varphi[A])$ is a left ideal of $c \ell(\varphi[B])$.
(c) If $A$ is a right ideal of $B$, then $c \ell(\varphi[A])$ is a right ideal of $c \ell(\varphi[B])$.

Proof. (a) This is a consequence of Exercise 2.3.2.
(b) Suppose that $A$ is a left ideal of $B$. Let $x \in c \ell(\varphi[B])$ and $y \in c \ell(\varphi[A])$. Then $x y=\lim _{\varphi(s) \rightarrow x} \lim _{\varphi(t) \rightarrow y} \varphi(s) \varphi(t)$, where $s$ denotes an element of $B$ and $t$ denotes an element of $A$. If $s \in B$ and $t \in A$, we have $\varphi(s) \varphi(t)=\varphi(s t) \in \varphi[A]$ and so $x y \in c \ell \varphi[A]$.
(c) The proof of (c) is similar to that of (b).

Corollary 4.18. Let $S$ be a subsemigroup of the discrete semigroup $T$. Then $c \ell S$ is a subsemigroup of $\beta T$. If $S$ is a right or left ideal of $T$, then $\mathrm{c} \mathrm{\ell} S$ is respectively a right or left ideal of $\beta T$.

Proof. By Theorem 4.8, $(\iota, \beta T)$ is a semigroup compactification of $T$, so Theorem 4.17 applies.

Remark 4.19. Suppose that $S$ is a subsemigroup of a discrete semigroup $T$. In the light of Exercise 4.1.10 (below), we can regard $\beta S$ as being a subsemigroup of $\beta T$. In particular, it will often be convenient to regard $\beta \mathbb{N}$ as embedded in $\beta \mathbb{Z}$.

Theorem 4.20. Let $(S, \cdot)$ be a semigroup and let $\mathcal{A} \subseteq \mathscr{P}(S)$ have the finite intersection property. If for each $A \in \mathcal{A}$ and each $x \in A$, there exists $B \in \mathcal{A}$ such that $x B \subseteq A$, then $\bigcap_{A \in \mathcal{A}} \widehat{A}$ is a subsemigroup of $\beta S$.

Proof. Let $T=\bigcap_{A \in \mathcal{A}} \widehat{A}$. Since $\mathcal{A}$ has the finite intersection property, $T \neq \emptyset$. Let $p, q \in T$ and let $A \in \mathcal{A}$. Given $x \in A$, there is some $B \in \mathcal{A}$ such that $x B \subseteq A$ and hence $x^{-1} A \in q$. Thus $A \subseteq\left\{x \in S: x^{-1} A \in q\right\}$ so $\left\{x \in S: x^{-1} A \in q\right\} \in p$. By Theorem 4.12 (b), $A \in p \cdot q$.

Theorem 4.21. Let $(S, \cdot)$ be a semigroup and let $\mathfrak{A} \subseteq \mathscr{P}(S)$ have the finite intersection property. Let $(T, \cdot)$ be a compact right topological semigroup and let $\varphi: S \rightarrow T$ satisfy $\varphi[S] \subseteq \Lambda(T)$. Assume that there is some $A \in \mathcal{A}$ such that for each $x \in A$, there exists $B \in \mathcal{A}$ for which $\varphi(x \cdot y)=\varphi(x) \cdot \varphi(y)$ for every $y \in B$. Then for all $p, q \in \bigcap_{A \in \mathcal{A}} \widehat{A}, \widetilde{\varphi}(p \cdot q)=\widetilde{\varphi}(p) \cdot \widetilde{\varphi}(q)$.

Proof. Let $p, q \in \bigcap_{A \in \mathcal{A}} \widehat{A}$. For each $x \in A$, one has

$$
\begin{aligned}
\widetilde{\varphi}(x \cdot q) & =\widetilde{\varphi}\left(x \cdot \lim _{y \rightarrow q} y\right) & & \\
& =\lim _{y \rightarrow q} \varphi(x \cdot y) & & \text { because } \widetilde{\varphi} \circ \lambda_{x} \text { is continuous } \\
& =\lim _{y \rightarrow q} \varphi(x) \cdot \varphi(y) & & \text { because } \varphi(x \cdot y)=\varphi(x) \cdot \varphi(y) \text { on a member of } q \\
& =\varphi(x) \cdot \lim _{y \rightarrow q} \varphi(y) & & \text { because } \varphi(x) \in \Lambda(T) \\
& =\varphi(x) \cdot \widetilde{\varphi}(q) & &
\end{aligned}
$$

Since $A \in p$ one then has

$$
\begin{aligned}
\widetilde{\varphi}(p \cdot q) & =\widetilde{\varphi}\left(\left(\lim _{x \rightarrow p} x\right) \cdot q\right) \\
& =\lim _{x \rightarrow p} \widetilde{\varphi}(x \cdot q) \quad \text { because } \widetilde{\varphi} \circ \rho_{q} \text { is continuous } \\
& =\lim _{x \rightarrow p}(\varphi(x) \cdot \widetilde{\varphi}(q)) \\
& =\left(\lim _{x \rightarrow p} \varphi(x)\right) \cdot \widetilde{\varphi}(q) \quad \text { by the continuity of } \rho_{\varphi}(q) \\
& =\widetilde{\varphi}(p) \cdot \widetilde{\varphi}(q)
\end{aligned}
$$

Corollary 4.22. Let $(S, \cdot)$ be a semigroup and let $\varphi: S \rightarrow T$ be a homomorphism to a compact right topological semigroup $(T, \cdot)$ such that $\varphi[S] \subseteq \Lambda(T)$. Then $\widetilde{\varphi}$ is a homomorphism from $\beta S$ to $T$.

Proof. Let $\mathcal{A}=\{S\}$.
We now see that adequate partial semigroups induce a full semigroup structure on a portion of $\beta S$.

Definition 4.22.1. Let $(S, *)$ be a partial semigroup.
(a) $\delta S=\bigcap_{F \in \mathcal{P}_{f}(S)} \overline{\sigma(F)}$.
(b) For $s \in S$ and $A \subseteq S$ define $s_{*}^{-1} A=\{x \in S: s * x$ is defined and $s * x \in A\}$.

Theorem 4.22.2. Let $(S, *)$ be a partial semigroup Then $\delta S \neq \emptyset$ if and only if $S$ is adequate, in which case $(\delta S, *)$ is a compact semigroup where, for $p, q \in \delta S$ and $A \subseteq S, A \in p * q$ if and only if $\left\{s \in S: s_{*}^{-1} A \in q\right\} \in p$.

Proof. Given $F, H \in \mathscr{P}_{f}(S)$, one has $\sigma(F \cup H) \subseteq \sigma(F) \cap \sigma(H)$, so the first conclusion is immediate. Pick an element $\infty \notin S$ and let $M=S \cup\{\infty\}$. Define for $x, y \in M, x \cdot y=x * y$ if $x * y$ is defined and $x * y=\infty$ otherwise. It is routine to verify that the operation $\cdot$ on $M$ is associative. We claim that $(\delta S, \cdot)$ is a subsemigroup of $(\beta M, \cdot)$ and that for $p, q \in \delta S, p * q=p \cdot q$. To see that $(\delta S, \cdot)$ is a subsemigroup, we apply Theorem 4.20. So let $F \in \mathcal{P}_{f}(S)$ and let $x \in \sigma(F)$. We claim that $x \cdot \sigma(F * x) \subseteq \sigma(F)$. So let $y \in \sigma(F * x)$. To see that $x \cdot y \in \sigma(F)$, let $z \in F$. Then $(z * x) * y$ is defined so $z *(x * y)$ is defined so $z *(x \cdot y)$ is defined. That is $x \cdot y \in \sigma(F)$.

Now let $p, q \in \delta S$ and let $A \subseteq S$. Then for any $s \in S, s_{*}^{-1} A=s^{-1} A \cap \sigma(\{s\})$, $\sigma(\{s\}) \in q$, and $\infty^{-1} A=\emptyset$ so $\left\{x \in S: x^{-1} A \in q\right\}=\left\{x \in M: x^{-1} A \in q\right\}$.

Theorem 4.22.3. Let $(S, *)$ and $(T, *)$ be adequate partial semigroups, let $f: S \rightarrow T$ be a surjective partial semigroup homomorphism, and let $\widetilde{f}: \beta S \rightarrow \beta T$ be the continuous extension of $f$. Then the restriction of $\widetilde{f}$ to $\delta S$ is a homomorphism into $\delta T$.

Proof. To see that $\widetilde{f}[\delta S] \subseteq \delta T$, let $p \in \delta S$ and let $F \in \mathcal{P}_{f}(T)$. Pick $H \in \mathscr{P}_{f}(S)$ such that $f[H]=F$. We claim that $f[\sigma(H)] \subseteq \sigma(F)$ so that $\sigma(F) \in \widetilde{f}(p)$. So let $x \in \sigma(H)$ and let $y \in F$. Pick $z \in H$ such that $f(z)=y$. Then $z * x$ is defined so $f(z) * f(x)$ is defined and $y * f(x)=f(z) * f(x)=f(z * x)$. Thus $f(x) \in \sigma(F)$ as required.
To see that the restriction of $\widetilde{f}$ to $\delta S$ is a homomorphism, let $(M, \cdot)$ be as in the proof of Theorem 4.22.2. Since $p * q=p \cdot q$ for $p, q \in \delta S$, it suffices by Theorem 4.21 to note that for each $x \in S$ and each $y \in \sigma(\{x\}), f(x * y)=f(x) * f(y)$.

The requirement in Theorem 4.22.2 that $f$ be surjective might seem to be irrelevant. But some such requirement is needed.

Example 4.22.4. Let $S=\mathscr{P}_{f}(\omega)$ and let $T=\mathscr{P}_{f}(\omega+\omega)$, where $\omega+\omega$ is the ordinal sum, and let $f: S \rightarrow T$ be the inclusion map. In each case define the operation $F * G=F \cup G$ provided $\max F<\min G$. Then $f$ is an injective partial semigroup homomorphism and $\widetilde{f}[\delta S]=\delta S$ but $\delta S \cap \delta T=\emptyset$. (If $p \in \delta S$ and $\sigma(\{\omega\})=\{x \in T:\{\omega\} * x$ is defined $\}=\{x \in T: \min x>\omega\}$, then $\sigma(\{\omega\}) \notin p$.

Exercise 4.1.1. (a) Prove that if $q \in \beta \mathbb{N} \backslash \mathbb{N}$ and $r \in \mathbb{N}$, then $q+r \in \beta \mathbb{N} \backslash \mathbb{N}$.
(b) Verify that the operation $*$ in Example 4.6 is associative.
(c) Verify that the operation $*$ in Example 4.6 satisfies conclusions (a) and (b) of Theorem 4.1.
(d) Let $q \in \beta \mathbb{N} \backslash \mathbb{N}$ and let $A=\mathbb{N} 2=\{2 n: n \in \mathbb{N}\}$. Prove that $A \in q=1 * q$ if and only if $A \notin 1+q$.

Exercise 4.1.2. Show that one cannot dispense with the assumption that $\varphi[S] \subseteq$ $\Lambda(T)$ in Theorem 4.8. (Hint: consider Example 4.6.)

Exercise 4.1.3. Prove Theorem 4.12 (b).

Exercise 4.1.4. Let $S$ be a semigroup, let $s, t \in S$, and let $A \subseteq S$. Prove that $s^{-1}\left(t^{-1} A\right)=(t s)^{-1} A$. (Caution: This is very easy, but the reason is not that $s^{-1} t^{-1}=(t s)^{-1}$, for no such objects need exist.)

Exercise 4.1.5. Prove Theorem 4.15.
We can generalize Theorem 4.15 to the product of any finite number of ultrafilters. The following exercise shows that we obtain a set in $p_{1} \cdot p_{2} \cdot \ldots \cdot p_{k}$ by choosing all products of the form $a_{1} \cdot a_{2} \cdot \ldots \cdot a_{k}$, where each $a_{i}$ is chosen to lie in a member of $p_{i}$ which depends on $a_{1}, a_{2}, \ldots, a_{i-1}$.

Exercise 4.1.6. Let $(S, \cdot)$ be a semigroup, let $k \in \mathbb{N} \backslash\{1\}$, and let $p_{1}, p_{2}, \ldots, p_{k} \in$ $\beta S$. Suppose that $D \subseteq\{\emptyset\} \cup \bigcup_{i=1}^{k-1} S^{i}$, with $\emptyset \in D$. Suppose also that, for each $\sigma \in D$, there is a subset $A_{\sigma}$ of $S$ such that the following conditions hold:
(1) $A_{\emptyset} \in p_{1}$,
(2) $A_{\emptyset} \subseteq D$,
(3) $A_{\sigma} \in p_{i+1}$ if $\sigma \in D \cap S^{i}$, and
(4) if $k>2$, then for every $i \in\{1,2, \ldots, k-2\}$ and every $\sigma=\left(a_{1}, a_{2}, \ldots, a_{i}\right) \in$ $D, a \in A_{\sigma}$ implies that $\left(a_{1}, a_{2}, \ldots, a_{i}, a\right) \in D$.
Let $P=\left\{a_{1} \cdot a_{2} \cdot \ldots \cdot a_{k}: a_{1} \in A_{\emptyset}\right.$ and $\left(a_{1}, a_{2}, \ldots, a_{i-1}\right) \in D$ and $a_{i} \in$ $A_{\left(a_{1}, a_{2}, \ldots, a_{i-1}\right)}$ for every $\left.i \in\{2,3, \ldots, k\}\right\}$. Prove that $P \in p_{1} \cdot p_{2} \cdot \ldots \cdot p_{k}$. (Hint: This can be done by induction on $k$, using Theorem 4.12 or 4.15.)

Exercise 4.1.7. Let $p \in \mathbb{N}^{*}+\mathbb{N}^{*}$ and let $A \in p$. Prove that there exists $k \in \mathbb{N}$ such that $\{a \in A: a+k \in A\}$ is infinite. Deduce that $A$ cannot be arranged as a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ for which $x_{n+1}-x_{n} \rightarrow \infty$ as $n \rightarrow \infty$.

Exercise 4.1.8. Let $(S, \cdot)$ be a semigroup, let $A \subseteq S$, let $s \in S$ and let $q \in \beta S$.
(a) Prove that $A \in q \cdot s$ if and only if $A s^{-1} \in q$.
(b) Prove that if $A \in q$, then $A s \in q \cdot s$.
(c) Prove that if $A s \in q \cdot s$ and $S$ is right cancellative, then $A \in q$.

Exercise 4.1.9. Let $(S, \cdot)$ be a semigroup and let $s \in S$. Prove that the following statements are equivalent.
(a) For every $p \in \beta S, s \cdot p=\{s A: A \in p\}$.
(b) There is some $p \in \beta S$ such that $s \cdot p=\{s A: A \in p\}$.
(c) The function $\lambda_{s}: S \rightarrow S$ is surjective.

Exercise 4.1.10. Recall that if $S \subseteq T$, we have identified $\beta S$ with the subset $\widehat{S}$ of $\beta T$. Show that if $(S, \cdot)$ is a subsemigroup of $(T, \cdot)$ and $p, q \in \beta S$, then the product $p \cdot q$ is the same whether it is computed in $\beta S$ or in $\beta T$. That is, if $r=$ $\left\{A \subseteq S:\left\{x \in S: x^{-1} A \in q\right\} \in p\right\}$ (the product $p \cdot q$ computed in $\beta S$ ), then $\{B \subseteq T: B \cap S \in r\}=\left\{A \subseteq T:\left\{x \in T: x^{-1} A \in q\right\} \in p\right\}$ (the product $p \cdot q$ computed in $\beta T$ ). (The notation $x^{-1} A$ is ambiguous. In the first case it should be $\{y \in S: x y \in A\}$ and in the second case it should be $\{y \in T: x y \in A\}$.)

Exercise 4.1.11. We recall that the semigroup operations $\vee$ and $\wedge$ are defined on $\mathbb{N}$ by $n \vee m=\max \{n, m\}$ and $n \wedge m=\min \{n, m\}$. As customary, we use the same notation for the extensions of these operations to $\beta \mathbb{N}$.
(a) Prove that for $p, q \in \beta \mathbb{N}$,

$$
p \vee q= \begin{cases}q & \text { if } q \in \beta \mathbb{N} \backslash \mathbb{N} \\ p & \text { if } q \in \mathbb{N} \text { and } p \in \beta \mathbb{N} \backslash \mathbb{N}\end{cases}
$$

(b) Derive and verify a similar characterization of $p \wedge q$.

### 4.2 Commutativity in $\beta S$

We provide some elementary results about commutativity in $\beta S$ here. We shall study this subject more deeply in Chapter 6.

Theorem 4.23. If $(S, \cdot)$ is a commutative semigroup, then $S$ is contained in the center of $(\beta S, \cdot)$.

Proof. Let $s \in S$ and $p \in \beta S$. Then

$$
\begin{aligned}
s \cdot q & =\lim _{t \rightarrow q} s t \quad \text { by Remark } 4.2 \text { (a) } \\
& =\lim _{t \rightarrow q} t s \\
& =\left(\lim _{t \rightarrow q} t\right) \cdot s \quad \text { since } \rho_{s} \text { is continuous } \\
& =q \cdot s
\end{aligned}
$$

Theorem 4.24. Let $S$ be a discrete commutative semigroup. Then the topological center of $\beta S$ coincides with its algebraic center.

Proof. Suppose that $p \in \Lambda(\beta S)$ and that $q \in \beta S$. Since $\lambda_{p}$ is continuous, it follows that

$$
\begin{aligned}
p \cdot q & =q-\lim _{t \in S}(p \cdot t) \\
& =q-\lim _{t \in S}(t \cdot p) \quad(\text { by Theorem 4.23) } \\
& =q \cdot p
\end{aligned}
$$

Thus $p$ is also in the algebraic center of $\beta S$.
Conversely, if $p$ is in the algebraic center of $\beta S, \lambda_{p}$ is continuous because $\lambda_{p}=\rho_{p}$. Thus $p \in \Lambda(\beta S)$.

We have defined the operation on $\beta S$ in such a way as to make $\beta S$ right topological. It is not clear whether this somehow forces it to be semitopological. In the case in which $S$ is commutative, we see that this question is equivalent to asking whether $\beta S$ is commutative.

Theorem 4.25. Let $(S, \cdot)$ be a commutative semigroup. The following statements are equivalent:
(a) $(\beta S, \cdot)$ is commutative.
(b) $(\beta S, \cdot)$ is a left topological semigroup.
(c) $(\beta S, \cdot)$ is a semitopological semigroup.

Proof. The fact that (a) implies (b) is trivial as is the fact that (b) implies (c). It follows from Theorem 4.24 that (c) implies (a).

Lemma 4.26. Let $(S, \cdot)$ be a semigroup, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ be sequences in $S$, and let $p, q \in \beta S$. If $\left\{\left\{x_{n}: n>k\right\}: k \in \mathbb{N}\right\} \subseteq q$ and $\left\{y_{k}: k \in \mathbb{N}\right\} \in p$, then $\left\{y_{k} \cdot x_{n}: k, n \in \mathbb{N}\right.$ and $\left.k<n\right\} \in p \cdot q$.

Proof. This follows from Theorem 4.15.
We are now able to characterize when $\beta S$ is commutative. (A moment's thought will tell you that this characterization says "hardly ever".)

Theorem 4.27. Let $(S, \cdot)$ be a semigroup. Then $(\beta S, \cdot)$ is not commutative if and only if there exist sequences $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ such that

$$
\left\{y_{k} \cdot x_{n}: k, n \in \mathbb{N} \text { and } k<n\right\} \cap\left\{x_{k} \cdot y_{n}: k, n \in \mathbb{N} \text { and } k<n\right\}=\emptyset .
$$

Proof. Necessity. Pick $p$ and $q$ in $\beta S$ such that $p \cdot q \neq q \cdot p$. Pick $A \subseteq S$ such that $A \in p \cdot q$ and $S \backslash A \in q \cdot p$. Let $B=\left\{s \in S: s^{-1} A \in q\right\}$ and let $C=\{s \in S:$ $\left.s^{-1}(S \backslash A) \in p\right\}$. Then $B \in p$ and $C \in q$. Choose $x_{1} \in B$ and $y_{1} \in C$. Inductively given $x_{1}, x_{2}, \ldots, x_{n}$ and $y_{1}, y_{2}, \ldots, y_{n}$, choose $x_{n+1} \in B \cap \bigcap_{k=1}^{n} y_{k}{ }^{-1}(S \backslash A)$ and $y_{n+1} \in C \cap \bigcap_{k=1}^{n} x_{k}^{-1} A$. Then $\left\{y_{k} \cdot x_{n}: k, n \in \mathbb{N}\right.$ and $\left.k<n\right\} \subseteq S \backslash A$ and $\left\{x_{k} \cdot y_{n}: k, n \in \mathbb{N}\right.$ and $\left.k<n\right\} \subseteq A$.

Sufficiency. Now $\left\{\left\{x_{n}: n>k\right\}: k \in \mathbb{N}\right\}$ has the finite intersection property so choose $p \in \beta S$ such that $\left\{\left\{x_{n}: n>k\right\}: k \in \mathbb{N}\right\} \subseteq p$. Similarly, choose $q \in \beta S$ such that $\left\{\left\{y_{n}: n>k\right\}: k \in \mathbb{N}\right\} \subseteq q$. Then by Lemma $4.26\left\{y_{k} \cdot x_{n}: k, n \in \mathbb{N}\right.$ and $k<n\} \in q \cdot p$ and $\left\{x_{k} \cdot y_{n}: k, n \in \mathbb{N}\right.$ and $\left.k<n\right\} \in p \cdot q$.

As a consequence of Theorem 4.27, we see that neither $(\beta \mathbb{N},+)$ nor $(\beta \mathbb{N}, \cdot)$ is commutative, and hence by Theorem 4.25 neither is a left topological semigroup. (As we shall see in Chapter 6, in fact the center of each is $\mathbb{N}$.)

Exercise 4.2.1. Prove that if $S$ is a left zero semigroup, so is $\beta S$. In this case show that $\beta S$ is not only a semitopological semigroup, but in fact a topological semigroup.

Exercise 4.2.2. Prove that if $S$ is a right zero semigroup, so is $\beta S$. In this case show that $\beta S$ is not only a semitopological semigroup, but in fact a topological semigroup. (Note that because of our lack of symmetry in the definition of the operation on $\beta S$ this is not a "dual" of Exercise 4.2.1.)

## $4.3 S^{*}$

For many reasons we are interested in the semigroup $S^{*}=\beta S \backslash S$. In the first place, it is the algebra of $S^{*}$ that is the "new" material to study. In the second place it turns out that the structure of $S^{*}$ provides most of the combinatorial applications that are a large part of our motivation for studying this subject.

One of the first things we want to know about the "semigroup $S^{*}$ " is whether it is a semigroup.

Theorem 4.28. Let $S$ be a semigroup. Then $S^{*}$ is a subsemigroup of $\beta S$ if and only if for any $A \in \mathscr{P}_{f}(S)$ and for any infinite subset $B$ of $S$ there exists $F \in \mathscr{P}_{f}(B)$ such that $\bigcap_{x \in F} x^{-1} A$ is finite.

Proof. Necessity. Let a finite nonempty subset $A$ and an infinite subset $B$ of $S$ be given. Suppose that for each $F \in \mathcal{P}_{f}(B), \bigcap_{x \in F} x^{-1} A$ is infinite. Then $\left\{x^{-1} A: x \in\right.$ $B\}$ has the property that all of its finite intersections are infinite so by Corollary 3.14 we may pick $p \in S^{*}$ such that $\left\{x^{-1} A: x \in B\right\} \subseteq p$. Pick $q \in S^{*}$ such that $B \in q$. Then $A \in q \cdot p$ and $A$ is finite so by Theorem 3.7, $q \cdot p \in S$, a contradiction. (Recall once again that we have identified the principal ultrafilters with the points of $S$.)

Sufficiency. Let $p, q \in S^{*}$ be given and suppose that $q \cdot p=y \in S$, (that is, precisely, that $q \cdot p$ is the principal ultrafilter generated by $y$ ). Let $A=\{y\}$ and let $B=\left\{x \in S: x^{-1} A \in p\right\}$. Then $B \in q$ while for each $F \in \mathcal{P}_{f}(B)$, one has $\bigcap_{x \in F} x^{-1} A \in p$ so that $\bigcap_{x \in F} x^{-1} A$ is infinite, a contradiction.

Corollary 4.29. Let $S$ be a semigroup. If $S$ is either right or left cancellative then $S^{*}$ is a subsemigroup of $\beta S$.

Proof. This is Exercise 4.3.1.
We can give simple conditions characterizing when $S^{*}$ is a left ideal of $\beta S$.

Definition 4.30. Let $S$ be a semigroup and let $A \subseteq S$.
(a) $A$ is a left solution set if and only if there exist $u$ and $v$ in $S$ such that $A=\{x \in$ $S: u x=v\}$.
(b) $A$ is a right solution set if and only if there exist $u$ and $v$ in $S$ such that $A=$ $\{x \in S: x u=v\}$.
(c) $S$ is weakly left cancellative if and only if every left solution set in $S$ is finite.
(d) $S$ is weakly right cancellative if and only if every right solution set in $S$ is finite.
(e) $S$ is weakly cancellative if and only if $S$ is both weakly left cancellative and weakly right cancellative.

Of course a left cancellative semigroup is weakly left cancellative. On the other hand the semigroup $(\mathbb{N}, \vee)$ is weakly left (and right) cancellative but is far from being cancellative.

When we say that a function $f$ is finite-to-one, we mean that for each $x$ in the range of $f, f^{-1}[\{x\}]$ is finite. Thus a semigroup $S$ is weakly left cancellative if and only if for each $x \in S, \lambda_{x}$ is finite-to-one.

Theorem 4.31. Let $S$ be an infinite semigroup. Then $S^{*}$ is a left ideal of $\beta S$ if and only if $S$ is weakly left cancellative.

Proof. Necessity. Let $x, y \in S$ be given, let $A=\lambda_{y}{ }^{-1}[\{x\}]$ and suppose that $A$ is infinite. Pick $p \in S^{*} \cap \widehat{A}$. Then $y \cdot p=x$, a contradiction.

Sufficiency. Since $S$ is infinite, $S^{*} \neq \emptyset$. Let $p \in S^{*}$, let $q \in \beta S$ and suppose that $q \cdot p=x \in S$. Then $\{x\} \in q \cdot p$ so $\left\{y \in S: y^{-1}\{x\} \in p\right\} \in q$ and is hence nonempty. So pick $y \in S$ such that $y^{-1}\{x\} \in p$. But $y^{-1}\{x\}=\lambda_{y}{ }^{-1}[\{x\}]$ so $\lambda_{y}{ }^{-1}[\{x\}]$ is infinite, a contradiction.

The characterization of $S^{*}$ as a right ideal is considerably more complicated. (In Exercise 4.3.7, the reader is asked to show that weakly right cancellativity of $S$ is not sufficient for $S^{*}$ to be a right ideal of $\beta S$.)

Theorem 4.32. Let $S$ be an infinite semigroup. The following statements are equivalent:
(a) $S^{*}$ is a right ideal of $\beta S$.
(b) Given any finite subset $A$ of $S$, any sequence $\left\langle z_{n}\right\rangle_{n=1}^{\infty}$ in $S$, and any one-to-one sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$, there exist $n<m$ in $\mathbb{N}$ such that $x_{n} \cdot z_{m} \notin A$.
(c) Given any $a \in S$, any sequence $\left\langle z_{n}\right\rangle_{n=1}^{\infty}$ in $S$, and any one-to-one sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$, there exist $n<m$ in $\mathbb{N}$ such that $x_{n} \cdot z_{m} \neq a$.

Proof. (a) implies (b). Suppose $\left\{x_{n} \cdot z_{m}: n, m \in \mathbb{N}\right.$ and $\left.n<m\right\} \subseteq A$. Pick $p \in \beta S$ such that $\left\{\left\{z_{m}: m>n\right\}: n \in \mathbb{N}\right\} \subseteq p$ and pick $q \in S^{*}$ such that $\left\{x_{n}: n \in \mathbb{N}\right\} \in q$, which one can do, since $\left\{x_{n}: n \in \mathbb{N}\right\}$ is infinite. Then by Lemma $4.26, A \in q \cdot p$ so by Theorem 3.7, $q \cdot p \in S$, a contradiction.

The fact that (b) implies (c) is trivial.
(c) implies (a). Since $S$ is infinite, $S^{*} \neq \emptyset$. Let $p \in \beta S$, let $q \in S^{*}$, and suppose that $q \cdot p=a \in S$. Then $\left\{s \in S: s^{-1}\{a\} \in p\right\} \in q$ so choose a one-to-one sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq\left\{s \in S: s^{-1}\{a\} \in p\right\}$. Inductively choose a sequence $\left\langle z_{n}\right\rangle_{n=1}^{\infty}$ in $S$ such that for each $m \in \mathbb{N}, z_{m} \in \bigcap_{n=1}^{m} x_{n}{ }^{-1}\{a\}$ (which one can do since $\bigcap_{n=1}^{m} x_{n}{ }^{-1}\{a\} \in p$ ). Then for each $n<m$ in $\mathbb{N}, x_{n} \cdot z_{m}=a$, a contradiction.

We see that cancellation on the appropriate side guarantees that $S^{*}$ is a left or right ideal of $\beta S$. In particular, if $S$ is cancellative, then $S^{*}$ is a (two sided) ideal of $\beta S$.

Corollary 4.33. Let $S$ be an infinite semigroup.
(a) If $S$ is left cancellative, then $S^{*}$ is a left ideal of $\beta S$.
(b) If $S$ is right cancellative, then $S^{*}$ is a right ideal of $\beta S$.

Proof. This is Exercise 4.3.2.
Corollary 4.34. Let $S$ be an infinite semigroup. If $S^{*}$ is a right ideal of $\beta S$, then $S$ is weakly right cancellative.

Proof. Let $a, y \in S$ and suppose that $\rho_{y}{ }^{-1}[\{a\}]$ is infinite. Choose a one-to-one sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\rho_{y}{ }^{-1}[\{a\}]$ and for each $m \in \mathbb{N}$ let $z_{m}=y$.

Corollary 4.35. Let $S$ be an infinite semigroup. If $S$ is weakly right cancellative and for all but finitely many $y \in S, \lambda_{y}$ is finite-to-one, then $S^{*}$ is a right ideal of $\beta S$.

Proof. Suppose $S^{*}$ is not a right ideal of $\beta S$ and pick by Theorem 4.32 (c) some $a \in S$, a one-to-one sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$, and a sequence $\left\langle z_{n}\right\rangle_{n=1}^{\infty}$ in $S$ such that $x_{n} \cdot z_{m}=a$ for all $n<m$ in $\mathbb{N}$. Now if $\left\{z_{m}: m \in \mathbb{N}\right\}$ is infinite, then for all $n \in \mathbb{N}$, $\lambda_{x_{n}}{ }^{-1}[\{a\}]$ is infinite, a contradiction. Thus $\left\{z_{m}: m \in \mathbb{N}\right\}$ is finite so we may pick $b$ such that $\left\{m \in \mathbb{N}: z_{m}=b\right\}$ is infinite. Then, given $n \in \mathbb{N}$ one may pick $m>n$ such that $z_{m}=b$ and conclude that $x_{n} \cdot b=a$. Consequently, $\rho_{b}{ }^{-1}[\{a\}]$ is infinite, a contradiction.

Somewhat surprisingly, the situation with respect to $S^{*}$ as a two sided ideal is considerably simpler than the situation with respect to $S^{*}$ as a right ideal.

Theorem 4.36. Let $S$ be an infinite semigroup. Then $S^{*}$ is an ideal of $\beta S$ if and only if $S$ is both weakly left cancellative and weakly right cancellative.

Proof. Necessity. Theorem 4.31 and Corollary 4.34.
Sufficiency. Theorem 4.31 and Corollary 4.35 .
The following simple fact is of considerable importance, since it is frequently easier to work with $S^{*}$ than with $\beta S$.

Theorem 4.37. Let $S$ be an infinite semigroup. If $S^{*}$ is an ideal of $\beta S$, then the minimal left ideals, the minimal right ideals, and the smallest ideal of $S^{*}$ and of $\beta S$ are the same.

Proof. For this it suffices to establish the assertions about minimal left ideals and minimal right ideals, since the smallest ideal is the union of all minimal left ideals (and of all minimal right ideals). Further, the proofs are completely algebraic, so it suffices to establish the result for minimal left ideals.

First assume $L$ is a minimal left ideal of $\beta S$. Since $S^{*}$ is an ideal of $\beta S$ we have $L \subseteq S^{*}$ and hence $L$ is a left ideal of $S^{*}$. To see that $L$ is a minimal left ideal of $S^{*}$, let $L^{\prime}$ be a left ideal of $S^{*}$ with $L^{\prime} \subseteq L$. Then by Lemma 1.43 (b), $L^{\prime}=L$.

Now assume $L$ is a minimal left ideal of $S^{*}$. Then by Lemma 1.43 (c), $L$ is a left ideal of $\beta S$. If $L^{\prime}$ is a left ideal of $\beta S$ with $L^{\prime} \subseteq L$, then $L^{\prime}$ is a left ideal of $S^{*}$ and consequently $L^{\prime}=L$.

Exercise 4.3.1. Prove Corollary 4.29.
Exercise 4.3.2. Prove Corollary 4.33.
Exercise 4.3.3. Give an example of a semigroup $S$ which is not left cancellative such that $S^{*}$ is a left ideal of $\beta S$.

Exercise 4.3.4. Give an example of a semigroup $S$ which is not right cancellative such that $S^{*}$ is a right ideal of $\beta S$.

Exercise 4.3.5. Prove that $\left(\mathbb{N}^{*},+\right)$ and $\left(-\mathbb{N}^{*},+\right)$ are both left ideals of $(\beta \mathbb{Z},+)$. (Here $-\mathbb{N}^{*}=\left\{-p: p \in \mathbb{N}^{*}\right\}$ and $-p$ is the ultrafilter on $\mathbb{Z}$ generated by $\{-A$ : $A \in p\}$.)

Exercise 4.3.6. Let $T=\bigcap_{n \in \mathbb{N}} c \ell_{\beta \mathbb{Z}} n \mathbb{Z}$.
(a) Prove that $T$ is a subsemigroup of $(\beta \mathbb{Z},+)$ which contains all of the idempotents. (Hint: Use the canonical homomorphisms from $\mathbb{Z}$ onto $\mathbb{Z}_{n}$.)
(b) Prove that $T$ is an ideal of $(\beta \mathbb{Z}, \cdot)$.

Exercise 4.3.7. Let $L=\left\{x_{n}: n \in \mathbb{N}\right\} \cup\left\{z_{n}: n \in \mathbb{N}\right\} \cup\{y\}$ be an alphabet of distinct letters. Let

$$
\begin{array}{r}
S=\left\{a_{1} a_{2} \cdots a_{t}: \text { each } a_{i} \in L \text { and if } i \in\{1,2, \ldots, t-1\},\right. \\
\left.a_{i}=x_{n}, \text { and } a_{i+1}=z_{m}, \text { then } n \geq m\right\}
\end{array}
$$

For $w_{1}=a_{1} a_{2} \cdots a_{t} \in S$ and $w_{2}=b_{1} b_{2} \cdots b_{s} \in S$ (where each $a_{i}$ and each $b_{i}$ is in $L$ ) define $w_{1} * w_{2}$ to be the usual concatenation of words unless $a_{t}=x_{n}, b_{1}=z_{m}$, and $n<m$, in which case $w_{1} * w_{2}=a_{1} a_{2} \cdots a_{t-1} y b_{2} b_{3} \cdots b_{s}$ (where, for example, if $t=1$, then $a_{1} a_{2} \cdots a_{t-1}$ is the empty word). Prove that $(S, *)$ is a weakly right cancellative semigroup, but $S^{*}$ is not a right ideal of $\beta S$. (Hint: Use Theorem 4.32.)

Exercise 4.3.8. Let $L \subseteq \beta \mathbb{Z}$. Prove that $L$ is a minimal left ideal of $\beta \mathbb{Z}$ if and only if either $L$ is a minimal left ideal of $\beta \mathbb{N}$ or $-L$ is a minimal left ideal of $\beta \mathbb{N}$. Consequently, $K(\beta \mathbb{Z})=K(\beta \mathbb{N}) \cup-K(\beta \mathbb{N})$.

## 4.4 $K(\beta S)$ and its Closure

In this section we determine precisely which ultrafilters are in the smallest ideal $K(\beta S)$ of $\beta S$ and which are in its closure.

We borrow some terminology from topological dynamics. The terms syndetic and piecewise syndetic originated in the context of $(\mathbb{N},+)$. In $(\mathbb{N},+)$, a set $A$ is syndetic if and only if it has bounded gaps and a set is piecewise syndetic if and only if there exist a fixed bound $b$ and arbitrarily long intervals in which the gaps of $A$ are bounded by $b$.

Definition 4.38. Let $S$ be a semigroup.
(a) A set $A \subseteq S$ is syndetic if and only if there exists some $G \in \mathscr{P}_{f}(S)$ such that $S=\bigcup_{t \in G} t^{-1} A$.
(b) A set $A \subseteq S$ is piecewise syndetic if and only if there is some $G \in \mathscr{P}_{f}(S)$ such that $\left\{a^{-1}\left(\bigcup_{t \in G} t^{-1} A\right): a \in S\right\}$ has the finite intersection property.

Equivalently, a set $A \subseteq S$ is piecewise syndetic if and only if there is some $G \in$ $\mathcal{P}_{f}(S)$ such that for every $F \in \mathcal{P}_{f}(S)$ there is some $x \in S$ with $F \cdot x \subseteq \bigcup_{t \in G} t^{-1} A$.

We should really call the notions defined above right syndetic and right piecewise syndetic. If we were taking $\beta S$ to be left topological we would have replaced " $S=\bigcup_{t \in G} t^{-1} A$ " in the definition of syndetic by " $S=\bigcup_{t \in G} A t^{-1}$ ". We also would have replaced " $a^{-1}\left(\bigcup_{t \in G} t^{-1} A\right)$ " in the definition of piecewise syndetic by $"\left(\bigcup_{t \in G} A t^{-1}\right) a^{-1} "$. We shall see in Lemma 13.39 that the notions of left and right piecewise syndetic are different.

The equivalence of statements (a) and (c) in the following theorem follows from Theorem 2.10. However, it requires no extra effort to provide a complete proof here, so we do.

Theorem 4.39. Let $S$ be a semigroup and let $p \in \beta S$. The following statements are equivalent:
(a) $p \in K(\beta S)$.
(b) For all $A \in p,\left\{x \in S: x^{-1} A \in p\right\}$ is syndetic.
(c) For all $q \in \beta S, p \in \beta S \cdot q \cdot p$.

Proof. (a) implies (b). Let $A \in p$ and let $B=\left\{x \in S: x^{-1} A \in p\right\}$. Let $L$ be the minimal left ideal of $\beta S$ for which $p \in L$. For every $q \in L$, we have $p \in \beta S \cdot q=$ $c \ell_{\beta S}(S \cdot q)$. Since $\bar{A}$ is a neighbourhood of $p$ in $\beta S, t \cdot q \in \bar{A}$ for some $t \in S$ and so $q \in \overline{t^{-1} A}$. Thus the sets of the form $\overline{t^{-1} A}$ cover the compact set $L$ and hence $L \subseteq \bigcup_{t \in G} \overline{t^{-1} A}$ for some finite subset $G$ of $S$.

To see that $S \subseteq \bigcup_{t \in G} t^{-1} B$, let $a \in S$. Then $a \cdot p \in L$ so pick $t \in G$ such that $a \cdot p \in \overline{t^{-1} A}$. Then $t^{-1} A \in a \cdot p$ so that $(t a)^{-1} A=a^{-1}\left(t^{-1} A\right) \in p$ and so $t a \in B$ and thus $a \in t^{-1} B$.
(b) implies (c). Let $q \in \beta S$ and suppose that $p \notin \beta S \cdot q \cdot p$. Pick $A \in p$ such that $\bar{A} \cap \beta S \cdot q \cdot p=\emptyset$. Let $B=\left\{x \in S: x^{-1} A \in p\right\}$ and pick $G \in \mathcal{P}_{f}(S)$ such that $S=\bigcup_{t \in G} t^{-1} B$. Pick $t \in G$ such that $t^{-1} B \in q$. Then $B \in t q$. That is, $\left\{x \in S: x^{-1} A \in p\right\} \in t q$ so $A \in t q p$, a contradiction.
(c) implies (a). Pick $q \in K(\beta S)$.

Theorem 4.40. Let $S$ be a semigroup and let $A \subseteq S$. Then $\bar{A} \cap K(\beta S) \neq \emptyset$ if and only if $A$ is piecewise syndetic.

Proof. Necessity. Let $p \in K(\beta S) \cap \bar{A}$ and let $B=\left\{x \in S: x^{-1} A \in p\right\}$. Then by Theorem 4.39, $B$ is syndetic and so $S=\bigcup_{t \in G} t^{-1} B$ for some $G \in \mathcal{P}_{f}(S)$. For each $a \in S, a \in t^{-1} B$ for some $t \in G$ and so $a^{-1}\left(t^{-1} A\right)=(t a)^{-1} A \in p$. It follows that $a^{-1}\left(\bigcup_{t \in G} t^{-1} A\right) \in p$ and hence that $\left\{a^{-1}\left(\bigcup_{t \in G} t^{-1} A\right): a \in S\right\}$ has the finite intersection property.

Sufficiency. Assume that $A$ is piecewise syndetic and pick $G \in \mathscr{P}_{f}(S)$ such that $\left\{a^{-1}\left(\bigcup_{t \in G} t^{-1} A\right): a \in S\right\}$ has the finite intersection property. Pick $q \in \beta S$ such that $\left\{a^{-1}\left(\bigcup_{t \in G} t^{-1} A\right): a \in S\right\} \subseteq q$. Then $S \cdot q \subseteq \overline{\bigcup_{t \in G} t^{-1} A}$. This implies that $(\beta S) \cdot q \subseteq \overline{\bigcup_{t \in G} t^{-1} A}$. We can choose $y \in K(\beta S) \cap(\beta S \cdot q)$. We then have $y \in \overline{t^{-1} A}$ for some $t \in G$ and so $t \cdot y \in \bar{A} \cap K(\beta S)$.

Corollary 4.41. Let $S$ be a semigroup and let $p \in \beta S$. Then $p \in c \ell K(\beta S)$ if and only if every $A \in p$ is piecewise syndetic.

Proof. This is an immediate consequence of Theorem 4.40.
The members of idempotents in $K(\beta S)$ are of particular combinatorial interest. (See Chapter 14.)

Definition 4.42. Let $S$ be a semigroup and let $A \subseteq S$. Then $A$ is central in $S$ if and only if there is some idempotent $p \in K(\beta S)$ such that $A \in p$.

Theorem 4.43. Let $S$ be an infinite semigroup and let $A \subseteq S$. The following statements are equivalent:
(a) $A$ is piecewise syndetic.
(b) The set $\left\{x \in S: x^{-1} A\right.$ is central $\}$ is syndetic.
(c) There is some $x \in S$ such that $x^{-1} A$ is central.

Proof. (a) implies (b). Pick by Theorem 4.40 some $p \in K(\beta S)$ with $A \in p$. Now $K(\beta S)$ is the union of all minimal left ideals of $\beta S$ by Theorem 2.8. So pick a minimal left ideal $L$ of $\beta S$ with $p \in L$ and pick an idempotent $e \in L$. Then $p=p \cdot e$ so pick $y \in S$ such that $y^{-1} A \in e$.

Now by Theorem 4.39, $B=\left\{z \in S: z^{-1}\left(y^{-1} A\right) \in e\right\}$ is syndetic, so pick finite $G \subseteq S$ such that $S=\bigcup_{t \in G} t^{-1} B$. Let $D=\left\{x \in S: x^{-1} A\right.$ is central $\}$. We claim that $S=\bigcup_{t \in(y \cdot G)} t^{-1} D$. Indeed, let $x \in S$ be given and pick $t \in G$ such that $t \cdot x \in B$. Then $(t \cdot x)^{-1}\left(y^{-1} A\right) \in e$ so $(t \cdot x)^{-1}\left(y^{-1} A\right)$ is central. But $(t \cdot x)^{-1}\left(y^{-1} A\right)=(y \cdot t \cdot x)^{-1} A$. Thus $y \cdot t \cdot x \in D$ so $x \in(y \cdot t)^{-1} D$ as required.
(b) implies (c). This is trivial.
(c) implies (a). Pick $x \in S$ such that $x^{-1} A$ is central and pick an idempotent $p \in K(\beta S)$ such that $x^{-1} A \in p$. Then $A \in x \cdot p$ and $x \cdot p \in K(\beta S)$ so by Theorem 4.40, $A$ is piecewise syndetic.

Lemma 4.43.1. Let $S$ and $T$ be infinite discrete semigroups. Let $p \cdot p=p \in K(\beta S)$ and let $q \cdot q=q \in K(\beta T)$. Let $\tau: \beta(S \times T) \rightarrow \beta S \times \beta T$ be the continuous extension of the identity function on $S \times T$ and let $M=\tau^{-1}[\{(p, q)\}]$. Then $M$ is a compact subsemigroup of $\beta(S \times T)$ and $K(M)=K(\beta(S \times T)) \cap M$.

Proof. We have that $\tau$ is surjective and by Corollary 4.22, $\tau$ is a homomorphism. Consequently $M$ is a compact subsemigroup of $\beta(S \times T)$. By Exercise 1.7.3, $\tau[K(\beta(S \times T))]=K(\beta S \times \beta T)$. Also, by Theorem 2.23, $K(\beta S \times \beta T)=K(\beta S) \times$ $K(\beta T)$ and so $(p, q) \in K(\beta S \times \beta T)$. Consequently $K(\beta(S \times T)) \cap M \neq \emptyset$ and so $K(M)=K(\beta(S \times T)) \cap M$ by Theorem 1.65.

Theorem 4.43.2. Let $S$ and $T$ be infinite discrete semigroups, let $A$ be a central subset of $S$ and let $B$ be a central subset of $T$. Then $A \times B$ is a central subset of $S \times T$.

Proof. Pick $p=p \cdot p \in K(\beta S)$ and $q=q \cdot q \in K(\beta T)$ such that $A \in p$ and $B \in q$. Let $M$ be as in Lemma 4.43.1 and pick $r=r \cdot r \in K(M)$. Then $\widetilde{l}(r)=(p, q)$ and so $A \times B \in r$. Since $r \in K(\beta(S \times T))$ we have that $A \times B$ is central.

Recall from Theorem 2.15 and Example 2.16 that the closure of any right ideal in a right topological semigroup is again a right ideal but the closure of a left ideal need not be a left ideal.

Theorem 4.44. Let $S$ be a semigroup. Then $c \ell K(\beta S)$ is an ideal of $\beta S$.
Proof. This is an immediate consequence of Theorems 2.15, 2.17, and 4.1.
Exercise 4.4.1. Let $S$ be a discrete semigroup and let $A \subseteq S$. Show that $A$ is piecewise syndetic if and only if there is a finite subset $F$ of $S$ for which $c \ell_{\beta S}\left(\bigcup_{t \in F} t^{-1} A\right)$ contains a left ideal of $\beta S$.

Exercise 4.4.2. Let $A \subseteq \mathbb{N}$. Show that $A$ is piecewise syndetic in $(\mathbb{N},+)$ if and only if there exists $k \in \mathbb{N}$ such that, for every $n \in \mathbb{N}$, there is a set $J$ of $n$ consecutive
positive integers with the property that $A$ intersects every subset of $J$ containing $k$ consecutive integers.

Exercise 4.4.3. Prove that $\left\{\sum_{n \in F} 2^{2 n}: F \in \mathcal{P}_{f}(\omega)\right\}$ is not piecewise syndetic in ( $\mathbb{N},+$ ).

Exercise 4.4.4. Let $A \subseteq \mathbb{N}$. Show that $K(\beta \mathbb{N},+) \subseteq \bar{A}$ if and only if, for every $k \in \mathbb{N}$, there exists $n_{k} \in \mathbb{N}$ such that every subset of $\mathbb{N}$ which contains $n_{k}$ consecutive integers must contain $k$ consecutive integers belonging to $A$.

Exercise 4.4.5. Let $G$ be a group and let $H$ be a subgroup of $G$. Prove that $H$ is syndetic if and only if $H$ is piecewise syndetic. (Hint: By Theorem 4.40, pick $p \in K(\beta G)$ such that $H \in p$ and consider $\left\{x \in G: x^{-1} H \in p\right\}$.)

Exercise 4.4.6. Let $G$ be a group and let $H$ be a subgroup of $G$. Show that the index of $H$ is finite if and only if $c \ell_{\beta G}(H) \cap K(\beta G) \neq \emptyset$. (By the index of $H$, we mean the number of left cosets of the form $a H$ ).

Exercise 4.4.7. Let $G$ be a group. Suppose that $G$ can be expressed as the union of a finite number of subgroups, $H_{1}, H_{2}, \ldots, H_{n}$. Show that, for some $i \in\{1,2, \ldots, n\}$, $H_{i}$ has finite index.

Exercise 4.4.8. Let $S$ be a discrete semigroup and let $T$ be a subsemigroup of $S$. Show that $T$ is central if $\left(c \ell_{\beta S} T\right) \cap K(\beta S) \neq \emptyset$. (Apply Corollary 4.18 and Theorem 1.65.)

Exercise 4.4.9. Show that if $S$ is commutative, then the closure of any right ideal of $\beta S$ is a two sided ideal of $\beta S$. (Hint: See Theorems 2.19 and 4.23.)

### 4.5 Notions of Size

In the previous section we introduced the notions of syndetic and piecewise syndetic, both of which can be viewed as a way of saying that a subset of a semigroup is large. We introduce in this section the notion of thick and establish some relations among these notions. As with syndetic and piecewise syndetic, the notion of thick comes from topological dynamics and originated in the context of $(\mathbb{N},+)$. A subset of $\mathbb{N}$ is thick if and only if it contains arbitrarily long blocks of integers.

Definition 4.45. Let $S$ be a semigroup and let $A \subseteq S$. Then $A$ is thick if and only if for every $F \in \mathcal{P}_{f}(S)$ there exists $x \in S$ such that $F x \subseteq A$.

As with the notions of syndetic and piecewise syndetic, the notion of thick is a one sided notion.

Remark 4.46. Let $S$ be a semigroup and let $A \subseteq S$.
(a) $A$ is thick if and only if $S \backslash A$ is not syndetic.
(b) $A$ is syndetic if and only if $S \backslash A$ is not thick.
(c) $A$ is piecewise syndetic if and only if there is some $H \in \mathscr{P}_{f}(S)$ such that $\bigcup_{t \in H} t^{-1} A$ is thick.

We see that the property of being thick is equivalent to an apparently stronger property. That is the translate $x$ can be guaranteed to come from $A$.

Theorem 4.47. Let $S$ be a semigroup and let $A \subseteq S$. A is thick if and only if for every $F \in \mathscr{P}_{f}(S)$ there exists $x \in A$ such that $F x \subseteq A$.

Proof. The sufficiency is trivial. For the necessity, let $F \in \mathcal{P}_{f}(S)$ be given. Pick any $y \in S$. Then $F y \cup\{y\} \in \mathscr{P}_{f}(S)$ so pick $x \in S$ such that $(F y \cup\{y\}) x \subseteq A$. Then $y x \in A$ and $F y x \subseteq A$.

Recall from Theorem 4.40 that $A$ is piecewise syndetic if and only if $\bar{A} \cap K(\beta S) \neq \emptyset$.
Theorem 4.48. Let $S$ be a semigroup and let $A \subseteq S$.
(a) $A$ is thick if and only if there is a left ideal $L$ of $\beta S$ with $L \subseteq \bar{A}$.
(b) $A$ is syndetic if and only if for every left ideal $L$ of $\beta S, \bar{A} \cap L \neq \emptyset$.

Proof. (a) Necessity. Since $A$ is thick, $\left\{t^{-1} A: t \in S\right\}$ has the finite intersection property so pick by Theorem 3.8, $p \in \beta S$ such that $\left\{t^{-1} A: t \in S\right\} \subseteq p$. Then $S p \subseteq \bar{A}$ so $\beta S p=c \ell(S p) \subseteq \bar{A}$.

Sufficiency. Let $L$ be a left ideal contained in $\bar{A}$ and pick $p \in L$. Then $S p \subseteq \bar{A}$ so, given $F \in \mathcal{P}_{f}(S), \bigcap_{t \in F} t^{-1} A \in p$ and we can pick $x \in \bigcap_{t \in F} t^{-1} A$.
(b) This follows from (a) and Remark 4.46.

We see now that there is a strong relationship among the three notions of largeness that we are studying in this section.

Theorem 4.49. Let $S$ be a semigroup and let $A \subseteq S . A$ is piecewise syndetic if and only if there exist a syndetic set $B$ and a thick set $C$ such that $A=B \cap C$.

Proof. Sufficiency. Pick a syndetic set $B$ and a thick set $C$ such that $A=B \cap C$. Pick $H \in \mathcal{P}_{f}(S)$ such that $S=\bigcup_{t \in H} t^{-1} B$. We claim that $\bigcup_{t \in H} t^{-1} A$ is thick so that, by Remark 4.46, $A$ is piecewise syndetic. To this end, let $F \in \mathcal{P}_{f}(S)$ be given and pick $x \in S$ such that $H F x \subseteq C$. To see that $F x \subseteq \bigcup_{t \in H} t^{-1} A$, let $y \in F$ be given. Pick $t \in H$ such that $y x \in t^{-1} B$. Then $t y \in H F$ so $t y x \in B \cap C=A$.

Necessity. By Remark 4.46, pick $H \in \mathcal{P}_{f}(S)$ such that $\bigcup_{t \in H} t^{-1} A$ is thick. Let $C=A \cup \bigcup_{t \in H} t^{-1} A$ and let $B=A \cup(S \backslash C)$. Trivially $C$ is thick and $A=$ $B \cap C$ so it suffices to show that $B$ is syndetic. Suppose not. Then by Remark 4.46,
$S \backslash B$ is thick so by Theorem 4.47 pick $x \in S \backslash B$ such that $H x \subseteq S \backslash B$. Now $S \backslash B=C \backslash A \subseteq \bigcup_{t \in H} t^{-1} A$ so pick $t \in H$ such that $t x \in A$. Then $t x \in B$, a contradiction.

Corollary 4.50. Let $S$ be a semigroup and let $A \subseteq S$. The following statements are equivalent:
(a) $A$ is thick.
(b) For every syndetic set $B, A \cap B$ is piecewise syndetic.
(c) For every syndetic set $B, A \cap B \neq \emptyset$.

Proof. This is Exercise 4.5.1.
Corollary 4.51. Let $S$ be a semigroup and let $A \subseteq S$. The following statements are equivalent:
(a) $A$ is syndetic.
(b) For every thick set $B, A \cap B$ is piecewise syndetic.
(c) For every thick set $B, A \cap B \neq \emptyset$.

Proof. This is Exercise 4.5.2.
Exercise 4.5.1. Prove Corollary 4.50.
Exercise 4.5.2. Prove Corollary 4.51.

### 4.6 Notes

We have chosen to extend the operation in such a way as to make $(\beta S, \cdot)$ a right topological semigroup. One can equally well extend the operation so as to make $(\beta S, \cdot)$ a left topological semigroup and in fact this choice is often made in the literature. (It used to be the customary choice of the first author of this book.) It would seem then that one could find two situations in the literature. But no, one instead finds four! The reader will recall that in Section 2.1 we remarked that what we refer to as "right topological" is called by some authors "left topological" and vice versa. In the following table we include one citation from our Bibliography, where the particular combination of choices is made. Obviously, when referring to the literature one must be careful to determine what the author means.

|  | Called Right <br> Topological | Called Left <br> Topological |
| :---: | :---: | :---: |
| $\rho_{p}$ Continuous | $[318]$ | $[69]$ |
| $\lambda_{p}$ Continuous | $[353]$ | $[296]$ |

Example 4.6 is due to J. Baker and R. Butcher [14]. The existence of a compactification with the properties of $\beta S$ given by Theorem 4.8 is [64, Theorem 4.5.3], where it is called the $\mathscr{L} \mathcal{M} \mathscr{C}$-compactification of $S$. The fact that an operation on a discrete semigroup $S$ can be extended to $\beta S$ was first implicitly established by M. Day in [118] using methods of R. Arens [9]. The first explicit statement seems to have been made by P. Civin and B. Yood [102]. These mathematicians tended to view $\beta S$ as a subspace of the dual of the real or complex valued functions on $S$. The extension to $\beta S$ as a space of ultrafilters is done by R. Ellis [134, Chapter 8] in the case that $S$ is a group.

Corollary 4.22 is due to P. Milnes [307].
Theorem 4.22.2 is from [34], a result of collaboration with V. Bergelson and A. Blass. Example 4.22.4 is due to J. McLeod [303].

The results in Section 4.3 are special cases of results from [199] which are in turn special cases of results due to D. Davenport in [113].

The notion of "central" has its origins in topological dynamics. See Chapter 19 for the dynamical definition and a proof of the equivalence of the notions.

Theorem 4.43.2 is from [268].
Exercise 4.4 .7 was suggested by I. Protasov. This result is due to B. Neumann [312], who proved something stronger: if the union of the subgroups $H_{i}$ is irredundant, then every $H_{i}$ has finite index.

Most of the results of Section 4.5 are from [53], a result of collaboration with V. Bergelson and R. McCutcheon.

## Chapter 5

## $\beta S$ and Ramsey Theory - Some Easy Applications

We describe in this chapter some easy applications of the algebraic structure of $\beta S$ to the branch of combinatorics known as "Ramsey Theory".

### 5.1 Ramsey Theory

We begin our discussion of the area of mathematics known as Ramsey Theory by illustrating the subject area by example. We cite here several of the classic theorems of the field. They will all be proved in this book. The oldest is the 1892 result of Hilbert. It involves the notion of finite sums, which will be of continuing interest to us in this book, so we pause to introduce some notation. Recall that in a noncommutative semigroup we have defined $\prod_{i=1}^{n} x_{i}$ to be the product in increasing order of indices. Similarly, we take $\prod_{n \in F} x_{n}$ to be the product in increasing order of indices. So, for example, if $F=\{2,5,6,9\}$, then $\prod_{n \in F} x_{n}=x_{2} \cdot x_{5} \cdot x_{6} \cdot x_{9}$.

We introduce separate notation ("FP" for "finite products" and "FS" for "finite sums") depending on whether the operation of the semigroup is denoted by $\cdot$ or + .

Definition 5.1. (a) Let $(S, \cdot)$ be a semigroup. Given an infinite sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$,

$$
\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)=\left\{\prod_{n \in F} x_{n}: F \in \mathcal{P}_{f}(\mathbb{N})\right\}
$$

Given a finite sequence $\left\langle x_{n}\right\rangle_{n=1}^{m}$ in $S$,

$$
\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{m}\right)=\left\{\prod_{n \in F} x_{n}: F \in \mathscr{P}_{f}(\{1,2, \ldots, m\})\right\} .
$$

(b) Let $(S,+)$ be a semigroup. Given an infinite sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$,

$$
\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)=\left\{\sum_{n \in F} x_{n}: F \in \mathcal{P}_{f}(\mathbb{N})\right\}
$$

Given a finite sequence $\left\langle x_{n}\right\rangle_{n=1}^{m}$ in $S$,

$$
\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{m}\right)=\left\{\sum_{n \in F} x_{n}: F \in \mathcal{P}_{f}(\{1,2, \ldots, m\})\right\}
$$

Theorem 5.2 (Hilbert [185]). Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. For each $m \in \mathbb{N}$ there exist $i \in\{1,2, \ldots, r\}$, a sequence $\left\langle x_{n}\right\rangle_{n=1}^{m}$ in $\mathbb{N}$, and an infinite set $B \subseteq \mathbb{N}$ such that for each $a \in B, a+\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{m}\right) \subseteq A_{i}$.

Proof. This is a consequence of Corollary 5.10.
The next classical result is the 1916 result of Schur, which allows one to omit the translates on the finite sums when $m=2$.

Theorem 5.3 (Schur [359]). Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in$ $\{1,2, \ldots, r\}$ and $x$ and $y$ in $\mathbb{N}$ with $\{x, y, x+y\} \subseteq A_{i}$.

Proof. This is a consequence of Corollary 5.10.
One of the most famous results of the field is the 1927 result of van der Waerden guaranteeing "monochrome" arithmetic progressions. (The statement "let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$ " is often replaced by "let $r \in \mathbb{N}$ and let $\mathbb{N}$ be $r$-colored", in which case the conclusion "...$\subseteq A_{i}$ " is replaced by ".. is monochrome".)

Theorem 5.4 (van der Waerden [382]). Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. For each $\ell \in \mathbb{N}$ there exist $i \in\{1,2, \ldots, r\}$ and $a, d \in \mathbb{N}$ such that $\{a, a+d, \ldots, a+\ell d\} \subseteq A_{i}$.

Proof. This is Corollary 14.2.
Since the first of the classical results in this area are due to Hilbert, Schur, and van der Waerden, one may wonder why it is called "Ramsey Theory". The reason lies in the kind of result proved by Ramsey in 1930. It is a more general structural result not dependent on the arithmetic structure of $\mathbb{N}$.

Definition 5.5. Let $A$ be a set and let $\kappa$ be a cardinal number.
(a) $[A]^{\kappa}=\{B \subseteq A:|B|=\kappa\}$.
(b) $[A]^{<\kappa}=\{B \subseteq A:|B|<\kappa\}$.

Theorem 5.6 (Ramsey [346]). Let $Y$ be an infinite set and let $k, r \in \mathbb{N}$. If $[Y]^{k}=$ $\bigcup_{i=1}^{r} A_{i}$, then there exist $i \in\{1,2, \ldots, r\}$ and an infinite subset $B$ of $Y$ with $[B]^{k} \subseteq A_{i}$.

Proof. This is Theorem 18.2.
Notice that the case $k=1$ of Ramsey's Theorem is the pigeon hole principle.
We mention also that another fundamental early result of Ramsey Theory is Rado's Theorem [343]. It involves the introduction of several new notions, so we shall not state it here. We shall however present and prove Rado's Theorem in Chapter 15.

Notice that all of these theorems are instances of the following general statement: One has a set $X$ and a collection of "good" subsets $\mathcal{E}$ of $X$. One then asserts that the
collection $\mathcal{E}$ is weakly partition regular as defined in Definition 3.10.1. (Consider the following table.)

| Theorem | $X$ | $G \in \mathcal{E}$ |
| :--- | :--- | :--- |
| Hilbert | $\mathbb{N}$ | $\bigcup_{a \in B}\left(a+\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{m}\right)\right)$ |
| Schur | $\mathbb{N}$ | $\{x, y, x+y\}$ |
| van der Waerden | $\mathbb{N}$ | $\{a, a+d, \ldots, a+\ell d\}$ |
| Ramsey | $[Y]^{k}$ | $[B]^{k}$ |

It would not be entirely accurate, but certainly not far off the mark, to define Ramsey Theory as the classification of pairs $(X, \boldsymbol{\mathcal { E }})$ for which the above statement is true. We see now that under this definition, any question in Ramsey Theory is a question about ultrafilters.

Theorem 5.7. Let $X$ be a set and let $\mathcal{E} \subseteq \mathcal{P}(X)$. The following statements are equivalent:
(a) The collection $\mathcal{E}$ is weakly partition regular.
(b) There is an ultrafilter $p$ on $X$ such that for every member $A$ of $p$, there exists $G \in \mathcal{E}$ with $G \subseteq A$.

Proof. (a) implies (b). If $\emptyset \in \mathcal{E}$, then any ultrafilter on $X$ will do, so assume $\emptyset \notin \mathcal{E}$. Let $\mathcal{A}=\{B \subseteq X$ : for every $G \in \mathcal{G}, B \cap G \neq \emptyset\}$. Then $\mathcal{A}$ has the finite intersection property. (For suppose one has $\left\{B_{1}, B_{2}, \ldots, B_{r}\right\} \subseteq \mathcal{A}$ with $\bigcap_{i=1}^{r} B_{i}=\emptyset$. Then $X=$ $\bigcup_{i=1}^{r}\left(X \backslash B_{i}\right)$ so there exist some $i \in\{1,2, \ldots, r\}$ and some $G \in \mathcal{E}$ with $G \cap B_{i}=\emptyset$, a contradiction.) Pick by Theorem 3.8 some ultrafilter $p$ on $X$ with $\mathcal{A} \subseteq p$. Then given any $A \in p, X \backslash A \notin \mathcal{A}$ so there is some $G \in \mathcal{E}$ with $G \cap(X \backslash A)=\emptyset$.
(b) implies (a). Let $r \in \mathbb{N}$ and let $X=\bigcup_{i=1}^{r} A_{i}$. For some $i \in\{1,2, \ldots, r\}$, $A_{i} \in p$.

Exercise 5.1.1. Prove that Theorem 5.4 implies the following superficially stronger statement.

Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. There exists $i \in\{1,2, \ldots, r\}$ such that for each $\ell \in \mathbb{N}$, there exist $a, d \in \mathbb{N}$ such that $\{a, a+d, \ldots, a+\ell d\} \subseteq A_{i}$.

### 5.2 Idempotents and Finite Products

The first application of the algebraic structure of $\beta S$ to Ramsey Theory was the Galvin-Glazer proof of the Finite Sums Theorem (Corollary 5.10). It established an intimate relationship between finite sums (or products) in $S$ and idempotents in $\beta S$.

We present two proofs. The first of these is the original and is given for historic reasons as well as the fact that variations on this proof will be used later. The second, simpler, proof is of recent origin.

Theorem 5.8. Let $S$ be a semigroup, let $p$ be an idempotent in $\beta S$, and let $A \in p$. There is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$ such that $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.
First Proof. Let $A_{1}=A$ and let $B_{1}=\left\{x \in S: x^{-1} A_{1} \in p\right\}$. Since $A_{1} \in p=p \cdot p$, $B_{1} \in p$. Pick $x_{1} \in B_{1} \cap A_{1}$, let $A_{2}=A_{1} \cap\left(x_{1}{ }^{-1} A_{1}\right)$, and note that $A_{2} \in p$. Inductively given $A_{n} \in p$, let $B_{n}=\left\{x \in S: x^{-1} A_{n} \in p\right\}$. Since $A_{n} \in p=p \cdot p$, $B_{n} \in p$. Pick $x_{n} \in B_{n} \cap A_{n}$ and let $A_{n+1}=A_{n} \cap\left(x_{n}{ }^{-1} A_{n}\right)$.

To see for example why $x_{2} \cdot x_{4} \cdot x_{5} \cdot x_{7} \in A$, note that $x_{7} \in A_{7} \subseteq A_{6} \subseteq x_{5}{ }^{-1} A_{5}$ so that $x_{5} \cdot x_{7} \in A_{5} \subseteq x_{4}^{-1} A_{4}$. Thus $x_{4} \cdot x_{5} \cdot x_{7} \in A_{4} \subseteq A_{3} \subseteq x_{2}{ }^{-1} A_{2}$ so that $x_{2} \cdot x_{4} \cdot x_{5} \cdot x_{7} \in A_{2} \subseteq A_{1}=A$.

More formally, we show by induction on $|F|$ that if $F \in \mathcal{P}_{f}(\mathbb{N})$ and $m=\min F$ then $\prod_{n \in F} x_{n} \in A_{m}$. If $|F|=1$, then $\prod_{n \in F} x_{n}=x_{m} \in A_{m}$. Assume $|F|>1$, let $G=F \backslash\{m\}$, and let $k=\min G$. Note that since $k>m, A_{k} \subseteq A_{m+1}$. Then by the induction hypothesis, $\prod_{n \in G} x_{n} \in A_{k} \subseteq A_{m+1} \subseteq x_{m}{ }^{-1} A_{m}$ so $\prod_{n \in F} x_{n}=$ $x_{m} \cdot \prod_{n \in G} x_{n} \in A_{m}$.

Second proof. Recall that $A^{\star}(p)=\left\{x \in A: x^{-1} A \in p\right\}$ and write $A^{\star}$ for $A^{\star}(p)$. Pick $x_{1} \in A^{\star}$. Let $n \in \mathbb{N}$ and assume we have chosen $\left\langle x_{t}\right\rangle_{t=1}^{n}$ such that $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{n}\right) \subseteq A^{\star}$. Let $E=\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{n}\right)$. Then $E$ is finite and for each $a \in E$ we have by Lemma 4.14 that $a^{-1} A^{\star} \in p$ and hence $\bigcap_{a \in E} a^{-1} A^{\star} \in p$. Pick $x_{n+1} \in A^{\star} \cap \bigcap_{a \in E} a^{-1} A^{\star}$. Then $x_{n+1} \in A^{\star}$ and given $a \in E, a \cdot x_{n+1} \in A^{\star}$ and hence $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{n+1}\right) \subseteq A^{\star}$.

Corollary 5.9. Let $S$ be a semigroup, let $r \in \mathbb{N}$ and let $S=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$ such that $\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$.

Proof. Pick by Theorem 2.5 an idempotent $p \in \beta S$ and pick $i \in\{1,2, \ldots, r\}$ such that $A_{i} \in p$. Apply Theorem 5.8.

Note that in the proof of Theorem 5.8, the fact that we have chosen to take our products in increasing order of indices is important. However, the corresponding version of Corollary 5.9 taking products in decreasing order of indices remains true.

The hard way to see this is to redefine the operation on $\beta S$ so that it is a left topological semigroup. In this case one gets that $A \in p \cdot q$ if and only if $\{x \in S$ : $\left.A x^{-1} \in p\right\} \in q$, and mimicking the proof of Theorem 5.8 produces sequences with products in decreasing order of indices contained in any member of any idempotent.

The easy way to see this is to consider the semigroup $(S, *)$ where $x * y=y \cdot x$.
We isolate the following corollary for historical reasons. We also point out that this corollary is strong enough to derive all of the combinatorial results of this section. (See the exercises at the end of this section.)

Corollary 5.10 (Finite Sums Theorem). Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$.

Proof. This is a special case of Corollary 5.9.
It turns out that the relationship between idempotents and finite products is even more intimate than indicated by Theorem 5.8.

Lemma 5.11. Let $S$ be a semigroup and let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. Then $\bigcap_{m=1}^{\infty} \overline{\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)}$ is a subsemigroup of $\beta S$. In particular, there is an idempotent $p$ in $\beta S$ such that for each $m \in \mathbb{N}, \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$.

Proof. Let $T=\bigcap_{m=1}^{\infty} \overline{\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)}$. To see that $T$ is a semigroup, we use Theorem 4.20. Trivially, $\left\{\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right): m \in \mathbb{N}\right\}$ has the finite intersection property. Let $m \in \mathbb{N}$ and let $s \in \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)$ be given. Pick $F \in \mathcal{P}_{f}(\mathbb{N})$ with $\min F \geq m$ such that $s=\prod_{n \in F} x_{n}$. Let $k=\max F+1$. To see that $s \cdot \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=k}^{\infty}\right) \subseteq \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)$, let $t \in \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=k}^{\infty}\right)$ be given and pick $G \in \mathscr{P}_{f}(\mathbb{N})$ with min $G \geq k$ such that $t=\prod_{n \in G} x_{t}$. Then max $F<\min G$ so $s t=\prod_{n \in F \cup G} x_{n} \in \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)$.

For the "in particular" conclusion note that by Theorem 2.5, $E(T) \neq \emptyset$.
Theorem 5.12. Let $S$ be a semigroup and let $A \subseteq S$. There exists an idempotent $p$ of $\beta S$ with $A \in p$ if and only if there exists a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$ with $\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. The necessity is Theorem 5.8 and the sufficiency follows from Lemma 5.11.

One should note what is not guaranteed by Theorem 5.8 and Lemma 5.11. That is, given an idempotent $p$ and $A \in p$ one can obtain a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ with $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$. One can then in turn obtain an idempotent $q$ with $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in q$, but one is not guaranteed that $p=q$ or even that $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$. (See Chapter 12 for more information on this point.)

We now show that sets of finite products are themselves partition regular.
Definition 5.13. (a) Let $(S, \cdot)$ be a semigroup and let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. The sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ is a product subsystem of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ if and only if there is a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that for every $n \in \mathbb{N}$, $\max H_{n}<\min H_{n+1}$ and $y_{n}=\prod_{t \in H_{n}} x_{t}$.
(b) Let $(S,+)$ be a semigroup and let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. The sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ is a sum subsystem of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ if and only if there is a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that for every $n \in \mathbb{N}$, $\max H_{n}<\min H_{n+1}$ and $y_{n}=\sum_{t \in H_{n}} x_{t}$.

Theorem 5.14. Let $S$ be a semigroup, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$ and let $p$ be an idempotent in $\beta S$ such that for every $m \in \mathbb{N}, \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$. Let $A \in p$. There is a product subsystem $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. Let $A^{\star}=A^{\star}(p)$ and pick $y_{1} \in A^{*} \cap \mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$. Pick $H_{1} \in \mathcal{P}_{f}(\mathbb{N})$ such that $y_{1}=\prod_{t \in H_{1}} x_{t}$.

Inductively, let $n \in \mathbb{N}$ and assume that we have chosen $\left\langle y_{i}\right\rangle_{i=1}^{n}$ and $\left\langle H_{i}\right\rangle_{i=1}^{n}$ such that:
(1) each $y_{i}=\prod_{t \in H_{i}} x_{t}$,
(2) if $i<n$, then $\max H_{i}<\min H_{i+1}$, and
(3) $\operatorname{FP}\left(\left\langle y_{i}\right\rangle_{i=1}^{n}\right) \subseteq A^{\star}$.

Let $E=\mathrm{FP}\left(\left\langle y_{i}\right\rangle_{i=1}^{n}\right)$ and let $k=\max H_{n}+1$. Let

$$
B=\operatorname{FP}\left(\left\langle x_{i}\right\rangle_{i=k}^{\infty}\right) \cap A^{\star} \cap \bigcap_{a \in E} a^{-1} A^{\star}
$$

By Lemma $4.14 a^{-1} A^{\star} \in p$ for each $a \in E$ so $B \in p$. Pick $y_{n+1} \in B$ and $H_{n+1}$ with $\min H_{n+1} \geq k$ such that $y_{n+1}=\prod_{t \in H_{n+1}} x_{t}$.

As in the second proof of Theorem 5.8 we see that $\operatorname{FP}\left(\left\langle y_{i}\right\rangle_{i=1}^{n+1}\right) \subseteq A^{\star}$.
Corollary 5.15. Let $S$ be a semigroup, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$, let $r \in \mathbb{N}$, and let $\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in\{1,2, \ldots, r\}$ and a product subsystem $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$.

Proof. Pick by Lemma 5.11 an idempotent $p \in \beta S$ such that for each $m \in \mathbb{N}$, $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$. Then $\bigcup_{i=1}^{r} A_{i} \in p$ so pick $i \in\{1,2, \ldots, r\}$ such that $A_{i} \in p$. Now Theorem 5.14 applies.

The semigroup $\left(\mathcal{P}_{f}(\mathbb{N}), \cup\right)$ is of sufficient importance to introduce special notation for it, and to make special mention of its partition regularity.

Definition 5.16. Let $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathcal{P}_{f}(\mathbb{N})$.
(a) $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right)=\left\{\bigcup_{n \in G} F_{n}: G \in \mathcal{P}_{f}(\mathbb{N})\right\}$.
(b) The sequence $\left\langle G_{n}\right\rangle_{n=1}^{\infty}$ is a union subsystem of $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ if and only if there is a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathscr{P}_{f}(\mathbb{N})$ such that for every $n \in \mathbb{N}$, $\max H_{n}<\min H_{n+1}$ and $G_{n}=\bigcup_{t \in H_{n}} F_{t}$.

Corollary 5.17. Let $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathcal{P}_{f}(\mathbb{N})$, let $r \in \mathbb{N}$, and let $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right)=\bigcup_{i=1}^{r} \mathscr{A}_{i}$. There exist $i \in\{1,2, \ldots, r\}$ and a union subsystem $\left\langle G_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FU}\left(\left\langle G_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathcal{A}_{i}$. In particular, if $r \in \mathbb{N}$ and $\mathcal{P}_{f}(\mathbb{N})=\bigcup_{i=1}^{r} \mathscr{A}_{i}$, then there exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle G_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $\mathrm{FU}\left(\left\langle G_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathcal{A}_{i}$ and for each $n \in \mathbb{N}$, $\max G_{n}<\min G_{n+1}$.

Proof. The first conclusion is an immediate consequence of Corollary 5.15. To see the "in particular" conclusion, let $F_{n}=\{n\}$ for each $n \in \mathbb{N}$, so that $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right)=$ $\mathscr{P}_{f}(\mathbb{N})$.

We conclude this section with a sequence of exercises designed to show that the Finite Sums Theorem (Corollary 5.10) can be used to derive the combinatorial conclusions of this section. (That is, Corollaries 5.9, 5.15, and 5.17.) Since Corollary 5.9 is a consequence of Corollary 5.15 , it suffices to establish the last two of these results. The intent in all of these exercises is that one should not use the algebraic structure of $\beta S$.

Exercise 5.2.1. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$ and let $t \in \mathbb{N}$. Prove that for each $m \in \mathbb{N}$ there exists $H \in \mathscr{P}_{f}(\{n \in \mathbb{N}: n>m\})$ such that $2^{t} \mid \sum_{n \in H} x_{n}$.

Exercise 5.2.2. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$. Prove that there is a sum subsystem $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that for each $n$ and $t$ in $\mathbb{N}$, if $2^{t} \leq y_{n}$, then $2^{t+1} \mid y_{n+1}$.

Exercise 5.2.3. Prove, using Corollary 5.10, that if $r \in \mathbb{N}$ and $\mathcal{P}_{f}(\mathbb{N})=\bigcup_{i=1}^{r} \mathcal{A}_{i}$, then there exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle G_{n}\right\rangle_{n=1}^{\infty}$ in $\mathscr{P}_{f}(\mathbb{N})$ such that $\mathrm{FU}\left(\left\langle G_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathscr{A}_{i}$ and for each $n \in \mathbb{N}, \max G_{n}<\min G_{n+1}$. (Hint: Consider the function $\tau: \mathscr{P}_{f}(\mathbb{N}) \rightarrow \mathbb{N}$ defined by $\tau(F)=\sum_{n \in F} 2^{n-1}$.)

Exercise 5.2.4. Prove Corollary 5.15.
Exercise 5.2.5. Prove that the Finite Products Theorem (Corollary 5.9) is valid in any adequate partial semigroup. That is, let $(S, \cdot)$ be an adequate partial semigroup, let $r \in \mathbb{N}$, and let $S=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$ such that $\prod_{t \in F} x_{t}$ is defined for each $F \in \mathcal{P}_{f}(\mathbb{N})$ and $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$. (Hint: Pick an idempotent in $\delta S$.)

### 5.3 Sums and Products in $\mathbb{N}$

The results of the previous section are powerful and yet easily proved using the algebraic structure of $\beta S$. But their first proofs were combinatorial. We present in this section a simple result whose first proof was found using the algebraic structure of $\beta \mathbb{N}$ and for which an elementary proof was only found much later. (In subsequent chapters we shall encounter many examples of combinatorial results whose only known proofs utilize the algebraic structure of $\beta S$.)

One knows from the Finite Sums Theorem that whenever $r \in \mathbb{N}$ and $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$. It is an easy consequence of this fact that whenever $r \in \mathbb{N}$ and $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$, there exist $j \in\{1,2, \ldots, r\}$ and a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{j}$.
(Of course the second statement follows from Corollary 5.9. It is also an elementary consequence of the Finite Sums Theorem in the fashion outlined in the exercises at the end of the previous section. However, it follows much more quickly from the Finite Sums Theorem by a consideration of the homomorphism $\varphi:(\mathbb{N},+) \rightarrow(\mathbb{N}, \cdot)$ defined by $\varphi(n)=2^{n}$.)

Two questions naturally arise. First can one choose $i=j$ in the above statements? Second, if so, can one choose $\left\langle x_{n}\right\rangle_{n=1}^{\infty}=\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ ? We answer the first of these questions affirmatively in this section. The negative answer to the second question is a consequence of Theorem 17.16.

Definition 5.18. $\Gamma=c \ell\{p \in \beta \mathbb{N}: p=p+p\}$.
We have the following simple combinatorial characterization of $\Gamma$.
Lemma 5.19. Let $p \in \beta \mathbb{N}$. Then $p \in \Gamma$ if and only if for every $A \in p$ there exists $a$ sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. Necessity. Let $A \in p$ be given. Then $\bar{A}$ is a neighborhood of $p$ so pick $q=q+q$ in $\beta \mathbb{N}$ with $q \in \bar{A}$. Then $A \in q$ so by Theorem 5.12 there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ with $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Sufficiency. Let a basic neighborhood $\bar{A}$ of $p$ be given. Then there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ with $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$, so by Theorem 5.12 there is some $q=q+q$ in $\beta \mathbb{N}$ with $A \in q$.

We shall see as a consequence of Exercise 6.1.4 that $\Gamma$ is not a subsemigroup of $(\beta \mathbb{N},+)$. However, we shall see in Theorem 5.20 that $\Gamma$ does have significant multiplicative structure.

The following simple result will frequently be useful.
Lemma 5.19.1. Let $p$ be an idempotent in $\mathbb{Z}^{*}$. Then for every $n \in \mathbb{Z} \backslash\{0\}, n \mathbb{Z} \in p$. If $p \in \beta \mathbb{N}$ and $n \in \mathbb{N}$, then $n \mathbb{N} \in p$.

Proof. Let $\gamma: \mathbb{Z} \rightarrow \mathbb{Z}_{n}$ denote the canonical homomorphism. Then $\widetilde{\gamma}: \beta \mathbb{Z} \rightarrow \mathbb{Z}_{n}$ is also a homomorphism, by Corollary 4.22. Thus $\widetilde{\gamma}(p)=\widetilde{\gamma}(p)+\widetilde{\gamma}(p)$ and so $\widetilde{\gamma}(p)=0$. It follows that $\widetilde{\gamma}^{-1}[\{0\}]$ is a neighborhood of $p$, and hence that $\widetilde{\gamma}^{-1}[\{0\}] \cap$ $\mathbb{Z}=n \mathbb{Z} \in p$.

If $p \in \beta \mathbb{N}$ and $n \in \mathbb{N}$, then $n \mathbb{N}=n \mathbb{Z} \cap \mathbb{N}$.
In the following lemma, $\alpha \cdot p$ refers to multiplication in $\left(\beta \mathbb{Q}_{d}, \cdot\right)$, where $\mathbb{Q}_{d}$ is the set of rationals with the discrete topology.

Lemma 5.19.2. Let $p$ be an idempotent in $(\beta \mathbb{N},+)$ and let $\alpha \in \mathbb{Q}$ with $\alpha>0$. Then $\alpha \cdot p$ is also an idempotent in $(\beta \mathbb{N},+)$. If $p$ is a minimal idempotent, then $\alpha \cdot p$ is also a minimal idempotent. Consequently, if $C$ is central in $(\mathbb{N},+)$, then so is $(\alpha C) \cap \mathbb{N}$.

Proof. The function $l_{\alpha}: \mathbb{N} \rightarrow \mathbb{Q}$ defined by $l_{\alpha}(x)=\alpha \cdot x$ is an injective homomorphism and so is its continuous extension $\widetilde{l}_{\alpha}: \beta \mathbb{N} \rightarrow \beta \mathbb{Q}_{d}$ by Corollary 4.22 and Exercise 3.4.1. So $\alpha \cdot p$ is an idempotent in $\beta\left(\mathbb{Q}_{d},+\right)$. Furthermore, if $\alpha=\frac{m}{n}$ with $m, n \in \mathbb{N}$, then the fact that $n \mathbb{N} \in p$ (by Lemma 5.19.1) implies that $\mathbb{N} \in \alpha \cdot p$ and hence that $\alpha \cdot p \in \beta \mathbb{N}$.

Now suppose that $p$ is minimal in $\beta \mathbb{N}$ and that $q$ is an idempotent in $\beta \mathbb{N}$ satisfying $q \leq \alpha \cdot p$. Then $\widetilde{l_{\alpha-1}}$ is a homomorphism so $\alpha^{-1} \cdot q$ is an idempotent in $\beta \mathbb{N}$ satisfying $\alpha^{-1} \cdot q \leq \alpha^{-1} \cdot \alpha \cdot p=p$. So $\alpha^{-1} \cdot q=p$ and thus $q=\alpha \cdot p$. Thus $\alpha \cdot p$ is minimal in $\beta \mathbb{N}$.

For the final assertion, let $C$ be central in $(\mathbb{N},+)$ and pick a minimal idempotent $p$ with $C \in p$. Then $\alpha C \cap \mathbb{N} \in \alpha \cdot p$.

Theorem 5.20. $\Gamma$ and $c \ell(E(K(\beta \mathbb{N},+)))$ are both left ideals of $(\beta \mathbb{N}, \cdot)$.
Proof. Let $p \in \Gamma$. We claim that $\mathbb{N} \cdot p \subseteq \Gamma$, so that $c \ell_{\beta \mathbb{N}}(\mathbb{N} \cdot p)=\beta \mathbb{N} \cdot p \subseteq \Gamma$. So let $n \in \mathbb{N}$ and let $A \in n \cdot p$. Then $n^{-1} A \in p$ so pick $q \in E(\beta \mathbb{N},+)$ such that $n^{-1} A \in q$. Then $A \in n \cdot q$ and by Lemma 15.23.2, $n \cdot q \in E(\beta \mathbb{N},+)$.

The proof for $c \ell(E(K(\beta \mathbb{N},+)))$ is identical, using the fact that if $n \in \mathbb{N}$ and $q \in E(K(\beta \mathbb{N},+))$, then $n \cdot q \in E(K(\beta \mathbb{N},+))$.

We shall see in Corollary 17.17 that there is no $p \in \beta \mathbb{N}$ with $p+p=p \cdot p$. However, we see that there are multiplicative idempotents close to the additive idempotents.

Corollary 5.21. $E(K(\beta \mathbb{N}, \cdot)) \cap c \ell(E(K(\beta \mathbb{N},+))) \neq \emptyset$. In particular, $K(\beta \mathbb{N}, \cdot) \cap$ $c \ell(K(\beta \mathbb{N},+)) \neq \emptyset$ and there exists $p=p \cdot p \in \Gamma$.

Proof. By Theorem 5.20, $c \ell(E(K(\beta \mathbb{N},+)))$ is a left ideal in $(\beta \mathbb{N}, \cdot)$. So it contains a minimal idempotent of $(\beta \mathbb{N}, \cdot)$ by Corollary 2.6.

Corollary 5.21.1. Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. There exists $i \in\{1,2, \ldots, r\}$ such that $A_{i}$ is central in $(\mathbb{N},+)$ and central in $(\mathbb{N}, \cdot)$.

Proof. Pick $p \in E(K(\beta \mathbb{N}, \cdot)) \cap c \ell(E(K(\beta \mathbb{N},+)))$ and pick $i \in\{1,2, \ldots, r\}$ such that $A_{i} \in p$.

Corollary 5.22. Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in\{1,2, \ldots, r\}$ and sequences $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ with $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$.

Proof. Pick by Corollary 5.21 some $p=p \cdot p$ in $\Gamma$. Pick $i \in\{1,2, \ldots, r\}$ such that $A_{i} \in p$. Since $p=p \cdot p$ there is by Theorem 5.8 a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ with $\operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$. Since $p \in \Gamma$ there is by Lemma 5.19 a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ with $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$.

### 5.4 Adjacent Finite Unions

In Corollary 5.17, there is no reason to expect the terms of the sequence $\left\langle G_{n}\right\rangle_{n=1}^{\infty}$ to be close to each other. In fact, if as in Corollary 5.17 one has $\max G_{n}<\min G_{n+1}$ for all $n$, we can absolutely guarantee that they are not.

Theorem 5.23. There is a partition of $\mathcal{P}_{f}(\mathbb{N})$ into two cells such that, if $\left\langle G_{n}\right\rangle_{n=1}^{\infty}$ is any sequence in $\mathscr{P}_{f}(\mathbb{N})$ such that $\mathrm{FU}\left(\left\langle G_{n}\right\rangle_{n=1}^{\infty}\right)$ is contained in one cell of the partition and $\max G_{n}<\min G_{n+1}$ for all $n$, then $\left\{\min G_{n+1}-\max G_{n}: n \in \mathbb{N}\right\}$ is unbounded.

Proof. Given $a \in \mathbb{N}$ and $F \in \mathcal{P}_{f}(\mathbb{N})$, define

$$
\varphi(a, F)=|\{x \in F:\{x+1, x+2, \ldots, x+a\} \cap F \neq \emptyset\}| .
$$

For $i \in\{0,1\}$, let

$$
\mathcal{A}_{i}=\left\{F \in \mathcal{P}_{f}(\mathbb{N}): \varphi(\min F, F) \equiv i(\bmod 2)\right\} .
$$

Suppose that we have a $i \in\{0,1\}$ and a sequence $\left\langle G_{n}\right\rangle_{n=1}^{\infty}$ such that
(1) $\max G_{n}<\min G_{n+1}$ for all $n \in \mathbb{N}$,
(2) $\mathrm{FU}\left(\left\langle G_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathcal{A}_{i}$, and
(3) $\left\{\min G_{n+1}-\max G_{n}: n \in \mathbb{N}\right\}$ is bounded.

Pick $b \in \mathbb{N}$ such that for all $n \in \mathbb{N}$, $\min G_{n+1}-\max G_{n} \leq b$, and pick $k \in \mathbb{N}$ such that $\min G_{k}>b$. Let $a=\min G_{k}$ and pick $\ell$ such that $\min G_{\ell}-\max G_{k}>a$, noticing that $\ell>k+1$. Let $F=\bigcup_{t=k+1}^{\ell \ell-1} G_{t}$. Then each of $G_{k}, G_{k} \cup F, G_{k} \cup G_{\ell}$, and $G_{k} \cup F \cup G_{\ell}$ is in $\mathscr{A}_{i}$ and

$$
\min G_{k}=\min \left(G_{k} \cup F\right)=\min \left(G_{k} \cup G_{\ell}\right)=\min \left(G_{k} \cup F \cup G_{\ell}\right)=a
$$

so

$$
\varphi\left(a, G_{k}\right) \equiv \varphi\left(a, G_{k} \cup F\right) \equiv \varphi\left(a, G_{k} \cup G_{\ell}\right) \equiv \varphi\left(a, G_{k} \cup F \cup G_{\ell}\right)(\bmod 2)
$$

Now

$$
\begin{aligned}
\varphi\left(a, G_{k} \cup F\right) & =\varphi\left(a, G_{k}\right)+\varphi(a, F)+1, \\
\varphi\left(a, G_{k} \cup G_{\ell}\right) & =\varphi\left(a, G_{k}\right)+\varphi\left(a, G_{\ell}\right), \quad \text { and } \\
\varphi\left(a, G_{k} \cup F \cup G_{\ell}\right) & =\varphi\left(a, G_{k}\right)+\varphi(a, F)+\varphi\left(a, G_{\ell}\right)+2
\end{aligned}
$$

so

$$
\begin{aligned}
\varphi\left(a, G_{k}\right) & \equiv \varphi\left(a, G_{k}\right)+\varphi(a, F)+1 \\
& \equiv \varphi\left(a, G_{k}\right)+\varphi\left(a, G_{\ell}\right) \\
& \equiv \varphi\left(a, G_{k}\right)+\varphi(a, F)+\varphi\left(a, G_{\ell}\right)+2(\bmod 2)
\end{aligned}
$$

which is impossible.

We show in the remainder of this section that, given any finite partition of $\mathcal{P}_{f}(\mathbb{N})$, we can get a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ with any specified separation between max $H_{n}$ and $\min H_{n+1}$ (including $\min H_{n+1}=\max H_{n}+1$ ) and all finite unions that do not use adjacent terms in one cell of the partition. In the following definition naFU is intended to represent "non adjacent finite unions".

Definition 5.24. Let $\left\langle H_{k}\right\rangle_{k=1}^{\infty}$ be a sequence in $\mathcal{P}_{f}(\mathbb{N})$.
(a) $\operatorname{naFU}\left(\left\langle H_{k}\right\rangle_{k=1}^{\infty}\right)=\left\{\bigcup_{t \in F} H_{t}: F \in \mathcal{P}_{f}(\mathbb{N})\right.$ and for all $\left.t \in F, t+1 \notin F\right\}$.
(b) If $n \in \mathbb{N}$, then $\operatorname{naFU}\left(\left\langle H_{k}\right\rangle_{k=1}^{n}\right)=\left\{\bigcup_{t \in F} H_{t}: \emptyset \neq F \subseteq\{1,2, \ldots, n\}\right.$ and for all $t \in F, t+1 \notin F\}$.
(c) $\operatorname{naFU}\left(\left\langle H_{k}\right\rangle_{k=1}^{0}\right)=\emptyset$.

We shall be using the semigroup ( $\mathcal{P}_{f}(\mathbb{N}), \cup$ ) and the customary extension of the operation to $\beta\left(\mathcal{P}_{f}(\mathbb{N})\right)$. However, we cannot follow our usual practice of denoting the extension of the operation to $\beta\left(\mathcal{P}_{f}(\mathbb{N})\right)$ by the same symbol used to denote the operation in $\mathcal{P}_{f}(\mathbb{N})$. (If $p, q \in \beta\left(\mathcal{P}_{f}(\mathbb{N})\right)$, then $p \cup q$ already means something.) So, we shall denote the extension of the operation $\cup$ to $\beta\left(\mathcal{P}_{f}(\mathbb{N})\right)$ by $\uplus$.

Lemma 5.25. Let $f: \mathbb{N} \rightarrow \mathbb{N}$ be a nondecreasing function. Define $M: \mathcal{P}_{f}(\mathbb{N}) \rightarrow$ $\mathbb{N}$ and $m: \mathscr{P}_{f}(\mathbb{N}) \rightarrow \mathbb{N}$ by $M(F)=\max F+f(\max F)$ and $m(F)=\min F$. Then $M$ is a homomorphism from $\left(\mathscr{P}_{f}(\mathbb{N}), \cup\right)$ to $(\mathbb{N}, \vee)$ and $m$ is a homomorphism from $\left(\mathcal{P}_{f}(\mathbb{N}), \cup\right)$ to $(\mathbb{N}, \wedge)$. Consequently, $\widetilde{M}$ is a homomorphism from $\left(\beta\left(\mathcal{P}_{f}(\mathbb{N})\right), \uplus\right)$ to $(\beta \mathbb{N}, \vee)$ and $\widetilde{m}$ is a homomorphism from $\left(\beta\left(\mathscr{P}_{f}(\mathbb{N})\right), \uplus\right)$ to $(\beta \mathbb{N}, \wedge)$.

Proof. That $m$ is a homomorphism is trivial. Given $F, G \in \mathscr{P}_{f}(\mathbb{N})$, one has

$$
f(\max (F \cup G))=f(\max F) \vee f(\max G)
$$

since $f$ is a nondecreasing function, so that $M(F \cup G)=M(F) \vee M(G)$. The fact that $\widetilde{M}$ and $\widetilde{m}$ are homomorphisms then follows from Corollary 4.22 and Theorem 4.24 .

Lemma 5.26. Let $f: \mathbb{N} \rightarrow \mathbb{N}$ be a nondecreasing function, define $M$ and $m$ as in Lemma 5.25, and let $Y=\{a+f(a): a \in \mathbb{N}\}$. If $x \in \bar{Y} \backslash \mathbb{N}$ and

$$
T=\left\{p \in \beta\left(\mathcal{P}_{f}(\mathbb{N})\right): \widetilde{M}(p)=\widetilde{m}(p)=x\right\}
$$

then $T$ is a compact subsemigroup of $\left(\beta\left(\mathcal{P}_{f}(\mathbb{N})\right), \uplus\right)$.
Proof. Trivially $T$ is compact. Further, by Exercise 4.1.11, $x \vee x=x \wedge x=x$, so by Lemma 5.25, if $p, q \in T$, then $p \uplus q \in T$. Thus it suffices to show that $T \neq \emptyset$.

Let $\mathcal{A}=\left\{M^{-1}[X] \cap m^{-1}[X]: X \in x\right\}$. We claim that $\mathcal{A}$ has the finite intersection property, for which it suffices to show that $M^{-1}[X] \cap m^{-1}[X] \neq \emptyset$ for every $X \in x$.

So let $X \in x$ be given, pick $a \in X$, and pick $c \in X \cap Y$ such that $c>a+f(a)$. Since $c \in Y$, pick $b \in \mathbb{N}$ such that $c=b+f(b)$. Let $F=\{a, b\}$. If one had $b<a$, then one would have $c=b+f(b)<a+f(a)$, so max $F=b$. Then $m(F)=a \in X$ and $M(F)=b+f(b)=c \in X$, so $F \in M^{-1}[X] \cap m^{-1}[X]$.

Pick $p \in \beta\left(\mathscr{P}_{f}(\mathbb{N})\right)$ such that $\mathcal{A} \subseteq p$. By Lemma $3.30 p \in T$.
We can now prove the promised theorem yielding adjacent sequences with non adjacent unions in one cell.

Theorem 5.27. Let $f: \mathbb{N} \rightarrow \mathbb{N}$ be a nondecreasing function and let $\mathcal{P}_{f}(\mathbb{N})=$ $\bigcup_{i=1}^{r} \mathcal{A}_{i}$. Then there exist some $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that
(i) for each $n, \min H_{n+1}=\max H_{n}+f\left(\max H_{n}\right)$ and
(ii) $\operatorname{naFU}\left(\left\langle H_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathcal{A}_{i}$.

Proof. Let $M$ and $m$ be as defined in Lemma 5.25 and let $Y=\{a+f(a): a \in \mathbb{N}\}$. Pick $x \in \bar{Y} \backslash \mathbb{N}$ and by Lemma 5.26 and Theorem 2.5 pick an idempotent $p$ in $\left(\beta\left(\mathcal{P}_{f}(\mathbb{N})\right), \uplus\right)$ such that $\widetilde{M}(p)=\widetilde{m}(p)=x$. We show that for each $\mathcal{U} \in p$, there is a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathscr{P}_{f}(\mathbb{N})$ such that
(a) for each $n, m\left(H_{n+1}\right)=M\left(H_{n}\right)$ and
(b) $\operatorname{naFU}\left(\left\langle H_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathcal{U}$.

Then choosing $i \in\{1,2, \ldots, r\}$ such that $\mathscr{A}_{i} \in p$ completes the proof.
So let $\mathcal{U} \in p$ be given. For each $G \in \mathscr{P}_{f}(\mathbb{N})$ and any $\mathcal{V} \subseteq \mathcal{P}_{f}(\mathbb{N})$ let $G^{-1} \mathcal{V}=$ $\left\{F \in \mathcal{P}_{f}(\mathbb{N}): G \cup F \in \mathcal{V}\right\}$ and let $\mathcal{U}^{\star}=\left\{G \in \mathcal{U}: G^{-1} U \in p\right\}$. Then by Lemma 4.14, $\mathcal{U}^{\star} \in p$ and for each $G \in U^{\star}, G^{-1} U^{\star} \in p$.

We claim now that, given any $H \in \mathcal{P}_{f}(\mathbb{N}),\left\{J \in \mathcal{P}_{f}(\mathbb{N}): m(J)>M(H)\right\} \in p$. Indeed, otherwise we have some $t \leq M(H)$ such that $\left\{J \in \mathscr{P}_{f}(\mathbb{N}): m(J)=t\right\} \in p$ so that $\widetilde{m}(p)=t$, a contradiction.

Now, by Lemma 3.31, $\left\{H \in \mathcal{P}_{f}(\mathbb{N}): M(H) \in m\left[U^{\star}\right]\right\} \in p$ so pick $H_{1} \in U^{\star}$ such that $M\left(H_{1}\right) \in m\left[U^{\star}\right]$. Inductively, let $n \in \mathbb{N}$ and assume that we have chosen $\left\langle H_{j}\right\rangle_{j=1}^{n}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that for each $k \in\{1,2, \ldots, n\}$,
(1) $\operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{k}\right) \subseteq U^{\star}$,
(2) if $k>1$, then $M\left(H_{k}\right) \in m\left[U^{\star} \cap \bigcap\left\{G^{-1} U^{\star}: G \in \operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{k-1}\right)\right\}\right]$, and
(3) if $k>1$, then $m\left(H_{k}\right)=M\left(H_{k-1}\right)$.

Hypothesis (1) holds at $n=1$ and hypotheses (2) and (3) are vacuous there.
If $n=1$, pick $H \in U^{\star}$ such that $m(H)=M\left(H_{1}\right)$. Otherwise, by hypothesis (2), pick

$$
H \in U^{\star} \cap \bigcap\left\{G^{-1} U^{\star}: G \in \operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{n-1}\right)\right\}
$$

such that $m(H)=M\left(H_{n}\right)$. Let $\mathcal{V}$ be the family of sets $J \in \mathcal{P}_{f}(\mathbb{N})$ satisfying
(i) $m(J)>M(H)$,
(ii) $H \cup J \in U^{\star}$,
(iii) $G \cup H \cup J \in U^{\star}$ for all $G \in \operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{n-1}\right)$, and
(iv) $M(J) \in m\left[U^{\star} \cap \bigcap\left\{G^{-1} U^{\star}: G \in \operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{n}\right)\right\}\right]$.

We have seen that $\left\{J \in \mathcal{P}_{f}(\mathbb{N}): m(J)>M(H)\right\} \in p$ and $H^{-1} U^{\star} \in p$ because $H \in U^{\star}$. If $n>1$ and $G \in \operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{n-1}\right)$, then $H \in G^{-1} U^{\star}$ so $G \cup H \in \mathcal{U}^{\star}$ so $(G \cup H)^{-1} U^{\star} \in p$. Thus the family of sets satisfying (i), (ii), and (iii) is in $p$.

Finally, if $G \in \operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{n}\right)$, then $G \in U^{\star}$ by hypothesis (1), so $G^{-1} U^{\star} \in p$. Thus $U^{\star} \cap \bigcap\left\{G^{-1} U^{\star}: G \in \operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{n}\right)\right\} \in p$ so

$$
\left\{J \in \mathscr{P}_{f}(\mathbb{N}): M(J) \in m\left[U^{\star} \cap \bigcap\left\{G^{-1} U^{\star}: G \in \operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{n}\right)\right\}\right]\right\} \in p
$$

by Lemma 3.31. Thus $\mathcal{V} \in p$ and so is nonempty.
Pick $J \in \mathcal{V}$ and let $H_{n+1}=H \cup J$. Then $M\left(H_{n+1}\right)=M(J)$ and also $m\left(H_{n+1}\right)=m(H)=M\left(H_{n}\right)$ so hypothesis (3) holds.

Further, $J \in \mathcal{V}$ so

$$
M\left(H_{n+1}\right)=M(J) \in m\left[U^{\star} \cap \bigcap\left\{G^{-1} U^{\star}: G \in \operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{n}\right)\right\}\right]
$$

so hypothesis (2) holds.
To complete the proof, we show that $\operatorname{naFU}\left(\left\langle H_{j}\right\rangle_{j=1}^{n+1}\right) \subseteq \mathcal{U}^{\star}$. So let $\emptyset \neq F \subseteq$ $\{1,2, \ldots, n+1\}$ such that for each $t \in F, t+1 \notin F$. If $n+1 \notin F$, then $\bigcup_{t \in F} H_{t} \in \mathcal{U}^{\star}$ by hypothesis (1) at $n$, so assume that $n+1 \in F$.

If $F=\{n+1\}$, then we have $H_{n+1}=H \cup J \in \mathcal{U}^{\star}$. Thus, assume that $F \neq\{n+1\}$, let $K=F \backslash\{n+1\}$, and let $G=\bigcup_{t \in K} H_{t}$. Then $\bigcup_{t \in F} H_{t}=G \cup H \cup J \in \mathcal{U}^{\star}$.

Exercise 5.4.1. Let $f: \mathbb{N} \rightarrow \mathbb{N}$ be a nondecreasing function and let $Z$ be any infinite subset of $\{a+f(a): a \in \mathbb{N}\}$. Show that the conclusion of Theorem 5.27 can be strengthened to require that $\min H_{n} \in Z$ for each $n \in \mathbb{N}$. (Hint: In Lemma 5.26, choose $x \in \bar{Z} \backslash \mathbb{N}$.)

### 5.5 Compactness

Most of the combinatorial results that we shall prove in this book are infinite in nature. We deal here with a general method used to derive finite analogues from the infinite versions. This version is commonly referred to as "compactness". (One will read in the literature, "by a standard compactness argument one sees ...".) We illustrate two forms of this method of proof in this section, first deriving a finite version of the Finite Products Theorem (Corollary 5.9).

For either of the common forms of compactness arguments it is more convenient to work with the "coloring" method of stating results in Ramsey Theory.

Definition 5.28. Let $X$ be a set and let $r \in \mathbb{N}$.
(a) An $r$-coloring of $X$ is a function $\varphi: X \rightarrow\{1,2, \ldots, r\}$.
(b) Given an $r$-coloring $\varphi$ of $X$, a subset $B$ of $X$ is said to be monochrome (with respect to $\varphi$ ) provided $\varphi$ is constant on $B$.

Theorem 5.29. Let $S$ be a countable semigroup and enumerate $S$ as $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$. For each $r$ and $m$ in $\mathbb{N}$, there exists $n \in \mathbb{N}$ such that whenever $\left\{s_{t}: t \in\{1,2, \ldots, n\}\right\}$ is $r$-colored, there is a sequence $\left\langle x_{t}\right\rangle_{t=1}^{m}$ in $S$ such that $\mathrm{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right)$ is monochrome.

Proof. Let $r, m \in \mathbb{N}$ be given and suppose the conclusion fails. For each $n \in \mathbb{N}$ choose an $r$-coloring $\varphi_{n}$ of $\left\{s_{t}: t \in\{1,2, \ldots, n\}\right\}$ such that for no sequence $\left\langle x_{t}\right\rangle_{t=1}^{m}$ in $S$ is $\mathrm{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right)$ monochrome.

Choose by the pigeon hole principle an infinite subset $B_{1}$ of $\mathbb{N}$ and an element $\sigma(1) \in\{1,2, \ldots, r\}$ such that for all $k \in B_{1}, \varphi_{k}\left(s_{1}\right)=\sigma(1)$. Inductively, given $\ell \in \mathbb{N}$ with $\ell>1$ and an infinite subset $B_{\ell-1}$ of $\mathbb{N}$ choose an infinite subset $B_{\ell}$ of $B_{\ell-1}$ and an element $\sigma(\ell) \in\{1,2, \ldots, r\}$ such that $\min B_{\ell} \geq \ell$ and for all $k \in B_{\ell}$, $\varphi_{k}\left(s_{\ell}\right)=\sigma(\ell)$.

Define an $r$-coloring $\tau$ of $S$ by $\tau\left(s_{\ell}\right)=\sigma(\ell)$. Then $S=\bigcup_{i=1}^{r} \tau^{-1}[\{i\}]$ so pick by Corollary 5.9 some $i \in\{1,2, \ldots, r\}$ and an infinite sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ in $S$ such that $\mathrm{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \tau^{-1}[\{i\}]$. Pick $k \in \mathbb{N}$ such that $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right) \subseteq\left\{s_{1}, s_{2}, \ldots, s_{k}\right\}$ and pick $n \in B_{k}$. We claim that $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right)$ is monochrome with respect to $\varphi_{n}$, a contradiction. To see this, let $a \in \operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right)$ be given and pick $\ell \in\{1,2, \ldots, k\}$ such that $a=s_{\ell}$. Then $n \in B_{k} \subseteq B_{\ell}$ so $\varphi_{n}(a)=\sigma(\ell)$. Since $a \in \operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq$ $\tau^{-1}[\{i\}], i=\tau(a)=\tau\left(s_{\ell}\right)=\sigma(\ell)$. Thus $\varphi_{n}$ is constantly equal to $i$ on $\mathrm{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right)$ as claimed.

The reader may wonder why the term "compactness" is applied to the proof of Theorem 5.29. One answer is that such results can be proved using the compactness theorem of logic. Another interpretation is provided by the proof of the following theorem which utilizes topological compactness.

Theorem 5.30. For each $r$ and $m$ in $\mathbb{N}$ there exists $n \in \mathbb{N}$ such that whenever $\{1,2, \ldots, n\}$ is $r$-colored, there exist sequences $\left\langle x_{t}\right\rangle_{t=1}^{m}$ and $\left\langle y_{t}\right\rangle_{t=1}^{m}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right)$ and $\mathrm{FP}\left(\left\langle y_{t}\right\rangle_{t=1}^{m}\right)$ are contained in $\{1,2, \ldots, n\}$ and $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right) \cup$ $\mathrm{FP}\left(\left\langle y_{t}\right\rangle_{t=1}^{m}\right)$ is monochrome.

Proof. Let $r, m \in \mathbb{N}$ be given and suppose the conclusion fails. For each $n \in \mathbb{N}$ choose an $r$-coloring $\varphi_{n}$ of $\{1,2, \ldots, n\}$ such that there are no sequences $\left\langle x_{t}\right\rangle_{t=1}^{m}$ and $\left\langle y_{t}\right\rangle_{t=1}^{m}$ in $\mathbb{N}$ for which $\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right)$ and $\operatorname{FP}\left(\left\langle y_{t}\right\rangle_{t=1}^{m}\right)$ are contained in $\{1,2, \ldots, n\}$ and $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right) \cup \mathrm{FP}\left(\left\langle y_{t}\right\rangle_{t=1}^{m}\right)$ is monochrome.

Let $Y=\times_{n=1}^{\infty}\{1,2, \ldots, r\}$, where $\{1,2, \ldots, r\}$ is viewed as a topological space with the discrete topology. For each $n \in \mathbb{N}$ define $\mu_{n} \in Y$ by

$$
\mu_{n}(t)= \begin{cases}\varphi_{n}(t) & \text { if } t \leq n \\ 1 & \text { if } t>n\end{cases}
$$

Then $\left\langle\mu_{n}\right\rangle_{n=1}^{\infty}$ is a sequence in the compact space $Y$ and so we can choose a cluster point $\tau$ of $\left\langle\mu_{n}\right\rangle_{n=1}^{\infty}$ in $Y$.

Then $\mathbb{N}=\bigcup_{i=1}^{r} \tau^{-1}[\{i\}]$. So by Corollary 5.22 there exist $i \in\{1,2, \ldots, r\}$ and sequences $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq$ $\tau^{-1}[\{i\}]$. Let $k=\max \left(\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right) \cup \mathrm{FP}\left(\left\langle y_{t}\right\rangle_{t=1}^{m}\right)\right)$ and let $U=\{g \in Y:$ for all $t \in\{1,2, \ldots, k\}, g(t)=\tau(t)\}$. Then $U$ is a neighborhood of $\tau$ in $Y$, so pick $n>k$ such that $\mu_{n} \in U$. But then $\mu_{n}$ agrees with $\tau$ on $\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right) \cup \operatorname{FP}\left(\left\langle y_{t}\right\rangle_{t=1}^{m}\right)$. Also $\mu_{n}$ agrees with $\varphi_{n}$ on $\{1,2, \ldots, n\}$ so $\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right) \cup \mathrm{FP}\left(\left\langle y_{t}\right\rangle_{t=1}^{m}\right)$ is monochrome with respect to $\varphi_{n}$, a contradiction.

Exercise 5.5.1. Prove, using compactness and Theorem 5.6, the following version of Ramsey's Theorem. Let $k, r, m \in \mathbb{N}$. There exists $n \in \mathbb{N}$ such that whenever $Y$ is a set with $|Y|=n$ and $[Y]^{k}=\bigcup_{i=1}^{r} A_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $B \in[Y]^{m}$ with $[B]^{k} \subseteq A_{i}$.

### 5.6 Notes

The basic reference for Ramsey Theory is the book by that title [176].
Corollary 5.10 was originally proved in [187], with a purely elementary (but very complicated) combinatorial proof. A simplified combinatorial proof was given by J. Baumgartner [23], and a proof using tools from Topological Dynamics has been given by H. Furstenberg and B. Weiss [161].

The first proof of the Finite Sums Theorem given here is due to F. Galvin and S. Glazer. This proof was never published by the originators, although it has appeared in several surveys, the first of which was [105]. The idea for the construction occurred to Galvin around 1970. At that time the Finite Sums Theorem was a conjecture of R. Graham and B. Rothschild [175], as yet unproved. Galvin asked whether an "almost translation invariant ultrafilter" existed. That is, is there an ultrafilter $p$ on $\mathbb{N}$ such that whenever $A \in p$, one has $\{x \in S: A-x \in p\} \in p$ ? (In terms of the measure $\mu$ corresponding to $p$ which was introduced in Exercise 3.1.2, this is asking that any set of measure 1 should almost always translate to a set of measure 1.) Galvin had invented the construction used in the first proof of Theorem 5.8, and knew that an affirmative answer to his question would provide a proof of the conjecture of Graham and Rothschild. One of the current authors tried to answer this question and succeeded only in showing that, under the assumption of the continuum hypothesis, the validity of the conjecture of Graham and Rothschild implied an affirmative answer
to Galvin's question. With the subsequent elementary proof of the Finite Sums Theorem [187], Galvin's almost translation invariant ultrafilters became a figment of the continuum hypothesis. Galvin was interested in establishing their existence in ZFC, and one day in 1975 he asked Glazer whether such ultrafilters existed. When Glazer quickly answered "yes", Galvin tried to explain that he must be missing something because it couldn't be that easy. In fact it was that easy, because Glazer (1) knew that $\beta \mathbb{N}$ could be made into a right topological semigroup with an operation extending ordinary addition and (2) knew the characterization of that operation in terms of ultrafilters. (Most of the mathematicians who were aware of the algebraic structure of $\beta \mathbb{N} \operatorname{did}$ not think of $\beta \mathbb{N}$ as a space of ultrafilters.) In terms of that characterization, it was immediate that Galvin's almost translation invariant ultrafilters were simply idempotents.

Theorem 5.12 is a result of F . Galvin (also not published by him).
An elementary proof of Corollary 5.22 can be found in [45], a result of collaboration with V. Bergelson.

Theorem 5.27 is due to A. Blass in [68] where it was proved using Martin's Axiom, followed by an absoluteness argument showing that it is a theorem of ZFC.

## Part II

## Algebra of $\boldsymbol{\beta} \boldsymbol{S}$

## Chapter 6

## Ideals and Commutativity in $\beta S$

A very striking fact about $\beta \mathbb{N}$ is how far it is from being commutative. Although $(\beta \mathbb{N},+)$ is a natural extension of the semigroup $(\mathbb{N},+)$, which is the most familiar of all semigroups, its algebraic structure is amazingly complicated. For example, as we shall show in Corollary 7.36, it contains many copies of the free group on $2^{\text {c }}$ generators.

It is a simple observation that a semigroup $(S, \cdot)$ which contains two disjoint left ideals or two disjoint right ideals cannot be commutative. If $L_{1}$ and $L_{2}$, say, are two disjoint left ideals of $S$ and if $s_{1} \in L_{1}$ and $s_{2} \in L_{2}$, then $s_{1} \cdot s_{2} \in L_{2}$ and $s_{2} \cdot s_{1} \in L_{1}$. So $s_{1} \cdot s_{2} \neq s_{2} \cdot s_{1}$. We shall show that ( $\beta \mathbb{N},+$ ) contains $2^{\mathfrak{c}}$ mutually disjoint left ideals and $2^{c}$ mutually disjoint right ideals, and that this is a property shared by a large class of semigroups of the form $\beta S$.

Using this observation, it is fairly easy to see that $\beta \mathbb{Z}$ is not commutative. In fact, no element of $\mathbb{Z}^{*}$ can be in the center of $\beta \mathbb{Z}$. We first observe that $\mathbb{N}^{*}$ and $(-\mathbb{N})^{*}$ are both left ideals of $\beta \mathbb{Z}$, as shown in Exercise 4.3.5. Thus, if $p \in \mathbb{N}^{*}$ and $q \in(-\mathbb{N})^{*}$, $q+p \in \mathbb{N}^{*}$ and $p+q \in(-\mathbb{N})^{*}$. So $q+p \neq p+q$ and neither $p$ nor $q$ is in the center of $\beta \mathbb{Z}$. (Here, as elsewhere, if we mention "the semigroup $\beta \mathbb{Z}$ " or "the semigroup $\beta \mathbb{N}$ " without mention of the operation, we assume that the operation is addition.)

We shall show in Theorem 6.10 that $\mathbb{N}$ is the center of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$, and we shall show in Theorem 6.54 that these facts follow from a more general theorem.

### 6.1 The Semigroup $\mathbb{H}$

We shall use the binary expansion of positive integers to show how rich the algebraic structure of $(\beta \mathbb{N},+)$ is. This tool will yield information, not only about $\beta \mathbb{N}$, but about all semigroups $\beta S$ which arise from infinite, discrete, cancellative semigroups $S$.

Definition 6.1. $\mathbb{H}=\bigcap_{n \in \mathbb{N}} c \ell_{\beta \mathbb{N}}\left(2^{n} \mathbb{N}\right)$.
Recall that each $n \in \mathbb{N}$ can be expressed uniquely as $n=\sum_{i \in F} 2^{i}$, where $F \in$ $\mathcal{P}_{f}(\omega)$. (Recall that $\omega=\mathbb{N} \cup\{0\}$.)

Definition 6.2. Given $n \in \mathbb{N}, \operatorname{supp}(n) \in \mathcal{P}_{f}(\omega)$ is defined by $n=\sum_{i \in \operatorname{supp}(n)} 2^{i}$.
In our study of $\beta \mathbb{N}$ it will often be the case that functions which are not homomorphisms on $\mathbb{N}$ nonetheless extend to functions whose restrictions to $\mathbb{H}$ are homo-
morphisms. We remind the reader that the topological center $\Lambda(T)$ of a right topological semigroup $T$ is the set of elements $t \in T$ for which $\lambda_{t}$ is continuous.

Lemma 6.3. Let $(T, \cdot)$ be a compact right topological semigroup and let $\varphi: \mathbb{N} \rightarrow T$ with $\varphi[\mathbb{N}] \subseteq \Lambda(T)$. Assume that there is some $k \in \omega$ such that whenever $x, y \in \mathbb{N}$ and $\max \operatorname{supp}(x)+k<\min \operatorname{supp}(y)$ one has $\varphi(x+y)=\varphi(x) \cdot \varphi(y)$. Then for each $p, q \in \mathbb{H}, \widetilde{\varphi}(p+q)=\widetilde{\varphi}(p) \cdot \widetilde{\varphi}(q)$.

Proof. This follows from Theorem 4.21 with $\mathcal{A}=\left\{2^{n} \mathbb{N}: n \in \mathbb{N}\right\}$.
The following theorem shows that homomorphic images of $\mathbb{H}$ occur very widely. In this theorem, the possibility of a finite dense topological center can only occur if $T$ itself is finite, since we are assuming that all hypothesized topological spaces are Hausdorff.

Theorem 6.4. Let $T$ be a compact right topological semigroup with a countable dense subset contained in its topological center. Then $T$ is the image of $\mathbb{H}$ under a continuous homomorphism.

Proof. Let $E$ be a countable dense subset of $T$ contained in $\Lambda(T)$. We enumerate $E$ as $\left\{t_{i}: i \in I\right\}$, where $I$ is either $\omega$ or $\{0,1,2, \ldots, k\}$ for some $k \in \omega$. We then choose a disjoint partition $\left\{A_{i}: i \in I\right\}$ of $\left\{2^{n}: n \in \omega\right\}$, with each $A_{i}$ being infinite.

We define a mapping $\tau: \mathbb{N} \rightarrow T$ by first stating that $\tau\left(2^{n}\right)=t_{i}$ if $2^{n} \in A_{i}$. We then extend $\tau$ to $\mathbb{N}$ by putting $\tau(n)=\prod_{i \in \operatorname{supp}(n)} \tau\left(2^{i}\right)$, with the terms in this product occurring in the order of increasing $i$.

It follows from Lemma 6.3, that $\tilde{\tau}: \beta \mathbb{N} \rightarrow T$ is a homomorphism on $\mathbb{H}$. We must show that $\tilde{\tau}[\mathbb{H}]=T$. To see this, let $i \in I$ and let $x \in A_{i}^{*}$. Then $x \in \mathbb{H}$ and $\widetilde{\tau}(x)=t_{i}$. So $\widetilde{\tau}[\mathbb{H}] \supseteq E$ and thus $\widetilde{\tau}[\mathbb{H}] \supseteq c \ell(E)=T$.

Corollary 6.5. Every finite (discrete) semigroup is the image of $\mathbb{H}$ under a continuous homomorphism.

Proof. A finite discrete semigroup is a compact right topological semigroup which is equal to its own topological center.

The following result is Lemma 5.19.1. We repeat it because it occupied this position in the first edition.

Lemma 6.6. Let $p$ be an idempotent in $(\beta \mathbb{N},+)$. Then for every $n \in \mathbb{N}, n \mathbb{N} \in p$.
Proof. Lemma 5.19.1.
Definition 6.7. We define $\phi: \mathbb{N} \rightarrow \omega$ and $\theta: \mathbb{N} \rightarrow \omega$ by stating that $\phi(n)=$ $\max (\operatorname{supp}(n))$ and $\theta(n)=\min (\operatorname{supp}(n))$. Let $\widetilde{\phi}: \beta \mathbb{N} \rightarrow \beta \omega$ and $\widetilde{\theta}: \beta \mathbb{N} \rightarrow \beta \omega$ be the continuous extensions of $\phi$ and $\theta$ respectively.

Lemma 6.8. The set $\mathbb{H}$ is a compact subsemigroup of $(\beta \mathbb{N},+)$, which contains all the idempotents of $(\beta \mathbb{N},+)$. Furthermore, for any $p \in \beta \mathbb{N}$ and any $q \in \mathbb{H}, \widetilde{\phi}(p+q)=$ $\widetilde{\phi}(q)$ and $\widetilde{\theta}(p+q)=\widetilde{\theta}(p)$.

Proof. $\mathbb{H}$ is obviously compact. Now, if $n \in 2^{k} \mathbb{N}$ and if $r>\phi(n), n+2^{r} \mathbb{N} \subseteq 2^{k} \mathbb{N}$. Thus it follows from Theorem 4.20 that $\mathbb{H}$ is a semigroup.

By Lemma 6.6, $\mathbb{H}$ contains all of the idempotents of $(\beta \mathbb{N},+)$.
Now suppose that $p \in \beta \mathbb{N}$ and $q \in \mathbb{H}$. Given any $m \in \mathbb{N}$, choose $r \in \mathbb{N}$ satisfying $r>\phi(m)$. Then, if $n \in 2^{r} \mathbb{N}, \phi(m+n)=\phi(n)$ and $\theta(m+n)=\theta(m)$. Hence since $2^{r} \mathbb{N} \in q$,

$$
\begin{aligned}
\widetilde{\phi}(m+q) & =\underset{n \in 2^{r} \mathbb{N}}{q-\lim _{n}} \phi(m+n) \\
& =\underset{n \in 2^{r} \mathbb{N}}{q-\lim _{n}} \phi(n) \\
& =\widetilde{\phi}(q) .
\end{aligned}
$$

It follows that $\widetilde{\phi}(p+q)=\lim _{m \rightarrow p} \widetilde{\phi}(m+q)=\widetilde{\phi}(q)$. Similarly, $\widetilde{\theta}(p+q)=\widetilde{\theta}(p)$.
Theorem 6.9. $(\beta \mathbb{N},+)$ contains $2^{\mathfrak{c}}$ minimal left ideals and $2^{\mathfrak{c}}$ minimal right ideals. Each of these contains $2^{\mathfrak{c}}$ idempotents.

Proof. Let $A=\left\{2^{n}: n \in \mathbb{N}\right\}$. Since $\phi\left(2^{n}\right)=\theta\left(2^{n}\right)=n$ for each $n \in \mathbb{N}$, $\phi_{\mid A}=\theta_{\mid A}: A \rightarrow \mathbb{N}$ is bijective and so $\widetilde{\phi}_{\mid \bar{A}}=\widetilde{\theta}_{\mid \bar{A}}: \bar{A} \rightarrow \beta \mathbb{N}$ is bijective as well. Now if $q_{1}, q_{2} \in A^{*}$ and $\left(\beta \mathbb{N}+q_{1}\right) \cap\left(\beta \mathbb{N}+q_{2}\right) \neq \emptyset$, then by Lemma 6.8, $q_{1}=q_{2}$. (For if $r+q_{1}=s+q_{2}$, then $\widetilde{\phi}\left(q_{1}\right)=\widetilde{\phi}\left(r+q_{1}\right)=\widetilde{\phi}\left(s+q_{2}\right)=\widetilde{\phi}\left(q_{2}\right)$.) By Corollary $3.57\left|A^{*}\right|=2^{\mathfrak{c}}$, so $\beta \mathbb{N}$ has $2^{\mathfrak{c}}$ pairwise disjoint left ideals, and each contains a minimal left ideal, by Corollary 2.6.

Now observe that any idempotent $e$ which is minimal (with respect to the ordering of idempotents where $e \leq f$ if and only if $e=e+f=f+e$ ) in $\mathbb{H}$ is in fact minimal in $\beta \mathbb{N}$. For otherwise there is an idempotent $f$ of $\beta \mathbb{N}$ with $f<e$. But every idempotent of $\beta \mathbb{N}$ is in $\mathbb{H}$ and so $f \in \mathbb{H}$, contradicting the minimality of $e$ in $\mathbb{H}$.

Given any $q \in A^{*}, q+\mathbb{H}$ contains an idempotent $\delta(q)$ which is minimal in $\mathbb{H}$ by Theorems 2.7 and 2.9, and is hence minimal in $\beta \mathbb{N}$. Thus by Theorem 2.9, $\delta(q)+\beta \mathbb{N}$ is a minimal right ideal of $\beta \mathbb{N}$. We claim that if $q_{1} \neq q_{2}$ in $A^{*}$, then $\delta\left(q_{1}\right)+\beta \mathbb{N} \neq$ $\delta\left(q_{2}\right)+\beta \mathbb{N}$. For otherwise, $\delta\left(q_{2}\right) \in \delta\left(q_{1}\right)+\beta \mathbb{N}$ and so $\delta\left(q_{2}\right)=\delta\left(q_{1}\right)+\delta\left(q_{2}\right)$ by Lemma 1.30. However, $\widetilde{\theta}\left(\delta\left(q_{2}\right)\right) \in \widetilde{\theta}\left[q_{2}+\mathbb{H}\right]=\left\{q_{2}\right\}$ (by Lemma 6.8), while $\widetilde{\theta}\left(\delta\left(q_{1}\right)+\delta\left(q_{2}\right)\right)=\widetilde{\theta}\left(\delta\left(q_{1}\right)\right)=q_{1}$, a contradiction.

If $L$ is any minimal left ideal and $R$ is any minimal right ideal of $(\beta \mathbb{N},+), L \cap R$ contains an idempotent, by Theorem 1.61. It follows that $L$ and $R$ both contain $2^{\text {c }}$ idempotents.

As we shall see in Theorem 6.54, the following theorem is a special case of a theorem that is far more general. We include it, however, because the special case is important and has a simpler proof.

Theorem 6.10. $\mathbb{N}$ is the center of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$.
Proof. By Theorem $4.23 \mathbb{N}$ is contained in the centers of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$.
Let $A=\left\{2^{n}: n \in \mathbb{N}\right\}$. Suppose that $p \in \mathbb{N}^{*}$ and $q \in A^{*}$. By Lemma 6.8, $\widetilde{\phi}(p+q)=\widetilde{\phi}(q)$. On the other hand, suppose that $m, n \in \mathbb{N}$ and that $n>m$. Then $\phi(m+n)=\phi(n)$ or $\phi(m+n)=\phi(n)+1$. For each $m,\{n \in \mathbb{N}: \phi(m+n)=$ $\phi(n)\} \in p$ or $\{n \in \mathbb{N}: \phi(m+n)=\phi(n)+1\} \in p$. In the first case,

$$
p \in c \ell\{n \in \mathbb{N}: \phi(m+n)=\phi(n)\} \quad \text { and so } \quad \widetilde{\phi}(m+p)=\widetilde{\phi}(p)
$$

In the second case, $\widetilde{\phi}(m+p)=\widetilde{\phi}(p)+1$. Now $\{m \in \mathbb{N}: \widetilde{\phi}(m+p)=\widetilde{\phi}(p)\} \in q$ or $\{m \in \mathbb{N}: \widetilde{\phi}(m+p)=\widetilde{\phi}(p)+1\} \in q . \operatorname{So} \widetilde{\phi}(q+p)=\widetilde{\phi}(p)$ or $\widetilde{\phi}(q+p)=\widetilde{\phi}(p)+1$. Since there are $2^{\mathfrak{c}}$ different values of $\widetilde{\phi}(q)$, we can choose $q \in A^{*}$ satisfying $\widetilde{\phi}(q) \notin$ $\{\widetilde{\phi}(p), \widetilde{\phi}(p)+1\}$. Then $q \in \mathbb{H}$ so $\widetilde{\phi}(p+q)=\widetilde{\phi}(q) \neq \widetilde{\phi}(q+p)$ so $p+q \neq q+p$, and thus $p$ cannot be in the center of $(\beta \mathbb{N},+)$.

Now for any $m, n \in \mathbb{N}, \phi\left(m 2^{n}\right)=\phi(m)+n=\phi(m)+\phi\left(2^{n}\right)$. Now given $p \in \mathbb{N}^{*}$ and $q \in A^{*}$, one has

$$
\begin{aligned}
\widetilde{\phi}(p \cdot q) & =\lim _{m \rightarrow p} \lim _{2^{n} \rightarrow q} \phi\left(m \cdot 2^{n}\right) \\
& =\lim _{m \rightarrow p} \lim _{2^{n} \rightarrow q}\left(\phi(m)+\phi\left(2^{n}\right)\right) \\
& =\lim _{m \rightarrow p}\left(\phi(m)+\lim _{2^{n} \rightarrow q} \phi\left(2^{n}\right)\right) \\
& =\lim _{m \rightarrow p}(\phi(m)+\widetilde{\phi}(q)) \\
& =\widetilde{\phi}(p)+\widetilde{\phi}(q) .
\end{aligned}
$$

And similarly, $\widetilde{\phi}(q \cdot p)=\widetilde{\phi}(q)+\widetilde{\phi}(p)$.
Now let $p \in \mathbb{N}^{*}$. We show that $p$ is not in the center of $(\beta \mathbb{N}, \cdot)$. Since $\phi$ is finite-to-one, $\widetilde{\phi}(p) \in \mathbb{N}^{*}$ so pick $r \in \mathbb{N}^{*}$ such that $\widetilde{\phi}(p)+r \neq r+\widetilde{\phi}(p)$. Since $\widetilde{\phi}_{\mid \bar{A}}$ maps $\bar{A}$ bijectively to $\beta \mathbb{N}$, pick $q \in A^{*}$ such that $\widetilde{\phi}(q)=r$. Then $\widetilde{\phi}(p \cdot q)=\widetilde{\phi}(p)+r \neq$ $r+\widetilde{\phi}(p)=\widetilde{\phi}(q \cdot p)$ so $p \cdot q \neq q \cdot p$.

Remark 6.11. It follows from Theorem 4.24 that $\mathbb{N}$ is the topological center of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$.

We shall in fact see in Theorems 6.79 and 6.80 that there is a subset $\Delta$ of $\mathbb{N}^{*}$ such that $\Delta$ and $\mathbb{N}^{*} \backslash \Delta$ are both left ideals of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$.

Theorem 6.12. $\mathbb{H}$ contains an infinite decreasing sequence of idempotents.
Proof. Let $\left\langle A_{n}\right\rangle_{n=1}^{\infty}$ be an infinite increasing sequence of subsets of $\mathbb{N}$ such that $A_{n+1} \backslash A_{n}$ is infinite for every $n$. Let $S_{n}=\left\{m \in \mathbb{N}: \operatorname{supp}(m) \subseteq A_{n}\right\}$. We observe that, for every $n, r \in \mathbb{N}$, we have $k+m \in 2^{r} \mathbb{N} \cap S_{n}$ whenever $k, m \in$ $2^{r} \mathbb{N} \cap S_{n}$ and $\operatorname{supp}(k) \cap \operatorname{supp}(m)=\emptyset$. Thus it follows from Theorem 4.20 (with $\left.\mathcal{A}=\left\{S_{n} \cap 2^{r} \mathbb{N}: r \in \mathbb{N}\right\}\right)$ that $T_{n}=\overline{S_{n}} \cap \mathbb{H}$ is a subsemigroup of $\beta \mathbb{N}$.

We shall inductively construct a sequence $\left\langle e_{n}\right\rangle_{n=1}^{\infty}$ of distinct idempotents in $\mathbb{N}$ satisfying $e_{n+1} \leq e_{n}$ and $e_{n} \in K\left(T_{n}\right)$ for every $n$.

We first choose $e_{1}$ to be any minimal idempotent in $T_{1}$. We then assume that $e_{i}$ has been chosen for each $i \in\{1,2, \ldots, m\}$.

By Theorem 1.60, we can choose an idempotent $e_{m+1} \in K\left(T_{m+1}\right)$ for which $e_{m+1} \leq e_{m}$. We shall show that $e_{m+1} \neq e_{m}$ by showing that $e_{m} \notin K\left(T_{m+1}\right)$.

To see this, we choose any $\left.x \in \mathbb{N}^{*} \cap \overline{\left\{2^{n}: n \in A_{m+1} \backslash A_{m}\right.}\right\}$. Let
$M=\left\{r+2^{n}+s: r, s \in \mathbb{N}, n \in A_{m+1} \backslash A_{m}\right.$ and $\left.\max \operatorname{supp}(r)<n<\min \operatorname{supp}(s)\right\}$.
Since $M \cap S_{m}=\emptyset, e_{m} \notin \bar{M}$. However, it follows from Exercise 4.1.6, that $y+x+z \in \bar{M}$ for every $y, z \in \mathbb{H}$. So $\bar{M}$ contains the ideal $T_{m+1}+x+T_{m+1}$ of $T_{m+1}$ and therefore contains $K\left(T_{m+1}\right)$. Hence $e_{m} \notin K\left(T_{m+1}\right)$.

We have seen that it is remarkably easy to produce homomorphisms on $\mathbb{H}$. This is related to the fact that $\mathbb{H}$ can be defined in terms of the concept of oids, and the algebraic structure of an oid is very minimal. Theorem 6.15 shows that the only algebraic information needed to define $\mathbb{H}$ is the knowledge of how to multiply by 1 .

Definition 6.13. (a) $A$ set $A$ is called an $i d$ if $A$ has a distinguished element 1 and a multiplication mapping $(\{1\} \times A) \cup(A \times\{1\})$ to $A$ with the property that $1 a=a 1=a$ for every $a \in A$.
(b) If for each $i$ in some index set $I, A_{i}$ is an id, then

$$
\bigoplus_{i \in I} A_{i}=\left\{x \in \underset{i \in I}{X} A_{i}:\left\{i \in I: x_{i} \neq 1\right\} \text { is finite }\right\}
$$

is an oid.
(c) If $S=\bigoplus_{i \in I} A_{i}$ is an oid and $x \in S$, then $\operatorname{supp}(x)=\left\{i \in I: x_{i} \neq 1\right\}$.

Notice that we have already defined the notation $" \operatorname{supp}(x)$ " when $x \in \mathbb{N}$. The correspondence between the two versions will become apparent in the proof of Theorem 6.15 below.

Definition 6.14. Let $S=\bigoplus_{i \in I} A_{i}$ be an oid. If $x, y \in S$ and $\operatorname{supp}(x) \cap \operatorname{supp}(y)=$ $\emptyset$, then $x \cdot y$ is defined by $(x \cdot y)_{i}=x_{i} \cdot y_{i}$ for all $i \in I$.

Notice that in an oid, $x \cdot y$ is not defined if $\operatorname{supp}(x) \cap \operatorname{supp}(y) \neq \emptyset$.
Lemma 6.14.1. Let $S=\bigoplus_{i \in I} A_{i}$ be an oid and assume that $\left|A_{i}\right| \geq 2$ for each $i \in I$. Then $(S, \cdot)$ is a partial semigroup which is adequate if I is infinite.

Proof. Given $x, y, z \in S,(x \cdot y) \cdot z$ is defined if and only if $\operatorname{supp}(x), \operatorname{supp}(y)$, and $\operatorname{supp}(z)$ are pairwise disjoint and the same statement is true for $x \cdot(y \cdot z)$. Given $i \in I$, if $\operatorname{supp}(x), \operatorname{supp}(y)$, and $\operatorname{supp}(z)$ are pairwise disjoint, then at most one of $x_{i}, y_{i}$, and $z_{i}$ is not 1 . If all are equal to 1 then $((x \cdot y) \cdot z)_{i}=1=(x \cdot(y \cdot z))_{i}$. If one of $x_{i}, y_{i}$, and $z_{i}$ is not 1 , then both $((x \cdot y) \cdot z)_{i}$ and $(x \cdot(y \cdot z))_{i}$ are equal to that one.

Now assume that $I$ is infinite and let $F \in \mathcal{P}_{f}(S)$. Pick $i \in I \backslash \bigcup_{x \in F} \operatorname{supp}(x)$ and pick $a \in A_{i} \backslash\{1\}$. Define $y \in S$ by, for $j \in I$,

$$
y_{j}= \begin{cases}a & \text { if } j=i \\ 1 & \text { if } j \neq i\end{cases}
$$

Then $y \in \sigma(F)$. Thus $S$ is adequate.
Theorem 6.15. Let $A=\{a, 1\}$ be an id with two elements and, for each $i \in \omega$, let $A_{i}=A$. Let $S=\bigoplus_{i \in \omega} A_{i}$. Then $\delta S$ is topologically and algebraically isomorphic to $\mathbb{H}$.

Proof. Define $f: S \rightarrow \mathbb{N}$ by $f(x)=\sum_{t \in \operatorname{supp}(x)} 2^{t}$. Then $f$ is a bijection. (Given $z \in \mathbb{N}, f^{-1}(z) \in S$ is defined by $f^{-1}(z)_{i}=a$ if $a$ is in the binary support of $z$ and $f^{-1}(z)_{i}=1$ otherwise.) Let $\widetilde{f}: \beta S \rightarrow \beta \mathbb{N}$ be the continuous extension of $f$. Then by Exercise 3.4.1, $\widetilde{f}$ is a bijection. If $x, y \in S$ and $\operatorname{supp}(x) \cap \operatorname{supp}(y)=\emptyset$, then $f(x \cdot y)=f(x)+f(y)$ so $f$ is a partial semigroup homomorphism. Therefore by Theorem 4.22.3, the restriction of $\widetilde{f}$ to $\delta S$ is a homomorphism into $\delta \mathbb{N}=\beta \mathbb{N}$. Since $\widetilde{f}$ is injective, it thus suffices to show that $\widetilde{f}[\delta S]=\mathbb{H}$.

For $n \in \mathbb{N}$, define $x(n) \in S$ by, for $i \in \omega$,

$$
x(n)_{i}= \begin{cases}a & \text { if } i<n \\ 1 & \text { if } i \geq n\end{cases}
$$

Then for each $n \in \mathbb{N}, \sigma(\{x(n)\})=\{y \in S: \min \operatorname{supp}(y) \geq n\}$, so $f[\sigma(\{x(n)\})]=$ $2^{n} \mathbb{N}$ and thus $\widetilde{f}\left[\bigcap_{n=1}^{\infty} \frac{\bar{\sigma}(\{x(n)\})}{\sigma}=\mathbb{H}\right.$. Thus it suffices to show that $\delta S=$ $\bigcap_{n=1}^{\infty} \overline{\sigma(\{x(n)\})}$. Trivially $\delta S \subseteq \bigcap_{n=1}^{\infty} \overline{\sigma(\{x(n)\})}$, so let $F \in \mathscr{P}_{f}(S)$ be given. Let $n=\max \bigcup_{y \in F} \operatorname{supp}(y)$. Then $\sigma(\{x(n)\}) \subseteq \sigma(F)$ so $\bigcap_{n=1}^{\infty} \overline{\sigma(\{x(n)\})} \subseteq$ $\bigcap_{F \in \mathcal{P}_{f}(S)} \overline{\sigma(F)}=\delta S$.

Theorem 6.15.1. Let $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$ be a sequence of idempotents in $\beta \mathbb{N}$ such that $\left\{\widetilde{\theta}\left(q_{n}\right)\right.$ : $n \in \mathbb{N}\}$ is discrete and $\hat{\theta}(m) \neq \widetilde{\theta}(n)$ when $m \neq n$. If $p$ is any cluster point of $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$, then $p+p \notin c \ell(E(\beta \mathbb{N}))$.

Proof. Let $p$ be a cluster point of $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$. By Exercise 3.4.3 (c), $\left\{\widetilde{\theta}\left(q_{n}\right): n \in \mathbb{N}\right\}$ is strongly discrete so choose a sequence $\left\langle A_{n}\right\rangle_{n=1}^{\infty}$ of subsets of $\omega$ such that $A_{n} \in \widetilde{\theta}\left(q_{n}\right)$ for each $n$ and $A_{m} \cap A_{n}=\emptyset$ when $m \neq n$. We may assume that $\bigcup_{n=1}^{\infty} A_{n}=\omega$. Define $\tau: \omega \rightarrow \mathbb{N}$ by $\tau(n)=m$ if $n \in A_{m}$. Define $\psi: \mathbb{N} \rightarrow \mathbb{Z}_{3}$ as follows: if $n \in \mathbb{N}$ and $\left\langle i_{1}, i_{2}, \ldots, i_{n}\right\rangle$ is an enumeration of $\operatorname{supp}(n)$ in increasing order, then

$$
\psi(n) \equiv\left|\left\{t \in\{1,2, \ldots, k-1\}: \tau\left(i_{t+1}\right)<i_{t}\right\}\right|(\bmod 3) .
$$

Observe that, if $\phi(m)<\theta(n)$, then

$$
\psi(m+n)= \begin{cases}\psi(m)+\psi(n) & \text { if } \tau(\theta(n)) \geq \phi(m) \\ \psi(m)+\psi(n)+1 & \text { if } \tau(\theta(n))<\phi(m)\end{cases}
$$

We claim that, if $x \in \beta \mathbb{N}$ and $y \in \mathbb{H}$, then $\widetilde{\psi}(x+y)=\widetilde{\psi}(x)+\widetilde{\psi}(y)$ or $\widetilde{\psi}(x+y)=$ $\widetilde{\psi}(x)+\widetilde{\psi}(y)+1$. To see this, for each $m \in \mathbb{N}$, put $B_{m}=\{n \in \mathbb{N}: \phi(m)<\theta(n)$ and $\tau(\theta(n)) \geq \phi(m)\}$ and $C_{m}=\{n \in \mathbb{N}: \phi(m)<\theta(n)$ and $\tau(\theta(n))<\phi(m)\}$. Given any $m \in \mathbb{N},\{n \in \mathbb{N}: \phi(m)<\theta(n)\} \in y$ so either $B_{m} \in y$ or $C_{m} \in y$. If $n \in B_{m}$, then $\psi(m+n)=\psi(m)+\psi(n)$. If $n \in C_{m}$, then $\psi(m+n)=\psi(m)+\psi(n)+1$. Hence, if $B_{m} \in y, \widetilde{\psi}(m+y)=\psi(m)+\widetilde{\psi}(y)$; and, if $C_{m} \in y, \widetilde{\psi}(m+y)=$ $\psi(m)+\widetilde{\psi}(y)+1$. Either $\left\{m \in \mathbb{N}: B_{m} \in y\right\} \in x$ or $\left\{m \in \mathbb{N}: C_{m} \in y\right\} \in x$. In the first case, $\widetilde{\psi}(x+y)=\widetilde{\psi}(x)+\widetilde{\psi}(y)$. In the second case, $\widetilde{\psi}(x+y)=\widetilde{\psi}(x)+\widetilde{\psi}(y)+1$. In particular, for any idempotent $e \in \beta \mathbb{N}, \widetilde{\psi}(e) \in\{0,2\}$ because, if $\widetilde{\psi}(e)=i$, then $i=2 i$ or $i=2 i+1$. Consequently, if $r \in c \ell(E(\beta \mathbb{N}))$, then $\widetilde{\psi}(r) \neq 1$.

Let $k \in \mathbb{N}$. Pick $B \in q_{k}$ such that $\widetilde{\theta}[\bar{B}] \subseteq \overline{A_{k}}$. Then $B \subseteq\{n \in \mathbb{N}: \tau(\theta(n))=k\}$ so $\{n \in \mathbb{N}: \tau(\theta(n))=k\} \in q_{k}$. For each $m \in \mathbb{N}$ for which $\phi(m)>k$, we have $C_{m} \in q_{k}$ because $\{n \in \mathbb{N}: \phi(m)<\theta(n)$ and $\tau(\theta(n))=k\} \in q_{k}$. Similarly, if $\phi(m) \leq k$, then $B_{m} \in q_{k}$. Since $\{m \in \mathbb{N}: \phi(m)>k\} \in q_{k}$, it follows that $\widetilde{\psi}\left(q_{k}\right)=\widetilde{\psi}\left(q_{k}\right)+\widetilde{\psi}\left(q_{k}\right)+1$, and hence that $\widetilde{\psi}\left(q_{k}\right)=2$. So $\widetilde{\psi}(p)=2$.

Now, for each $m \in \mathbb{N}$, we have $B_{m} \in p$, because $B_{m} \in q_{k}$ for every $k \geq \phi(m)$. It follows that $\widetilde{\psi}(p+p)=\widetilde{\psi}(p)+\widetilde{\psi}(p)=1$. So $p+p \notin c \ell(E(\beta \mathbb{N}))$.

Theorem 6.15.2. Let $L$ be a minimal left ideal of $\beta \mathbb{N}$. Then $c \ell(E(L))$ is not a subsemigroup of $\beta \mathbb{N}$. In particular, $E(L)$ is not closed.

Proof. The mapping $\widetilde{\theta}: \beta \mathbb{N} \rightarrow \beta \omega$ is surjective by Exercise 3.4.1. For every $x \in \mathbb{H}$, $\widetilde{\theta}^{-1}[\{x\}] \subseteq \mathbb{H}$ because, for every $n \in \mathbb{N}, 2^{n} \mathbb{N} \in x$ and $\theta^{-1}\left[2^{n} \mathbb{N}\right] \subseteq 2^{n} \mathbb{N}$. It follows from Lemma 6.8 that $\widetilde{\theta}^{-1}[\{x\}]$ is a right ideal of $\mathbb{H}$. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be an injective sequence in $\mathbb{H}$ for which $\left\{x_{n}: n \in \mathbb{N}\right\}$ is discrete. By Theorem 2.7, for each $n \in \mathbb{N}$, we can choose an idempotent $q_{n} \in \widetilde{\theta}^{-1}\left[\left\{x_{n}\right\}\right] \cap L$. By Theorem 6.15.1, for any accumulation point $p$ of $\left\langle q_{n}\right\rangle_{n=1}^{\infty}, p+p \notin c \ell(E(L))$. So $c \ell(E(L))$ is not a semigroup. Given $r, s \in E(L)$, we have by Lemma 1.30 that $r+s=r$ so $E(L)$ is a semigroup. Thus $E(L)$ is not closed.

We now prove a stronger result for the mapping $\widetilde{\phi}$.
Theorem 6.15.3. Let $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{H}$ for which $\widetilde{\phi}\left(q_{m}\right) \neq \widetilde{\phi}\left(q_{n}\right)$ when $m \neq n$. If $p$ is a point of accumulation of $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$, then $p \notin \mathbb{N}^{*}+\mathbb{N}^{*}$.

Proof. We observe that, for every $m, n \in \mathbb{N}$ with $n>m, \phi(m+n) \in\{\phi(n)$, $\phi(n)+1\}$. Given $m \in \mathbb{N}$ and $y \in \beta \mathbb{N}$, either $\{n \in \mathbb{N}: \phi(m+n)=\phi(n)\} \in y$ or $\{n \in \mathbb{N}: \phi(m+n)=\phi(n)+1\} \in y$. In the first case, $\widetilde{\phi}(m+y)=\widetilde{\phi}(y)$. In the second case, $\widetilde{\phi}(m+y)=\widetilde{\phi}(y)+1$. Consequently, for every $x, y \in \beta \mathbb{N}$, $\widetilde{\phi}(x+y) \in\{\widetilde{\phi}(y), \widetilde{\phi}(y)+1\}$.

Now assume that $p=u+v$ for some $u, v \in \mathbb{N}^{*}$. Let $A=\{n \in \mathbb{N}: n+v \in \mathbb{H}\}$ and let $B=\left\{n \in \mathbb{N}: q_{n} \in \beta \mathbb{N}+v\right\}$. We claim that $|A| \leq 1$. Suppose instead we have $n<m$ such that $n+v \in \mathbb{H}$ and $m+v \in \mathbb{H}$. Then $2^{m} \mathbb{N} \in(n+v) \cap(m+v)$ so that $\emptyset=\left(-m+2^{m} \mathbb{N}\right) \cap\left(-n+2^{m} \mathbb{N}\right) \in v$, a contradiction. Also $|B| \leq 2$ because $q_{n} \in \beta \mathbb{N}+v$ implies that $\widetilde{\phi}\left(q_{n}\right) \in\{\widetilde{\phi}(v), \widetilde{\phi}(v)+1\}$. We have $p \in c \ell((\mathbb{N} \backslash A)+$ $v) \cap c \ell\left(\left\{q_{n}: n \in \mathbb{N} \backslash B\right\}\right)$. It follows from Theorem 3.40, that $p^{\prime}=n+v$ for some $p^{\prime} \in c \ell\left(\left\{q_{n}: n \in \mathbb{N}\right\}\right)$ and some $n \in \mathbb{N} \backslash A$, or else $q_{n} \in \beta \mathbb{N}+v$ for some $n \in \mathbb{N} \backslash B$. Both these possibilities are ruled out by the definitions of $A$ and $B$.

Corollary 6.15.4. If $R$ is a minimal right ideal of $\beta \mathbb{N}, E(R)$ is not closed.
Proof. We claim that for each $x \in \omega^{*}$, there exists $y \in \mathbb{H}$ such that $\widetilde{\phi}(y)=x$. To see this, let $x \in \omega^{*}$ and define $\gamma: \mathscr{P}(\omega) \rightarrow \mathscr{P}(\mathbb{N})$ by $\gamma(A)=\left\{2^{n}: n \in A\right\}$ and note that $\phi[\gamma(A)]=A$. Now $\{\gamma(A): A \in x\} \cup\left\{2^{n} \mathbb{N}: n \in \mathbb{N}\right\}$ has the finite intersection property since each member of $x$ is infinite, so pick $y \in \beta \mathbb{N}$ such that $\{\gamma(A): A \in x\} \cup\left\{2^{n} \mathbb{N}: n \in \mathbb{N}\right\} \subseteq \underset{\sim}{y}$. Then $y \in \mathbb{H}$ and $\widetilde{\phi}(y)=x$.

By Lemma 6.8, for every $x \in \mathbb{H}, \widetilde{\theta}^{-1}[\{x\}] \cap \mathbb{H}$ is a left ideal of $\mathbb{H}$. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be an injective sequence in $\mathbb{H}$ for which $\left\{x_{n}: n \in \mathbb{N}\right\}$ is discrete. By Theorem 2.7, for each $n \in \mathbb{N}$, we can choose an idempotent $q_{n} \in\left(\widetilde{\phi}^{-1}\left[\left\{x_{n}\right\}\right] \cap \mathbb{H}\right) \cap L$. Our claim follows from Theorem 6.15.3, and the observation that every element of $R$ is in $\mathbb{N}^{*}+\mathbb{N}^{*}$.

Exercise 6.1.1. Show that $\mathbb{H}$ has $2^{\mathfrak{c}}$ pairwise disjoint closed right ideals. (Hint: Consider $\left\{\widetilde{\theta}(p): p \in A^{*}\right\}$ where $A=\left\{2^{n}: n \in \mathbb{N}\right\}$.)

Exercise 6.1.2. Show that no two closed right ideals of $\beta \mathbb{N}$ can be disjoint. (Hint: Use Theorem 2.19.)

Exercise 6.1.3. Show that no two closed right ideals of $\mathbb{N}^{*}$ can be disjoint. (Hint: Consider Theorem 4.37 and Exercise 6.1.2.)

Exercise 6.1.4. Show that there are two minimal idempotents in $(\beta \mathbb{N},+)$ whose sum is not in $\Gamma$, the closure of the set of idempotents. (Hint: Let $S$ denote the semigroup
described in Example 2.13. By Corollary 6.5 there is a continuous homomorphism $h$ mapping $\mathbb{H}$ onto $S$. Show that there are minimal idempotents $u$ and $v$ in $\mathbb{H}$ for which $h(u)=e$ and $h(v)=f$. Observe that idempotents minimal in $\mathbb{H}$ are also minimal in $\beta \mathbb{N}$.)

### 6.2 Intersecting Left Ideals

In this section we consider left ideals of $\beta S$ of the form $\beta S \cdot p$
Definition 6.16. Let $S$ be a semigroup and let $s \in S$. The left ideal $S s$ of $S$ is called the semiprincipal left ideal of $S$ generated by s.

Note that the semiprincipal left ideal generated by $s$ is equal to the principal left ideal generated by $s$ if and only if $s \in S s$.

Definition 6.17. Let $S$ be a semigroup and let $p \in \beta S$. Then $C(p)=\{A \subseteq S$ : for all $\left.x \in S, x^{-1} A \in p\right\}$.

Theorem 6.18. Let $S$ be a semigroup and let $p \in \beta S$. Then $\beta S \cdot p=\{q \in \beta S$ : $C(p) \subseteq q\}$.

Proof. Let $r \in \beta S$. Then given $A \in C(p)$ one has $S=\left\{x \in S: x^{-1} A \in p\right\}$ so $A \in r \cdot p$.

For the other inclusion, let $q \in \beta S$ such that $C(p) \subseteq q$. For $A \in q$, let $B(A)=$ $\left\{x \in S: x^{-1} A \in p\right\}$. We claim that $\{B(A): A \in q\}$ has the finite intersection property. To see this observe that $\{B(A): A \in q\}$ is closed under finite intersections and that if $B(A)=\emptyset$, then $S \backslash A \in C(p) \subseteq q$. Pick $r \in \beta S$ such that $\{B(A)$ : $A \in q\} \subseteq r$. Then $q=r \cdot p$.

Theorem 6.19. Suppose that $S$ is a countable discrete semigroup and that $p, q \in \beta S$. If $\beta S \cdot p \cap \beta S \cdot q \neq \emptyset$, then $s p=x q$ for some $s \in S$ and some $x \in \beta S$, or $y p=t q$ for some $t \in S$ and some $y \in \beta S$.

Proof. Since $\beta S \cdot p=\overline{S p}$ and $\beta S \cdot q=\overline{S q}$ we can apply Corollary 3.42 and deduce that $s p \in \overline{S q}$ for some $s \in S$, or else $t q \in \overline{S p}$ for some $t \in S$. In the first case, $s p=x q$ for some $x \in \beta S$. In the second case, $t q=y p$ for some $y \in \beta S$.

Corollary 6.20. Let $S$ be a countable group. Suppose that $p$ and $q$ are elements of $\beta S$ for which $\beta S \cdot p \cap \beta S \cdot q \neq \emptyset$. Then $p \in \beta S \cdot q$ or $q \in \beta S \cdot p$.

Proof. By Theorem 6.19, $s p=x q$ for some $s \in S$ and some $x \in \beta S$, or $t q=y p$ for some $t \in S$ and some $y \in \beta S$. In the first case, $p=s^{-1} x q$. In the second, $q=t^{-1} y p$.

Corollary 6.21. Let $p$ and $q$ be distinct elements of $\beta \mathbb{N}$. If the left ideals $\beta \mathbb{N}+p$ and $\beta \mathbb{N}+q$ are not disjoint, $p \in \beta \mathbb{N}+q$ or $q \in \beta \mathbb{N}+p$.

Proof. Suppose that $(\beta \mathbb{N}+p) \cap(\beta \mathbb{N}+q) \neq \emptyset$. It then follows by Theorem 6.19, that $m+p=x+q$ for some $m \in \mathbb{N}$ and some $x \in \beta \mathbb{N}$, or else $n+q=y+p$ for some $n \in \mathbb{N}$ and some $y \in \beta \mathbb{N}$. Assume without loss of generality that $m+p=x+q$ for some $m \in \mathbb{N}$ and some $x \in \beta \mathbb{N}$. If $x \in \mathbb{N}^{*}$, then $-m+x \in \mathbb{N}^{*}$, because $\mathbb{N}^{*}$ is a left ideal of $\mathbb{Z}^{*}$, as shown in Exercise 4.3.5. So $p=-m+x+q \in \beta \mathbb{N}+q$. Suppose then that $x \in \mathbb{N}$. Then $x \neq m$, for otherwise we should have $p=-m+x+q=q$. If $x>m,-m+x \in \mathbb{N}$ and again $p=-m+x+q \in \beta \mathbb{N}+q$. If $x<m,-x+m \in \mathbb{N}$ and so $q=-x+m+p \in \beta \mathbb{N}+p$.

By Corollaries 6.20 and 6.21 , we have the following.
Remark 6.22. If $S$ is a countable group or if $S=\mathbb{N}$, any two semiprincipal left ideals of $\beta S$ are either disjoint or comparable for the relationship of inclusion.

Recall from Chapter 3 that if $T \subseteq S$ we have identified $\beta T$ with the subset $c \ell T$ of $\beta S$.

Corollary 6.23. Let $S$ be a countable semigroup which can be embedded in a group $G$, and let $e, f \in E(S)$. If $\beta S \cdot e \cap \beta S \cdot f \neq \emptyset$, ef $=e$ or $f e=f$.

Proof. By Theorem 6.19, we may assume that se $=x f$ for some $s \in S$ and some $x \in \beta S$. This implies that $e=s^{-1} x f$ in $\beta G$, and hence that $e f=s^{-1} x f f=$ $s^{-1} x f=e$.

We can now show that, for many semigroups $S$, the study of commutativity for idempotents in $\beta S$ is equivalent to the study of the order relation $\leq$.

Corollary 6.24. Suppose that $S$ is a countable discrete semigroup which can be embedded in a group, and that $e, f \in E(\beta S)$. Then $e$ and $f$ commute if and only if $e \leq f$ or $f \leq e$.

Proof. By definition of the relation $\leq$, if say $e \leq f$, then $e=e f=f e$.
Conversely, suppose that $e f=f e$. Then $\beta S \cdot e \cap \beta S \cdot f \neq \emptyset$, and so, by Corollary 6.23 , we may suppose that $e f=e$. Since $e f=f e$, this implies that $e \leq f$.

Corollary 6.25. Suppose that $S$ is a countable discrete semigroup which can be embedded in a group, and that $C$ is a subsemigroup of $\beta S$. If $e, f \in E(C)$ satisfy $C e \cap C f=\emptyset$, then $\beta S \cdot e \cap \beta S \cdot f=\emptyset$.

Proof. If $\beta S \cdot e \cap \beta S \cdot f \neq \emptyset$, we may suppose by Corollary 6.23 , that $e f=e$. But then $e \in C e \cap C f$, a contradiction.

Exercise 6.2.1. Let $S$ be a semigroup and let $p \in \beta S$. Prove that $C(p)$ is a filter on $S$ and $C(p)=\bigcap(\beta S \cdot p)$.

Exercise 6.2.2. Let $S$ be an infinite semigroup and let $p \in S^{*}$. Let $C_{\omega}(p)=\{A \subseteq$ $S:\left\{x \in S: x^{-1} A \notin p\right\}$ is finite $\}$. Prove that $C_{\omega}(p)$ is a filter on $S, C_{\omega}(p)=$ $\cap\left(S^{*} \cdot p\right)$, and $S^{*} \cdot p=\left\{q \in \beta S: C_{\omega}(p) \subseteq q\right\}$.

### 6.3 Numbers of Idempotents and Ideals - Copies of $\mathbb{H}$

The semigroup $\mathbb{H}$ arises in $\beta \mathbb{N}$. We shall see, however, that copies of $\mathbb{H}$ can be found in $S^{*}$ for any infinite cancellative semigroup $S$.

We introduced the notation $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ in Definition 5.1. We extend it now to apply to sequences indexed by linearly ordered sets other than $\mathbb{N}$.

Definition 6.26. Let $S$ be a semigroup, let $(D,<)$ be a linearly ordered set, and let $\left\langle x_{s}\right\rangle_{s \in D}$ be a $D$-sequence (i.e., a set indexed by $D$ ) in $S$.
(a) For $F \in \mathcal{P}_{f}(D), \prod_{s \in F} x_{s}$ is the product in increasing order of indices.
(b) $\operatorname{FP}\left(\left\langle x_{s}\right\rangle_{s \in D}\right)=\left\{\prod_{s \in F} x_{s}: F \in \mathcal{P}_{f}(D)\right\}$.
(c) The $D$-sequence $\left\langle x_{s}\right\rangle_{s \in D}$ has distinct finite products if and only if whenever $F, G \in \mathscr{P}_{f}(D)$ and $\prod_{s \in F} x_{s}=\prod_{s \in G} x_{s}$, one has $F=G$.

Thus, if $F=\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$ where $s_{1}<s_{2}<s_{3}<s_{4}$, then $\prod_{s \in F} x_{s}=x_{s_{1}} \cdot x_{s_{2}}$. $x_{s_{3}} \cdot x_{S_{4}}$.

If additive notation is being used we define $\sum_{s \in F} x_{s}, \mathrm{FS}\left(\left\langle x_{s}\right\rangle_{s \in D}\right)$, and "distinct finite sums" analogously.

Theorem 6.27. Let $S$ be a discrete semigroup and let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$ with distinct finite products. Let $T=\bigcap_{m=1}^{\infty} c \ell\left(\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)\right)$. Then $T$ is a subsemigroup of $\beta S$ which is algebraically and topologically isomorphic to $\mathbb{H}$.

Proof. It was shown in Lemma 5.11 that $T$ is a subsemigroup of $\beta S$. We define a mapping $f$ from $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ to $2 \mathbb{N}$ by stating that $f\left(\prod_{n \in F} x_{n}\right)=\sum_{n \in F} 2^{n}$ for every $F \in \mathcal{P}_{\mathcal{L}}(\mathbb{N})$. Since $f$ is a bijection (because of the distinct finite products assumption), $\mathscr{\sim}: c \ell\left(\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)\right) \rightarrow \beta(2 \mathbb{N})$ is a homeomorphism. We shall show that $\widetilde{f}_{\mid T}$ is a homomorphism from $T$ onto $\mathbb{H}$.

Let $T_{m}=\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)$. Then $f\left[T_{m}\right]=2^{m} \mathbb{N}$ and so

$$
\widetilde{f}[T]=\widetilde{f}\left[\bigcap_{m=1}^{\infty} \overline{T_{m}}\right]=\bigcap_{m=1}^{\infty} \widetilde{f}\left[\overline{T_{m}}\right]=\bigcap_{m=1}^{\infty} \overline{f\left[T_{m}\right]}=\bigcap_{m=1}^{\infty} \overline{2^{m} \mathbb{N}}=\mathbb{H}
$$

To see that $\widetilde{f}_{\mid T}$ is a homomorphism, it suffices by Theorem 4.21 to show that for each $s \in \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ there is some $m \in \mathbb{N}$ such that $f(s t)=f(s)+f(t)$ for all $t \in \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)$. So let $s \in \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ and pick $F \in \mathscr{P}_{f}(\mathbb{N})$ such that $s=\prod_{n \in F} x_{n}$. Let $m=\max F+1$.

We now turn our attention to the effect of certain cancellation assumptions. Much more will be said on this subject in Chapter 8.

Lemma 6.28. Let $S$ be a discrete semigroup and let se a cancelable element of $S$. For every $t \in S$ and $p \in \beta S$
(i) if $S$ is right cancellative and $s p=t p$, then $s=t$, and
(ii) if $S$ is left cancellative and $p s=p t$, then $s=t$.

Proof. (i) Suppose that $S$ is right cancellative. Let $t \in S$, let $p \in \beta S$, and suppose that $s \neq t$. We shall define a function $f: S \rightarrow S$ by stating that $f(s u)=t u$ for every $u \in S$ and that $f(v)=s^{2}$ for every $v \in S \backslash s S$. We note that $f$ is welldefined because every element in $s S$ has a unique expression of the form $s u$, and that $f$ has no fixed points. We also note that since $\widetilde{f} \circ \lambda_{s}$ and $\lambda_{t}$ agree on $S$, one has that $\widetilde{f}(s p)=t p$. Now by Lemma 3.33 we can partition $S$ into three sets $A_{0}, A_{1}, A_{2}$ such that $A_{i} \cap f\left[A_{i}\right]=\emptyset$ for each $i \in\{0,1,2\}$. Choose $i$ such that $s p \in A_{i}$. Then by Lemma 3.30, $f\left[A_{i}\right] \in \widetilde{f}(s p)=t p$, so $s p \neq t p$.
(ii) This is proved in essentially the same way.

Recall that a semigroup $S$ is weakly left cancellative if and only if for all $u, v \in S$, $\{x \in S: u x=v\}$ is finite, and that $S$ is weakly right cancellative if and only if for all $u, v \in S,\{x \in S: x u=v\}$ is finite.

Lemma 6.29. Let $S$ be an infinite weakly left cancellative semigroup and let I denote the set of right identities of $S$. Let $\kappa$ be an infinite cardinal with $\kappa \leq|S|$, and let $\left\langle s_{\lambda}\right\rangle_{\lambda<\kappa}$ be a one-to-one $\kappa$-sequence in $S$. If $T$ is a subset of $S$ with cardinality $\kappa$, then there exists a one-to-one $\kappa$-sequence $\left\langle t_{\lambda}\right\rangle_{\lambda<\kappa}$ in $T$ such that
(a) for every $\mu<\kappa, t_{\mu} \notin \operatorname{FP}\left(\left\langle t_{\lambda}\right\rangle_{\lambda<\mu}\right)$,
(b) for every $\lambda<\mu<\kappa$ and every $u, v \in I \cup\left\{s_{\iota}: \iota<\mu\right\} \cup \operatorname{FP}\left(\left\langle t_{\iota}\right\rangle_{\iota<\mu}\right), u \neq v t_{\mu}$ and $u t_{\lambda} \neq v t_{\mu}$, and
(c) $I \cap \operatorname{FP}\left(\left\langle t_{\lambda}\right\rangle_{\lambda<\kappa}\right)=\emptyset$.

Proof. For each $u, v \in S$, let $A_{u, v}=\{s \in S: u=v s\}$. Since $S$ is weakly left cancellative, $A_{u, v}$ is finite. We note that this implies that $I$ is finite, because $I \subseteq A_{u, u}$ for every $u \in S$.

We construct $\left\langle t_{\lambda}\right\rangle_{\lambda<\kappa}$ inductively. We choose $t_{0}$ to be any element of $T \backslash I$. We then assume that $v<\kappa$ and that $t_{l}$ has been chosen for every $\iota<\nu$ so that conditions (a), (b), and (c) hold with $\nu$ in place of $\kappa$.

Let $G=I \cup\left\{s_{\iota}: \iota<v\right\} \cup \operatorname{FP}\left(\left\langle t_{\iota}\right\rangle_{\iota<v}\right)$, let $H=G \cup\left\{u t_{\lambda}: u \in G\right.$ and $\left.\lambda<\nu\right\}$, and let $K=\bigcup\left\{A_{u, v}: u, v \in H\right\}$. If $v<\omega$, then $H$ and $K$ are finite so we can choose $t_{v} \in T \backslash(H \cup K)$. If $v \geq \omega$, then $|H|=|v|<\kappa$ and $|K| \leq|v|<\kappa$ so we can again choose $t_{v} \in T \backslash(H \cup K)$.

Since $t_{v} \notin G$, hypothesis (a) holds. To verify hypothesis (b), let $\lambda<v$ and let $u, v \in I \cup\left\{s_{\iota}: \iota<v\right\} \cup \operatorname{FP}\left(\left\langle t_{\iota}\right\rangle_{\iota<v}\right)$. Then $u, v \in G \subseteq H$ so $t_{v} \notin A_{u, v}$ so $u \neq v t_{v}$. Also $u t_{\lambda} \in H$ so $t_{v} \notin A_{u t_{\lambda}, v}$ and so $u t_{\lambda} \neq v t_{v}$. To verify hypothesis (c), note that $t_{v} \notin G$ so $t_{v} \notin I$. Also, given $v \in \operatorname{FP}\left(\left\langle t_{\nu}\right\rangle_{\iota<v}\right)$ and $u \in I, t_{v} \notin A_{u, v}$ so $v t_{v} \notin I$.

Theorem 6.30. Let $S$ be an infinite discrete semigroup which is weakly left cancellative. Let $\kappa$ be an infinite cardinal with $\kappa \leq|S|$ and let $R$ and $T$ be subsets of $S$ of cardinality $\kappa$. Then there is a subset $V$ of $T$ with cardinality $\kappa$ such that the set $P$ of uniform ultrafilters on $V$ has the following properties:
(1) $|P|=2^{2^{\kappa}}$,
(2) for each pair of distinct elements $p, q \in P, c \ell_{\beta S}(R p)$ and $c \ell_{\beta S}(R q)$ are disjoint, and
(3) if $S$ is also right cancellative, then for each $p \in P, a p \neq b p$ whenever $a \neq b$ in $R$ and $R p$ is strongly discrete in $\beta S$.

Proof. We apply Lemma 6.29, taking $\left\langle s_{\lambda}\right\rangle_{\lambda<\kappa}$ to be a one-to-one enumeration of all the elements of $R$. We put $V=\left\{t_{\lambda}: \lambda<\kappa\right\}$, where $\left\langle t_{\lambda}\right\rangle_{\lambda<\kappa}$ is the $\kappa$-sequence guaranteed by Lemma 6.29.

We have $|P|=2^{2^{\kappa}}$, by Theorem 3.58, so (1) holds.
Suppose that $\alpha, \beta, \lambda, \mu \in \kappa$ satisfy $\alpha<\lambda$ and $\beta<\mu$, and that $s_{\alpha} t_{\lambda}=s_{\beta} t_{\mu}$. We claim that $\lambda=\mu$. To see this, suppose instead without loss of generality that $\lambda<\mu$. Then the equation $s_{\alpha} t_{\lambda}=s_{\beta} t_{\mu}$ contradicts condition (b) of Lemma 6.29.

For each $\mu<\kappa$, let $V_{\mu}=\left\{t_{v}: \mu<v<\kappa\right\}$. Then $V_{\mu} \in p$ for every $p \in P$. Let $p$ and $q$ be distinct elements of $P$. We can choose disjoint subsets $A$ and $B$ of $V$ satisfying $A \in p$ and $B \in q$. For any $\alpha, \beta \in \kappa, s_{\alpha}\left(V_{\alpha} \cap A\right) \in s_{\alpha} p$ and $s_{\beta}\left(V_{\beta} \cap B\right) \in$ $s_{\beta} q$ and we have seen that these two sets are disjoint. Thus, if $X=\bigcup_{\alpha<\kappa} s_{\alpha}\left(V_{\alpha} \cap A\right)$ and $Y=\bigcup_{\beta<\kappa} s_{\beta}\left(V_{\beta} \cap B\right)$, we have $X \cap Y=\emptyset, R p \subseteq \bar{X}$ and $R q \subseteq \bar{Y}$. So $\bar{X} \cap \bar{Y}=\emptyset, c \ell_{\beta S}(R p) \subseteq \bar{X}$ and $c \ell_{\beta S}(R q) \subseteq \bar{Y}$ so (2) holds.

Now suppose that $S$ is right cancellative and $p \in P$. If $\alpha<\lambda<\kappa$ and $\beta<\mu<\kappa$, the equation $s_{\alpha} t_{\lambda}=s_{\beta} t_{\mu}$ implies that $\lambda=\mu$ and therefore that $\alpha=\beta$. For any $\alpha \in \kappa$, we have $s_{\alpha} V_{\alpha} \in s_{\alpha} p$. Now $s_{\alpha} V_{\alpha} \cap s_{\beta} V_{\beta}=\emptyset$ if $\alpha \neq \beta$, and so $R p$ is strongly discrete.

Lemma 6.31. Let $S$ be an infinite discrete semigroup, which is right cancellative and weakly left cancellative. Let $T$ be an infinite subset of $S$, and let $\kappa=|T|$. There is a $\kappa$-sequence $\left\langle t_{\lambda}\right\rangle_{\lambda<\kappa}$ in $T$ which has distinct finite products.

Proof. Let $\left\langle s_{\lambda}\right\rangle_{\lambda<\kappa}$ be any one-to-one $\kappa$-sequence in $S$ and choose a one-to-one $\kappa$ sequence $\left\langle t_{\lambda}\right\rangle_{\lambda<\kappa}$ in $T$ with the properties guaranteed by Lemma 6.29.

To see that $\left\langle t_{\lambda}\right\rangle_{\lambda<\kappa}$ has distinct finite products, suppose instead that there exist $F \neq G$ in $\mathcal{P}_{f}(\kappa)$ with $\prod_{\lambda \in F} t_{\lambda}=\prod_{\lambda \in G} t_{\lambda}$, and choose $F$ and $G$ with $|F \cup G|$ as
small as possible. We assume without loss of generality that $\max F \leq \max G=\mu$. The assumption that max $F<\mu$ contradicts condition (a) of Lemma 6.29 if $G=\{\mu\}$ and contradicts condition (b) of Lemma 6.29 otherwise. So we also have max $F=\mu$.

If $|F|>1$ and $|G|>1$, we contradict the assumption that $|F \cup G|$ is small as possible by cancelling $t_{\mu}$ from our equation and deducing that $\prod_{\lambda \in F \backslash\{\mu\}} t_{\lambda}=$ $\prod_{\lambda \in G \backslash\{\mu\}} t_{\lambda}$. Thus we assume without loss of generality that $|F|=1$ and $|G|>1$. Let $x=\prod_{\lambda \in G \backslash\{\mu\}} t_{\lambda}$. Then $t_{\mu}=x t_{\mu}$ and so $s t_{\mu}=s x t_{\mu}$ for every $s \in S$. Hence, by our right cancellative assumption, $s=s x$ for every $s \in S$ and so $x \in I$. This contradicts condition (c) of Lemma 6.29.

Theorem 6.32. Let $S$ be an infinite discrete right cancellative and weakly left cancellative semigroup. Then every $G_{\delta}$ subset of $S^{*}$ which contains an idempotent contains a copy of $\mathbb{H}$.

Proof. Let $p \in E\left(S^{*}\right)$ and let $A$ be a $G_{\delta}$-subset of $S^{*}$ for which $p \in A$. We may suppose that $A=\bigcap_{n=1}^{\infty} \overline{A_{n}}$, where $\left\langle A_{n}\right\rangle_{n=1}^{\infty}$ is a decreasing sequence of subsets of $S$.

We shall inductively construct a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ of elements of $S$ with the property that, for every $m \in \mathbb{N}, \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \subseteq A_{m}{ }^{\star}$.

We first choose $x_{1}$ to be any element of $A_{1}{ }^{\star}$. We then suppose that $k \in \mathbb{N}$ and that $x_{1}, x_{2}, \ldots, x_{k}$ have been chosen so that $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=i}^{k}\right) \subseteq A_{i}{ }^{\star}$ for every $i \in\{1,2, \ldots, k\}$.

Now $A_{k+1}{ }^{\star} \in p$ and, for each $i \in\{1,2, \ldots, k\}$ and each $y \in \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=i}^{k}\right)$, we have $y^{-1} A_{i}{ }^{\star} \in p$ (by Lemma 4.14). We can therefore continue the induction by choosing

$$
\begin{aligned}
x_{k+1} & \in A_{k+1}{ }^{\star} \cap \bigcap\left\{y^{-1} A_{i}{ }^{\star}: i \in\{1,2, \ldots, k\} \quad\right. \text { and } \\
y & \left.\in \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=i}^{k}\right)\right\} \backslash\left\{x_{1}, x_{2}, \ldots, x_{k}\right\} .
\end{aligned}
$$

By Lemma 6.31, we may suppose that $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ has distinct finite products, because we can replace $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ by a subsequence with this property. (Any sequence with distinct finite products is necessarily one-to-one. A one-to-one sequence in $\left\{x_{n}\right.$ : $n \in \mathbb{N}\}$ can be thinned to be a subsequence of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$.) Then, by Theorem 6.27, $\bigcap_{m=1}^{\infty} c \ell\left(\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)\right)$ is a copy of $\mathbb{H}$. Since $c \ell\left(\operatorname{FP}\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \subseteq \overline{A_{m}}$ for every $m \in \mathbb{N}, \bigcap_{m=1}^{\infty} c \ell\left(\operatorname{FP}\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \subseteq A$.

Corollary 6.33. Let $S$ be an infinite discrete right cancellative and weakly left cancellative semigroup. Then every $G_{\boldsymbol{\delta}}$-subset of $S^{*}$ which contains an idempotent contains $2^{\mathfrak{c}}$ nonminimal idempotents.

Proof. Let $A$ be a $G_{\delta}$ subset of $S^{*}$. By Theorem 6.32, $A$ contains a copy of $\mathbb{H}$. So it suffices to show that $\mathbb{H}$ contains $2^{\mathfrak{c}}$ nonminimal idempotents.

Let $T=\bigcap_{m=1}^{\infty} c \ell_{\beta \mathbb{N}}\left(\operatorname{FS}\left(\left\langle 2^{2 n}\right\rangle_{n=m}^{\infty}\right)\right)$. Trivially $T \subseteq \mathbb{H}$ and by Theorem 6.27 $T$ is a copy of $\mathbb{H}$. By Exercise 4.4.3 and Theorem 4.40, $T \cap K(\beta \mathbb{N})=\emptyset$. Thus by

Lemma 6.8 and Theorem 1.65, $T \cap K(\mathbb{H})=\emptyset$. By Theorem 6.32, $T$ contains a copy of $\mathbb{H}$ so by Lemma 6.8 and Theorem $6.9 T$ has $2^{c}$ idempotents.

Corollary 6.34. Let $S$ be an infinite discrete semigroup which is right cancellative and weakly left cancellative. Then every $G_{\delta}$ subset of $S^{*}$ which contains an idempotent, contains an infinite decreasing chain of idempotents.

Proof. This follows immediately from Theorems 6.32 and 6.12.
We now set out to show in Theorem 6.34.4 that any central set in any semigroup satisfying minimal cancellation assumptions contains many pairwise disjoint central sets. This is important because, as we will see in Chapter 14 central sets have significant combinatorial structure. The minimal cancellation assumptions are that the semigroup be very weakly left cancellative and very weakly right cancellative.

Recall that a semigroup $S$ is weakly left cancellative if and only if each left solution set of $S$ is finite and $S$ is weakly right cancellative if and only if each right solution set of $S$ is finite.

Definition 6.34.1. Let $S$ be an infinite semigroup with $|S|=\kappa$. Then $S$ is very weakly left cancellative if and only if any union of fewer than $\kappa$ left solution sets has cardinality less than $\kappa$ and $S$ is very weakly right cancellative if and only if any union of fewer than $\kappa$ right solution sets has cardinality less than $\kappa$. Also $S$ is very weakly cancellative if and only if it is both very weakly left cancellative and very weakly right cancellative.

Notice that if $\kappa$ is regular, then $S$ is very weakly left cancellative if and only if every left solution set has cardinality less than $\kappa$. If $\kappa$ is singular, then $S$ is very weakly left cancellative if and only if there is a cardinal less than $\kappa$ which is an upper bound for the cardinalities of all left solution sets. If $\kappa=\omega$, then $S$ is very weakly left cancellative if and only if $S$ is weakly left cancellative.

Lemma 6.34.2. Let $\kappa$ be an infinite cardinal and let $C$ be a set with $|C|=\kappa$. There is a family $\left\langle\bigodot_{\sigma}\right\rangle_{\sigma<\kappa}$ of pairwise disjoint subsets of $\mathcal{P}_{f}(C)$, each of cardinality $\kappa$ such that for all $F \in \mathscr{P}_{f}(C)$ and all $\sigma<\kappa$, there exists $G \in \mathscr{C}_{\sigma}$ such that $F \subseteq G$.

Proof. We shall show that there is a family $\left\langle\mathscr{B}_{\sigma}\right\rangle_{\sigma<\kappa}$ of pairwise disjoint subsets of $\mathcal{P}_{f}(\kappa)$, each of cardinality $\kappa$ such that for all $F \in \mathcal{P}_{f}(\kappa)$ and all $\sigma<\kappa$, there exists $G \in \mathscr{B}_{\sigma}$ such that $F \subseteq G$. Having done this let $\varphi: \kappa \stackrel{1-1}{\text { onto }} C$ and for $\sigma<\kappa$, let $\bigodot_{\sigma}=\left\{\varphi[F]: F \in \mathscr{B}_{\sigma}\right\}$.

Pick a family $\left\langle B_{\sigma}\right\rangle_{\sigma<\kappa}$ of pairwise disjoint subsets of $\kappa$, each of cardinality $\kappa$. Enumerate $\mathscr{P}_{f}(\kappa)$ as $\left\langle F_{\sigma}\right\rangle_{\sigma<\kappa}$. For each $\sigma<\kappa$ inductively define an injective function $f_{\sigma}: \mathscr{P}_{f}(\kappa) \rightarrow B_{\sigma}$ such that for all $\tau<\kappa, f_{\sigma}\left(F_{\tau}\right)>\max F_{\tau}$. (Since $\left|\left\{\eta \in B_{\sigma}: \eta>\max F_{\tau}\right\}\right|=\kappa$, such a choice is always possible.)

For $\sigma<\kappa$, let $\mathscr{B}_{\sigma}=\left\{F \cup\left\{f_{\sigma}(F)\right\}: F \in \mathscr{P}_{f}(\kappa)\right\}$. Since $\max \left(F \cup\left\{f_{\sigma}(F)\right\}\right)=$ $f_{\sigma}(F)$ and $f_{\sigma}$ is injective, we have $\left|\mathscr{B}_{\sigma}\right|=\kappa$. Since for each $\sigma<\kappa$ and each $G \in \mathscr{B}_{\sigma}, \max G \in B_{\sigma}$, we have that $\mathscr{B}_{\sigma} \cap \mathscr{B}_{\tau}=\emptyset$ if $\sigma \neq \tau$.

Recall that $U_{\kappa}(S)$ is the set of $\kappa$-uniform ultrafilters on $S$.
Lemma 6.34.3. Let $S$ be an infinite semigroup with $|S|=\kappa$. If $S$ is very weakly left cancellative, then $U_{\kappa}(S)$ is a left ideal of $\beta S$. If $S$ is very weakly cancellative, then $U_{\kappa}(S)$ is an ideal of $\beta S$.

Proof. Assume first that $S$ is very weakly left cancellative and let $p \in U_{\kappa}(S)$. To see that $\beta S p \subseteq U_{\kappa}(S)$, it suffices to show that $S p \subseteq U_{\kappa}(S)$ because $\beta S p=c \ell(S p)$ and $U_{\kappa}(S)$ is closed. To this end, let $s \in S$ and let $A \in s p$. Then $s^{-1} A \in p$ so $\left|s^{-1} A\right|=$ $\kappa$. For each $t \in A, \lambda_{s}^{-1}[\{t\}]$ is a left solution set of $S$ and $s^{-1} A \subseteq \bigcup_{t \in A} \lambda_{s}^{-1}[\{t\}]$ so $\left|\bigcup_{t \in A} \lambda_{s}^{-1}[\{t\}]\right|=\kappa$ and thus $|A|=\kappa$.

Now assume that $S$ is very weakly cancellative. To see that $U_{\kappa}(S)$ is a right ideal of $\beta S$, let $p \in U_{\kappa}(S)$, let $q \in \beta S$, and suppose that $p q \notin U_{\kappa}(S)$. Pick $X \in p q$ such that $|X|<\kappa$. Let $P=\left\{s \in S: s^{-1} X \in q\right\}$. Then $P \in p$, so $|P|=\kappa$. Since $U_{\kappa}(S)$ is a left ideal of $\beta S$, we have that $q \notin U_{\kappa}(S)$, so pick $Q \in q$ such that $|Q|<\kappa$.

For each $b \in Q$ and $x \in X$, let $T_{b, x}=\{s \in S: s b=x\}$ and note that $T_{b, x}$ is a right solution set. We claim that $P \subseteq \bigcup\left\{T_{b, x}:(b, x) \in Q \times X\right\}$, which will be a contradiction since $|Q \times X|<\kappa$. To this end, let $s \in P$, pick $b \in s^{-1} X \cap Q$, and let $x=s b$. Then $s \in T_{b, x}$.

Note that by Exercise 4.3 .7 for the case $\kappa=\omega$, being very weakly right cancellative is not sufficient for $U_{\omega}(S)$ to be a right ideal of $\beta S$.

Theorem 6.34.4. Let $S$ be an infinite very weakly cancellative semigroup and let $\kappa=|S|$. If $C$ is a central subset of $S$, then $C$ contains $\kappa$ pairwise disjoint central sets.

Proof. Pick a minimal idempotent $p$ such that $C \in p$. By Lemma 6.34.3, $p \in U_{\kappa}(S)$. Let $C^{\star}=\left\{s \in C: s^{-1} C \in p\right\}$ and recall that by Lemma 4.14, for each $s \in C^{\star}$, $s^{-1} C^{\star} \in p$. For each $F \in \mathcal{P}_{f}\left(C^{\star}\right)$, let $S_{F}=C^{\star} \cap \bigcap_{s \in F} s^{-1} C^{\star}$ and note that $S_{F} \in p$.

We claim that for each $F \in \mathcal{P}_{f}\left(C^{\star}\right)$ and each $s \in S_{F}$, if $H=\{s\} \cup F s$, then $s S_{H} \subseteq S_{F}$. To see this, let $t \in S_{H}$. Since $s \in H$, st $\in C^{\star}$. Also, for every $r \in F, r s \in H$ so $r s t \in C^{\star}$ and thus $s t \in r^{-1} C^{\star}$. Thus $s t \in S_{F}$ as required. Let $V=\bigcap_{F \in \mathcal{P}_{f}\left(C^{\star}\right)} \overline{S_{F}}$. Then $p \in V$ and by Theorem 4.20, $V$ is a subsemigroup of $\beta S$.

Enumerate $\mathcal{P}_{f}\left(C^{\star}\right)$ as $\left\langle F_{\sigma}\right\rangle_{\sigma<\kappa}$. (Since $C^{\star} \in p,\left|C^{\star}\right|=\kappa$.) We choose $x_{\sigma} \in S_{F_{\sigma}}$ for each $\sigma<\kappa$ so that if $\tau<\sigma<\kappa$, then $x_{\sigma} \neq x_{\tau}$ and $F_{\tau} x_{\tau} \cap F_{\sigma} x_{\sigma}=\emptyset$. To do this, let $\sigma<\kappa$ be given and assume that we have chosen $\left\langle x_{\tau}\right\rangle_{\tau<\sigma}$. Let $H=\bigcup_{\tau<\sigma} F_{\tau} x_{\tau}$
and observe that if $\sigma$ is finite, so is $H$, and if $\sigma \geq \omega$, then $|H| \leq|\sigma|$. Given $w \in H$ and $z \in F_{\sigma}$, let $T_{w, z}=\{s \in S: w=z s\}$ and note that $T_{w, z}$ is a left solution set of $S$. Since $\left|H \times F_{\sigma}\right|<\kappa,\left|\bigcup_{w \in H} \bigcup_{z \in F_{\sigma}} T_{w, z}\right|<\kappa$. Since $S_{F_{\sigma}} \in p,\left|S_{F_{\sigma}}\right|=\kappa$, so pick $x_{\sigma} \in S_{F_{\sigma}} \backslash\left(\left\{x_{\tau}: \tau<\sigma\right\} \cup \bigcup_{w \in H} \bigcup_{z \in F_{\sigma}} T_{w, z}\right)$. Then $x_{\sigma}$ is as required.

Now for each $G \in \mathcal{P}_{f}\left(C^{\star}\right)$, define $y_{G}=x_{\sigma}$, where $G=F_{\sigma}$. Pick by Lemma 6.34.2, a family $\left\langle\bigodot_{\sigma}\right\rangle_{\sigma<\kappa}$ of pairwise disjoint subsets of $\mathcal{P}_{f}\left(C^{\star}\right)$, each of cardinality $\kappa$ such that for all $F \in \mathscr{P}_{f}\left(C^{\star}\right)$ and all $\sigma<\kappa$, there exists $G \in \mathscr{C}_{\sigma}$ such that $F \subseteq G$. For each $\sigma<\kappa$, let $D_{\sigma}=\bigcup_{F \in \mathscr{C}_{\sigma}} F y_{F}$. Then $\left\langle D_{\sigma}\right\rangle_{\sigma<\kappa}$ is a pairwise disjoint family and each $D_{\sigma} \subseteq C^{\star}$.

To complete the proof, we shall show that each $D_{\sigma}$ is a member of a minimal idempotent in $\beta S$. To this end, let $\sigma<\kappa$ be given. Note that for each $F \in \mathcal{P}_{f}\left(C^{\star}\right)$, $\left\{H \in \bigodot_{\sigma}: F \subseteq H\right\}$ is a collection of finite sets whose union is $C^{\star}$ and so its cardinality is $\kappa$. Therefore, $\mid\left\{y_{H}: H \in \bigodot_{\sigma}\right.$ and $\left.F \subseteq H\right\} \mid=\kappa$ and thus $\left\{\left\{y_{H}\right.\right.$ : $H \in \mathscr{C}_{\sigma}$ and $\left.\left.F \subseteq H\right\}: F \in \mathscr{P}_{f}\left(C^{\star}\right)\right\}$ has the $\kappa$-uniform finite intersection property. Therefore, by Theorem 3.62 we may pick $q \in U_{\kappa}(S)$ such that

$$
\left\{\left\{y_{H}: H \in \mathscr{C}_{\sigma} \text { and } F \subseteq H\right\}: F \in \mathscr{P}_{f}\left(C^{\star}\right)\right\} \subseteq q
$$

We claim that $q \in V$, so let $F \in \mathscr{P}_{f}\left(C^{\star}\right)$. Since $\left\{y_{H}: H \in \mathscr{C}_{\sigma}\right.$ and $\left.F \subseteq H\right\} \in q$ and $\left\{y_{H}: H \in \mathscr{C}_{\sigma}\right.$ and $\left.F \subseteq H\right\} \subseteq S_{F}$, we have $q \in \overline{S_{F}}$ as required.

We now claim that $V q \subseteq \overline{D_{\sigma}}$. We show in fact that $\overline{C^{\star}} q \subseteq \overline{D_{\sigma}}$ for which it suffices to show that $C^{\star} q \subseteq \overline{D_{\sigma}}$. So let $s \in C^{\star}$. To see that $s^{-1} D_{\sigma} \in q$, it suffices to show that $\left\{y_{H}: H \in \bigodot_{\sigma}\right.$ and $\left.s \in H\right\} \subseteq s^{-1} D_{\sigma}$. So let $H \in \bigodot_{\sigma}$ such that $s \in H$. Then $s y_{H} \in H y_{H} \subseteq D_{\sigma}$.

Now $V q$ is a left ideal of $V$ so pick an idempotent $r \in K(V) \cap V q$. Also $p \in$ $V \cap K(\beta S)$ so $V \cap K(\beta S)$ is an ideal of $V$ and thus $K(V) \subseteq K(\beta S)$. Thus $r$ is minimal in $\beta S$ and $D_{\sigma} \in r$.

We now see that, for many familiar semigroups $S, S^{*} S^{*}$ is nowhere dense in $S^{*}$.
Theorem 6.35. Let $S$ be a countable semigroup which is weakly left cancellative and right cancellative. Then $S^{*} S^{*}$ is nowhere dense in $S^{*}$.

Proof. We enumerate $S$ as a sequence $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$ of distinct elements. Let $T$ denote any infinite subset of $S$. We shall produce an infinite subset $V$ of $T$ such that $V^{*} \cap$ $S^{*} S^{*}=\emptyset$. To this end we shall inductively choose a sequence $\left\langle t_{n}\right\rangle_{n=1}^{\infty}$ of distinct elements of $T$ with the property that the equations $s_{m} x=t_{n}$ and $s_{m^{\prime}} x=t_{n^{\prime}}$ have no simultaneous solution in $S$ if $m<n, m^{\prime}<n^{\prime}$ and $n<n^{\prime}$.

We choose $t_{1}$ to be any element of $T$. We then assume that $t_{1}, t_{2}, \ldots, t_{k}$ have been chosen and and we put $X=\left\{x \in S: s_{m} x=t_{n}\right.$ for some $\left.m, n \leq k\right\}$. Since $S$ is weakly left cancellative, $X$ is finite. So we can choose $t_{k+1} \in T \backslash\left(\bigcup_{m=1}^{k} s_{m} X \cup\right.$ $\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}$ ). This shows that the sequence $\left\langle t_{n}\right\rangle_{n=1}^{\infty}$ can be constructed as claimed.

Let $V=\left\{t_{n}: n \in \mathbb{N}\right\}$. We claim that, for any $p, q \in S^{*}, p q \notin V^{*}$. Suppose, on the contrary, that $p q \in V^{*}$. Then, if $P=\{s \in S: s q \in \bar{V}\}, P \in p$. If $s \in P$, it follows from Theorem 4.31 that $s q \in V^{*}$. Pick $m<m^{\prime}$ with $s_{m}, s_{m^{\prime}} \in P$. If $Q=\left\{x \in S: s_{m} x\right.$ and $s_{m^{\prime}} x$ are in $\left.\left\{t_{i}: i>m^{\prime}\right\}\right\}$, then $Q \in q$. So we can choose $x \in Q$ and will then have $s_{m} x=t_{n}$ and $s_{m^{\prime}} x=t_{n^{\prime}}$ for some $n>m$ and some $n^{\prime}>m^{\prime}$. Since $S$ is right cancellable, $n \neq n^{\prime}$. But then we have a contradiction to the choice of the sequence $\left\langle t_{n}\right\rangle_{n=1}^{\infty}$.

Notice that the hypotheses of Corollary 6.34 and Theorem 6.35 cannot be significantly weakened. The semigroup ( $\mathbb{N}, \vee$ ) is weakly right and weakly left cancellative, but every member of $\mathbb{N}^{*}$ is a minimal idempotent in $(\beta \mathbb{N}, \vee)$ and $\mathbb{N}^{*} \vee \mathbb{N}^{*}=\mathbb{N}^{*}$.

We have need of the following topological fact which it would take us too far afield to prove.

Theorem 6.36. There is a subset $L$ of $\mathbb{N}^{*}$ such that $|L|=2^{\mathfrak{c}}$ and for all $p \neq q$ in $L$ and all $f: \mathbb{N} \rightarrow \mathbb{N}, \widetilde{f}(p) \neq q$.

Proof. This is a special case of [351].
Lemma 6.37. Let $p, q \in \mathbb{N}^{*}$. If there is a one-to-one function $f: \mathbb{N} \rightarrow \beta \mathbb{N}$ such that $f[\mathbb{N}]$ is discrete and $\widetilde{f}(p)=q$, then there is a function $g: \mathbb{N} \rightarrow \mathbb{N}$ such that $\widetilde{g}(q)=p$.

Proof. For each $n \in \mathbb{N}$ choose $A_{n} \in f(n)$ such that $\overline{A_{n}} \cap f[\mathbb{N} \backslash\{n\}]=\emptyset$. For each $n>1$ in $\mathbb{N}$, let $B_{n}=A_{n} \backslash \bigcup_{k=1}^{n-1} A_{k}$ and let $B_{1}=\mathbb{N} \backslash \bigcup_{n=2}^{\infty} B_{n}$. Then $\left\{B_{n}: n \in \mathbb{N}\right\}$ is a partition of $\mathbb{N}$ and for each $n \in \mathbb{N}, B_{n} \in f(n)$. Define $g: \mathbb{N} \rightarrow \mathbb{N}$ by $g(k)=n$ if and only if $k \in B_{n}$. Then for each $n \in \mathbb{N}$ one has $g$ is constantly equal to $n$ on a member of $f(n)$ so $\widetilde{g}(f(n))=n$. Therefore $\widetilde{g} \circ \widetilde{f}: \beta \mathbb{N} \rightarrow \beta \mathbb{N}$ is the identity on $\beta \mathbb{N}$. Thus $\widetilde{g}(q)=\widetilde{g}(\widetilde{f}(p))=p$.

Recall that two points $x$ and $y$ in a topological space $X$ have the same homeomorphism type if and only if there is a homeomorphism $f$ from $X$ onto $X$ such that $f(x)=y$. See [109, Chapter 9].

Theorem 6.38. Let $D$ be a discrete space and let $X$ be an infinite compact subset of $\beta D$. Then $X$ has at least $2^{\mathfrak{c}}$ distinct homeomorphism types.

Proof. By Theorem 3.59, $X$ contains a copy of $\beta N$, so we shall assume that $\beta \mathbb{N} \subseteq X$. Let $L \subseteq \mathbb{N}^{*}$ be as guaranteed by Theorem 6.36. We claim that the elements of $L$ all have different homeomorphism types in $X$.

Suppose instead that some two elements of $L$ have the same homeomorphism type in $X$. We claim that in fact
there exist some homeomorphism $h$ from $X$ onto $X$ and some $p \neq q$ in $L$ such that $h(p)=q$ and $q \in c \ell(h[\mathbb{N}] \cap c \ell \mathbb{N})$.

To verify $(*)$, pick a homeomorphism $h$ from $X$ onto $X$ and $p \neq q$ in $L$ such that $h(p)=q$. Now $q \in c \ell \mathbb{N} \cap c \ell h[\mathbb{N}]$ so by Corollary 3.41, $q \in c \ell(\mathbb{N} \cap c \ell h[\mathbb{N}]) \cup$ $c \ell(h[\mathbb{N}] \cap c \ell \mathbb{N})$. If $q \in c \ell(h[\mathbb{N}] \cap c \ell \mathbb{N})$, then we have that (*) holds directly, so assume that $q \in c \ell(\mathbb{N} \cap c \ell h[\mathbb{N}])$. Then $p=h^{-1}(q) \in h^{-1}[c \ell(\mathbb{N} \cap c \ell h[\mathbb{N}])]=$ $c \ell\left(h^{-1}[\mathbb{N}] \cap c \ell \mathbb{N}\right)$. Thus $(*)$ holds with $p$ and $q$ interchanged and with $h^{-1}$ replacing $h$.

Thus (*) holds and we have $q \in c \ell(h[\mathbb{N}] \cap \beta \mathbb{N})$. Let $A=h[\mathbb{N}] \cap \mathbb{N}$ and let $B=h[\mathbb{N}] \cap \mathbb{N}^{*}$. Then $q \in c \ell A \cup c \ell B$.

Assume first that $q \in c \ell A$. Define $f: \mathbb{N} \rightarrow \mathbb{N}$ by

$$
f(n)= \begin{cases}h(n) & \text { if } n \in h^{-1}[A] \\ 1 & \text { if } n \in \mathbb{N} \backslash h^{-1}[A]\end{cases}
$$

Then $p=h^{-1}(q) \in h^{-1}[c \ell A]=c \ell h^{-1}[A]$ and $f$ and $h$ agree on $h^{-1}[A]$ so $\widetilde{f}(p)=$ $h(p)=q$, contradicting the choice of $L$.

Thus we must have $q \in c \ell B$. Since $h[\mathbb{N}]$ is discrete, and no countable subset of $\mathbb{N}^{*}$ is dense in $\mathbb{N}^{*}$ by Corollary 3.37, we may pick a one-to-one function $f: \mathbb{N} \rightarrow \mathbb{N}^{*}$ such that $f(n)=h(n)$ for all $n \in h^{-1}[B]$ and $f[\mathbb{N}]$ is discrete. Then $p=h^{-1}(q) \in$ $h^{-1}[c \ell B]=c \ell h^{-1}[B]$ and $f$ and $h$ agree on $h^{-1}[B]$. So $\widetilde{f}(p)=q$. But then by Lemma 6.37 there is a function $g: \mathbb{N} \rightarrow \mathbb{N}$ such that $\widetilde{g}(q)=p$, again contradicting the choice of $L$.

Recall from Theorem 2.11 that the minimal left ideals of $\beta S$ are homeomorphic. Thus the hypothesis of the following theorem is the same as stating that some minimal left ideal of $\beta S$ is infinite.

Theorem 6.39. Let $S$ be a discrete semigroup. If the minimal left ideals of $\beta S$ are infinite, $\beta S$ contains at least $2^{\mathfrak{c}}$ minimal right ideals.

Proof. Suppose that $L$ is an infinite minimal left ideal of $\beta S$. Then $L$ is compact. Now two points $x$ and $y$ of $L$ which belong to the same minimal right ideal $R$ belong to the same homeomorphism type in $L$. To see this, observe that $R \cap L$ is a group, by Theorem 1.61. Let $x^{-1}$ and $y^{-1}$ be the inverses of $x$ and $y$ in $R \cap L$. The mapping $\rho_{x^{-1} y}$ is a homeomorphism from $L$ to itself by Theorem 2.11 (c) and $\rho_{x^{-1} y}(x)=y$.

By Theorem 6.38 the points of $L$ belong to at least $2^{\mathfrak{c}}$ different homeomorphism classes. So $\beta S$ contains at least $2^{\mathfrak{c}}$ minimal right ideals.

Lemma 6.40. Let $S$ be an infinite discrete cancellative semigroup. Then every minimal left ideal of $\beta S$ is infinite.

Proof. Let $L$ be a left ideal of $\beta S$ and let $p \in L$. If $s, t$ are distinct elements of $S$, then $s p \neq t p$, by Lemma 6.28.

Corollary 6.41. Let $S$ be an infinite discrete cancellative semigroup. Then $\beta S$ contains at least $2^{\mathfrak{c}}$ minimal right ideals.

Proof. This follows from Theorem 6.39 and Lemma 6.40.
As an immediate consequence of Theorem 6.30 with $R=S$ one has that if $|S|=\kappa$ and $S$ is weakly left cancellative, then then there are $2^{2^{\kappa}}$ pairwise disjoint left ideals of $\beta S$. We see now that in fact the same conclusion follows from the assumption that $S$ is very weakly left cancellative.

Theorem 6.42. Let $S$ be an infinite discrete semigroup which is very weakly left cancellative. If $|S|=\kappa$, then there are $2^{2^{\kappa}}$ pairwise disjoint left ideals of $\beta S$.

Proof. Enumerate the elements of $S$ as $\left\langle s_{\iota}\right\rangle_{\iota \kappa \kappa}$. Inductively construct an injective $\kappa$ sequence $\left\langle t_{\iota}\right\rangle_{\iota<\kappa}$ so that for all $\lambda<\mu<\kappa$, $s_{\lambda} t_{\mu} \notin\left\{s_{l} t_{\gamma}: \iota<\gamma<\mu\right\}$. (This is possible because $S$ is very weakly left cancellative.)

By Theorem 3.58, there are $2^{2^{\kappa}}$ uniform ultrafilters on $T=\left\{t_{\iota}: \iota<\kappa\right\}$. So it suffices to show that if $p$ and $q$ are distinct uniform ultrafilters on $T$, then $\beta S p \cap$ $\beta S q=\emptyset$. So let $p$ and $q$ be distinct uniform ultrafilters on $T$ and pick $P \in p$ and $Q \in q$ such that $P \cap Q=\emptyset$. Let $D=\left\{s_{\iota} t_{\gamma}: t_{\gamma} \in P\right.$ and $\left.\iota<\gamma\right\}$ and let $E=\left\{s_{\iota} t_{\gamma}: t_{\gamma} \in Q\right.$ and $\left.\iota<\gamma\right\}$. Then $D \cap E=\emptyset$. We claim that $\beta S p \subseteq \bar{D}$, for which it suffices to show that $S p \subseteq \bar{D}$. So let $s_{\iota} \in S$. Then $\left\{t_{\gamma}: t_{\gamma} \in P\right.$ and $\gamma>\iota\} \in p$ and $\left\{t_{\gamma}: t_{\gamma} \in P\right.$ and $\left.\gamma>\iota\right\} \subseteq s_{\imath}^{-1} D$. Similarly $\beta S q \subseteq \bar{E}$.

Corollary 6.43. If $S$ is a very weakly left cancellative infinite discrete semigroup with cardinality $\kappa$, then $\beta S$ contains $2^{2^{\kappa}}$ minimal idempotents.

Proof. Each left ideal of $\beta S$ contains a minimal idempotent.
Theorem 6.44. Let $S$ be an infinite cancellative discrete semigroup. Then $\beta S$ contains at least $2^{\mathfrak{c}}$ minimal left ideals and at least $2^{\mathfrak{c}}$ minimal right ideals. Each minimal right ideal and each minimal left ideal contains at least $2^{\mathfrak{c}}$ idempotents.

Proof. By Theorem 6.42 and Corollary $6.41, \beta S$ contains at least $2^{c}$ minimal left ideal and at least $2^{\mathfrak{c}}$ minimal right ideals. Now each minimal right ideal and each minimal left ideal have an intersection which contains an idempotent, by Theorem 1.61. So each minimal right ideal and each minimal left ideal contains at least $2^{\mathfrak{c}}$ idempotents.

Since minimal left ideals of $\beta S$ are closed, it is immediate that, if $S$ is very weakly left cancellative, there are many pairwise disjoint closed left ideals of $\beta S$. We see that it is more unusual for $S^{*}$ to be the disjoint union of finitely many closed left ideals of $\beta S$.

Definition 6.45. Let $S$ be a semigroup and let $B \subseteq S$. Then $B$ is almost left invariant if and only if for each $s \in S, s B \backslash B$ is finite.

Theorem 6.46. Let $S$ be a semigroup and let $n \in \mathbb{N}$. Then $S^{*}$ is the union of $n$ pairwise disjoint closed left ideals of $\beta S$ if and only if
(a) $S$ is weakly left cancellative and
(b) $S$ is the union of $n$ pairwise disjoint infinite almost left invariant subsets.

Proof. Necessity. Assume that $S^{*}=\bigcup_{i=1}^{n} L_{i}$, where each $L_{i}$ is a closed left ideal of $\beta S$ and $L_{i} \cap L_{j}=\emptyset$ for $i \neq j$. Then $S^{*}$ is a left ideal of $\beta S$ so by Theorem 4.31, $S$ is weakly left cancellative.

Since $L_{i} \cap L_{j}=\emptyset$ when $i \neq j$, each $L_{i}$ is clopen so by Theorem 3.23, there is some $C_{i} \subseteq S$ such that $L_{i}=C_{i}^{*}$. Let $B_{1}=C_{1}$. For $i \in\{2,3,4, \ldots, n-1\}$ (if any) let $B_{i}=C_{i} \backslash \bigcup_{j=1}^{i-1} C_{j}$, and let $C_{n}=S \backslash \bigcup_{j=1}^{n-1} C_{j}$. Then for each $i, B_{i}^{*}=C_{i}^{*}=L_{i}$ and $B_{i} \cap B_{j}=\emptyset$ when $i \neq j$.

Finally, let $i \in\{1,2, \ldots, n\}$, let $s \in S$, and suppose that $s B_{i} \backslash B_{i}$ is infinite. Since $s B_{i} \backslash B_{i}=s \cdot\left(B_{i} \backslash s^{-1} B_{i}\right)$, it follows that $B_{i} \backslash s^{-1} B_{i}$ is infinite and so there exists $p \in\left(B_{i} \backslash s^{-1} B_{i}\right)^{*}$. Then $p \in L_{i}$ while $s p \notin L_{i}$, a contradiction.

Sufficiency. Let $S=\bigcup_{i=1}^{n} B_{i}$ where each $B_{i}$ is infinite and almost invariant and $B_{i} \cap B_{j}=\emptyset$ when $i \neq j$. For each $i \in\{1,2, \ldots, n\}$, let $L_{i}=B_{i}^{*}$. By Theorem 4.31, $S^{*}$ is a left ideal of $\beta S$, so it suffices to show that for each $i \in\{1,2, \ldots, n\}$, each $p \in L_{i}$, and each $s \in S, B_{i} \in s p$. To this end, let $i \in\{1,2, \ldots, n\}, p \in L_{i}$, and $s \in S$ be given. Then $s B_{i} \backslash B_{i}$ is finite and $B_{i} \backslash s^{-1} B_{i} \subseteq \bigcup_{x \in s B_{i} \backslash B_{i}}\{y \in S: s y=x\}$ so, since $S$ is weakly left cancellative, $B_{i} \backslash s^{-1} B_{i}$ is finite. Thus $s^{-1} B_{i} \in p$ so $B_{i} \in s p$ as required.

We now set out to show in Theorem 6.46 .5 without any cancellation assumptions that, unless $K(\beta S)$ is a finite subset of $S, \beta S$ must have many minimal left ideals or many minimal right ideals.

Lemma 6.46.1. Let $S$ be a discrete semigroup. If $I=K(\beta S) \cap S$ is nonempty, then $K(\beta I)=K(\beta S)$.

Proof. Since $I$ is an ideal of $S$, it follows from Corollary 4.18 that $\beta I=c \ell(I)$ is an ideal of $\beta S$. So our claim follows from Theorem 1.65 (4).

Lemma 6.46.2. Let $S$ be an infinite semigroup and assume that $I=K(\beta S) \cap S \neq \emptyset$.
(1) For all $a, b \in I, a S b$ is a finite group and $a S b=a \beta S b$.
(2) $S$ has a minimal left ideal with an idempotent.
(3) $I=K(S)$.
(4) If $S$ has $\mu$ minimal left ideals, where $\mu$ is an infinite cardinal, then $\beta S$ has at least $2^{2^{\mu}}$ minimal left ideals and $K(\beta S)$ meets $S^{*}$.
(5) If $S$ has $\mu$ minimal right ideals, where $\mu$ is an infinite cardinal, then $\beta S$ has at least $2^{2^{\mu}}$ minimal right ideals and $K(\beta S)$ meets $S^{*}$.

Proof. (1) Let $a, b \in I$. Let $R=a \beta S$ and $L=\beta S b$. Then $R$ is a minimal right ideal of $\beta S$ and $L$ is a minimal left ideal of $\beta S$. By Theorem 1.61, $R L=R \cap L$ and $R L$ is a group. Then $R L=a \beta S \beta S b \subseteq a \beta S b \subseteq R \cap L=R L$. So $a \beta S b$ is a group. Further, $a \beta S b=\lambda_{a}\left[\rho_{b}[\beta S]\right]$ so $a \beta S b$ is compact. As a right topological group $a \beta S b$ is homogeneous. Also $a \beta S b$ has an isolated point (for example $a a b$ ) so all points of $a \beta S b$ are isolated. Since $a \beta S b$ is compact, we have that $a \beta S b$ is finite. Since $a \beta S b=c \ell(a S b)$ and $a S b$ is finite, we have $a \beta S b=a S b$.
(2) Pick $a \in I$. Then $S a$ is a left ideal of $S$ and $a S a$ is a group which thus has an idempotent. So it suffices to show that $S a$ is a minimal left ideal of $S$. Let $L$ be a left ideal of $S$ with $L \subseteq S a$. By Corollary 4.18, $c \ell(L)$ is a left ideal of $\beta S$ and $c \ell(L) \subseteq c \ell(S a)=\beta S a$ and $\beta S a$ is a minimal left ideal of $\beta S$ since $a \in K(\beta S)$. So $c \ell(L)=\beta S a$. So $S a \subseteq c \ell(L) \cap S=L$.
(3) By (2) and Theorem 1.65, $K(S)=K(\beta S) \cap S$.
(4) Assume that $S$ has $\mu$ minimal left ideals, where $\mu$ is an infinite cardinal. Let $\mathscr{L}$ denote the set of minimal left ideals of $S$. We give $\mathscr{L}$ the discrete topology and define a semigroup operation $*$ on $\mathscr{L}$ by putting $L_{1} * L_{2}=L_{2}$. So $(\mathscr{L}, *)$ is a discrete right zero semigroup. Define a homomorphism $f: I \rightarrow \mathscr{L}$ by $f(x)=L$ if $x \in L$.

By Lemma 6.46.1, $K(\beta S) \equiv K(\beta I)$ so it suffices to show that $\beta I$ has at least $2^{2^{\mu}}$ minimal left ideals. Now $\widetilde{f}: \beta I \rightarrow \beta \mathscr{L}$ is surjective by Exercise 3.4.1 and a homomorphism by Corollary 4.22. Also $\beta \mathscr{L}$ is a right zero semigroup by Exercise 4.2.2 and $|\beta \mathscr{L}|=2^{2^{\mu}}$ by Theorem 3.58. For each $p \in \beta \mathscr{L}, \widetilde{f}^{-1}[\{p\}]$ is a left ideal of $\beta I$. So there are at least $2^{2^{\mu}}$ pairwise disjoint left ideals of $\beta I$.

To see that $K(\beta S)$ meets $S^{*}$, choose any $p \in \mathscr{L}^{*}$. Since $p \in K(\beta \mathscr{L})$, there exists $x \in K(\beta I)$ for which $\widetilde{f}(x)=p$ by Exercise 1.7.3. This implies that $x \in I^{*}$ and hence that $x \in S^{*}$.
(5) Let $\mathcal{R}$ denote the set of minimal right ideals of $S$ and define an operation $*$ on $\mathcal{R}$ making $(\mathscr{R}, *)$ a left zero semigroup. Then by Exercise 4.2.1, $\beta \mathcal{R}$ is a left zero semigroup, so the rest of the proof is a right-left switch of the proof of (4).

Lemma 6.46.3. Let $S$ be an infinite semigroup, let $L$ be a left ideal of $\beta S$, and let $p$ be an idempotent in $L$. If $L$ is finite, then there exists $B \in p$ such that for all $a \in B$, $\{s \in S: a s=s\} \in p$.

Proof. Pick $A \in p$ such that $\bar{A} \cap L=\{p\}$. Since $\underline{\rho_{p}}(p) \in \bar{A}$, pick $B \in p$ such that $\rho_{p}[\bar{B}] \subseteq \bar{A}$ and let $a \in B$. Then $a p \in \bar{A} \cap \beta S p \subseteq \bar{A} \cap L=\{p\}$. So $a p=p$. Since $\lambda_{a}(p)=p$, we have by Theorem 3.35 that $\{s \in S: a s=s\} \in p$.

Theorem 6.46.4. Let $S$ be an infinite semigroup and assume that $K(\beta S)$ meets $S^{*}$. If $\beta S$ contains a finite left ideal, then any finite minimal left ideal that meets $S^{*}$ is contained in $S^{*}$ and there are at least $2^{\mathfrak{c}}$ minimal left ideals in $\beta S$.

Proof. Let $L$ be a finite minimal left ideal $L$ of $\beta S$ which meets $S^{*}$. To see that $L \subseteq S^{*}$, suppose that there exists $x \in L \cap S$. Then $L=\beta S x=c \ell(S x)$. But $S x$ is finite and so $c \ell(S x)=S x \subseteq S$.

Pick an idempotent $p \in L$. Let $\mu=\|p\|$ and note that $\mu \geq \omega$. Pick $C \in p$ such that $|C|=\mu$. Pick by Lemma 6.46 .3 some $B \in p$ such that for all $a \in B,\{s \in S$ : $a s=s\} \in p$. We may presume $B \subseteq C$. For each $a \in B$, let $P_{a}=\{s \in C: a s=s\}$. Let $\mathcal{A}=\left\{P_{a}: a \in B\right\}$. Then $\mathcal{A} \subseteq p$ so $\mathcal{A}$ has the $\mu$-uniform finite intersection property. So by Theorem 3.62, $\left|\left\{q \in U_{\mu}(C): \mathcal{A} \subseteq q\right\}\right|=2^{2^{\mu}}$.

If $q \in U_{\mu}(C)$ and $\mathcal{A} \subseteq q$, then for all $a \in B, a q=q$ and therefore $p q=q$. So $|p \beta S| \geq 2^{2^{\mu}}$. Since $p \in K(\beta S), p \beta S$ is a minimal right ideal. Since each minimal left ideal is finite and $p \beta S \subseteq K(\beta S)=\bigcup\{M: M$ is a minimal left ideal $\}$, one has $\mid\{M: M$ is a minimal left ideal $\} \mid \geq 2^{2^{\mu}}$.

Theorem 6.46.5. Let $S$ be an infinite semigroup. At least one of the following statements holds:
(1) $S$ has a finite ideal, in which case $K(\beta S) \subseteq S$ and is finite.
(2) $\beta S$ has at least $2^{\mathfrak{c}}$ minimal left ideals.
(3) $\beta S$ has at least $2^{\mathfrak{c}}$ minimal right ideals.

Proof. If some minimal left ideal of $\beta S$ is infinite we have by Theorem 6.39 that statement (3) holds. So we assume that the minimal left ideals of $S$ are finite.

If $K(\beta S) \subseteq S^{*}$, then by Theorem 6.46.4, statement (2) holds. So we may assume $I=K(\beta S) \cap S \neq \emptyset$. If $I$ is finite, then $c \ell(I)$ is an ideal of $\beta S$ by Corollary 4.18, so $K(\beta S) \subseteq c \ell(I)=I$ so statement (1) holds.

Thus we assume $I=K(\beta S) \cap S$ is infinite. By Lemma 6.46.2(3), $I=K(S)$ and for any minimal left ideal $L$ of $S$ and any minimal right ideal $R$ of $S, L \cap R$ is finite. Thus there are either infinitely many minimal left ideals of $S$ or infinitely many minimal right ideals of $S$. Thus by conclusion (4) or (5) of Lemma 6.46.2, statement (2) or (3) holds.

Corollary 6.46.6. Let $S$ be an infinite semigroup. If $S$ does not have a finite ideal, then $\beta S$ has at least $2^{\mathfrak{c}}$ minimal idempotents.

Proof. By Theorem 6.46.5, either $\beta S$ has at least $2^{\text {c }}$ minimal left ideals or $\beta S$ has at least $2^{c}$ minimal right ideals.

Exercise 6.3.1. Show that, for any discrete semigroup $S$, the number of minimal right ideals of $\beta S$ is either finite or at least $2^{c}$.

Exercise 6.3.2. Suppose that $S$ is a commutative discrete semigroup. Show that, for any minimal right ideal $R$ and any minimal left ideal $L$ of $\beta S, R \cap L$ is dense in $L$. Deduce that the number of minimal right ideals of $\beta S$ is either one or at least $2^{c}$.

Exercise 6.3.3. Several of the results of this section refer to a right cancellative and weakly left cancellative semigroup. Give an example of an infinite right cancellative and weakly left cancellative semigroup which is not cancellative. (Hint: Such examples can be found among the subsemigroups of $\left(\mathbb{N}_{\mathbb{N}}, \circ\right)$.)

Exercise 6.3.4. Show that there is a semigroup $S$ which is both weakly left cancellative and weakly right cancellative but $\beta S$ has only one minimal right ideal.

Exercise 6.3.5. Show that $\mathbb{N}^{*}$ is not the union of two disjoint closed left ideals of $(\beta \mathbb{N},+)$.

Exercise 6.3.6. Show that $\mathbb{Z}^{*}$ is the union of two disjoint closed left ideals of $(\beta \mathbb{Z},+)$ but is not the union of three such left ideals.

### 6.4 Weakly Left Cancellative Semigroups

We have shown that the center of $(\beta \mathbb{N},+)$ is disjoint from $\mathbb{N}^{*}$, and so is the center of $(\beta \mathbb{N}, \cdot)$. In this section, we shall show that this is a property shared by a large class of semigroups.

We shall use $\kappa$ to denote an infinite cardinal and shall regard $\kappa$ as being a discrete space.

Lemma 6.47. Let $S$ be an infinite weakly left cancellative semigroup with cardinality $\kappa$ and let $T$ be a given subset of $S$ with cardinality $\kappa$. Then there exists a function $f: S \rightarrow \kappa$ such that
(1) $f[T]=\kappa$,
(2) for every $\lambda<\kappa, f^{-1}[\lambda]$ is finite if $\lambda$ is finite and $\left|f^{-1}[\lambda]\right| \leq|\lambda|$ if $\lambda$ is infinite, and
(3) for every $s, r \in S$, if $f(s)+1<f(r)$, then $f(s r) \in\{f(r)-1, f(r), f(r)+1\}$ if $f(r)$ is not a limit ordinal and $f(s r) \in\{f(r), f(r)+1\}$ otherwise.

Proof. We assume that $S$ has been arranged as a $\kappa$-sequence $\left\langle s_{\alpha}\right\rangle_{\alpha<\kappa}$. We shall construct an increasing $\kappa$-sequence $\left\langle E_{\alpha}\right\rangle_{\alpha<\kappa}$ of subsets of $S$ satisfying the following conditions for $\gamma<\kappa$ :
(i) $s_{\gamma} \in E_{\gamma}$;
(ii) $T \cap \bigcup_{\alpha<\gamma} E_{\alpha} \subsetneq T \cap E_{\gamma}$;
(iii) if $\alpha<\gamma$, then $E_{\alpha} E_{\alpha} \subseteq E_{\gamma}$;
(iv) if $\gamma=\alpha+1, s \in E_{\alpha}$, and $s r \in E_{\alpha}$, then $r \in E_{\gamma}$;
(v) if $\gamma<\omega$, then $\left|E_{\alpha}\right|<\omega$; and
(vi) if $\gamma \geq \omega$, then $\left|E_{\gamma}\right| \leq|\gamma|$.

We choose any $t \in T$ and put $E_{0}=\left\{s_{0}, t\right\}$. We then assume that $0<\gamma<\kappa$ and that we have defined $E_{\alpha}$ for every $\alpha<\gamma$.

Let $U=\bigcup_{\alpha<\gamma} E_{\alpha}$ and notice that $|U|<\omega$ if $\gamma<\omega$ and that $|U| \leq|\gamma|$ if $\gamma \geq \omega$. If $\gamma$ is a limit ordinal let $V=\emptyset$. If $\gamma=\alpha+1$, let $V=E_{\alpha} E_{\alpha} \cup\left\{t \in S: E_{\alpha} t \cap E_{\alpha} \neq\right.$ $\emptyset\}$ and note that, since $S$ is weakly left cancellative, $|V|<\omega$ if $\gamma<\omega$ and $|V| \leq|\gamma|$ if $\gamma \geq \omega$. Pick $t \in T \backslash U$ and let $E_{\gamma}=U \cup V \cup\left\{s_{\gamma}, t\right\}$. It is easy to verify that the induction hypotheses are satisfied.

We now define $f: S \rightarrow \kappa$ by putting $f(s)=\min \left\{\alpha<\kappa: s \in E_{\alpha}\right\}$.
For every $\beta<\kappa$ there exists $t \in T \cap E_{\beta} \backslash \bigcup_{\alpha<\beta} E_{\alpha}$. Since $f(t)=\beta$, it follows that $f[T]=\kappa$. For every $\lambda<\kappa, f^{-1}[\lambda] \subseteq E_{\lambda}$. So $f^{-1}[\lambda]$ is finite if $\lambda$ is finite and $\left|f^{-1}[\lambda]\right| \leq|\lambda|$ if $\lambda$ is infinite.

Finally, suppose that $f(s)=\alpha, f(r)=\beta$ and $\alpha+1<\beta$. Let $\gamma=f(s r)$. Since $s, r \in E_{\beta}$, we have $s r \in E_{\beta+1}$ and so $\gamma \leq \beta+1$. We now claim that $\gamma+1 \geq \beta$. So suppose instead that $\gamma+1<\beta$ and let $\mu=\max \{\alpha, \gamma\}$. Then $s, s r \in E_{\mu}$ and so $r \in E_{\mu+1}$. Thus $\beta \leq \mu+1<\beta$, a contradiction.

Definition 6.48. Let $S$ be a discrete semigroup. We define a binary relation $R$ on $U_{\kappa}(S)$ by stating that $p R q$ if $(\beta S) p \cap(\beta S) q \neq \emptyset$. We extend this to an equivalence relation $\sim$ on $U_{\kappa}(S)$ by stating that $p \sim q$ if $p R^{n} q$ for some $n \in \mathbb{N}$.

By $R^{n}$ we mean the composition of $R$ with itself $n$ times. Thus, given $p, q \in$ $U_{\kappa}(S), p \sim q$ if and only if there exist elements $x_{0}, x_{1}, x_{2}, \ldots, x_{n} \in U_{\kappa}(S)$ such that $p=x_{0}, q=x_{n}$ and $x_{i} R x_{i+1}$ for every $i \in\{0,1,2, \ldots, n-1\}$.

Lemma 6.49. Let $S$ be a discrete infinite weakly left cancellative semigroup with cardinality $\kappa$ and let $T$ be any subset of $S$ with cardinality $\kappa$. Let $f$ be the function guaranteed by Lemma 6.47 and let $\widetilde{f}: \beta S \rightarrow \beta \kappa$ be its continuous extension.
(i) If $\kappa=\omega$, we put $A=\left\{2^{m}: m \in \mathbb{N}\right\}$.
(ii) If $\kappa>\omega$, we put $A$ equal to the set of limit ordinals in $\kappa$.

If $\underset{\sim}{B}$ and $C$ are disjoint subsets of $A$ with cardinality $\kappa$ and if $B \in \widetilde{f}(p)$ and $C \in \widetilde{f}(q)$ for some $p, q \in U_{\kappa}(S)$, then $p \nsim q$.

Proof. (i) We first suppose that $\kappa=\omega$ and that $A=\left\{2^{m}: m \in \mathbb{N}\right\}$. We shall show by induction that, for every $n \in \mathbb{N}$, every $x, y \in S^{*}$ and every $X \subseteq \mathbb{N}$, if $X \in \widetilde{f}(x)$ and $x R^{n} y$, then $\bigcup_{i=-2 n}^{2 n}(i+X) \in \widetilde{f}(y)$.

Suppose first that $n=1$. If $x R y$ then $u x=v y$ for some $u, v \in \beta S$. Let $U=$ $\{s r: s, r \in S, f(s)+1<f(r)$, and $f(r) \in X\}$. Then $U \in u x$ by Theorem 4.15, and $f[U] \subseteq(X-1) \cup X \cup(X+1)$ by condition (3) of Lemma 6.47. So
$(X-1) \cup X \cup(X+1) \in \widetilde{f}(u x)$. Similarly, if $Y \in \widetilde{f}(y)$, then $(\underset{\sim}{Y}-1) \cup Y \cup(Y+1) \in$ $\widetilde{f}(v y)$. So $Y \cap \bigcup_{i=-2}^{2}(i+X) \neq \emptyset$. Thus $\bigcup_{i=-2}^{2}(i+X) \in \widetilde{f}(y)$.

Now assume that our claim holds for $n \in \mathbb{N}$. Suppose that $x R^{n+1} y$. Then $x R^{n} z$ and $z R y$ for some $z \in S^{*}$. Let $Z=\bigcup_{i=-2 n}^{2 n}(i+X)$. By our inductive assumption, $Z \in \widetilde{f}(z)$. By what we have just proved with $n=1, \bigcup_{i=-2}^{2}(i+Z)=$ $\bigcup_{i=-2(n+1)}^{2(n+1)}(i+X) \in \widetilde{f}(y)$. So we have established our claim.

We now observe that, for every $n \in \mathbb{N}, B \cap\left(\bigcup_{i=-2 n}^{2 n}(i+C)\right)$ is finite and so $\bigcup_{i=-2 n}^{2 n}(i+C) \notin \widetilde{f}(p)$. Thus we cannot have $p R^{n} q$.
(ii) Suppose that $\kappa>\omega$ and that $A$ is the set of limit ordinals in $\kappa$.

Let $B^{\prime}=\{\lambda+n: \lambda \in B$ and $n \in \omega\}$. We shall show that, if $x, y \in U_{\kappa}(S)$, $B^{\prime} \in \widetilde{f}(x)$, and $x R^{n} y$, then $B^{\prime} \in \widetilde{f}(y)$.

Suppose first that $x R y$. Then $u x=v y$ for some $u, v \in \beta S$. Now, if $U=\{s r$ : $s, r \in S, f(s)+1<f(r)$, and $\left.f(r) \in B^{\prime}\right\}$, then $U \in u x$ (by Theorem 4.15). We also have $\mathcal{f}[U] \subseteq B^{\prime}$, by condition (3) of Lemma 6.47. So $B^{\prime} \in \widetilde{f}(u x)$. Similarly, if $\kappa \backslash B^{\prime} \in \widetilde{f}(y)$, then $\kappa \backslash B^{\prime} \in \widetilde{f}(v y)$. This contradicts our assumption that $u x=v y$ and so $B^{\prime} \in \widetilde{f}(y)$.

It follows immediately, by induction, that $x R^{n} y$ implies that $B^{\prime} \in \widetilde{f}(y)$.
Since $B^{\prime} \in \widetilde{f}(p)$ and $B^{\prime} \notin \widetilde{f}(q)$, it follows that $p \nsim q$.
Lemma 6.50. Let $S$ be a discrete infinite weakly left cancellative semigroup with cardinality $\kappa$. For every $p \in U_{\kappa}(S),\left\{q \in U_{\kappa}(S): q \sim p\right\}$ is a nowhere dense subset of $U_{\kappa}(S)$.

Proof. Suppose instead that we have some subset $T$ of cardinality $\kappa$ such that $U_{\kappa}(T) \subseteq$ $c \ell\left\{q \in U_{\kappa}(S): q \sim p\right\}$. Let $f$ be the function guaranteed by Lemma 6.47.

If $\kappa=\omega$, we put $A=\left\{2^{m}: m \in \mathbb{N}\right\}$. If $\kappa>\omega$, we put $A$ equal to the set of limit ordinals in $\kappa$.

Let $B$ and $C$ be disjoint subsets of $A$ with cardinality $\kappa$. It follows from Lemma 6.49 that $\left\{q \in U_{\kappa}(S): q \sim p\right\}$ is disjoint from $c \ell\left(f^{-1}[B]\right) \cap U_{\kappa}(S)$ or from $c \ell\left(f^{-1}[C]\right) \cap U_{\kappa}(S)$. So either $c \ell\left(f^{-1}[B]\right) \cap U_{\kappa}(T)$ or $c \ell\left(f^{-1}[C]\right) \cap U_{\kappa}(T)$ is a nonempty open subset of $U_{\kappa}(T)$ disjoint from $\left\{q \in S^{*}: q \sim p\right\}$, a contradiction.

Corollary 6.51. Let $S$ be a discrete infinite weakly left cancellative semigroup with cardinality $\kappa$. For every $p \in U_{\kappa}(S),\left\{q \in U_{\kappa}(S): q p=p q\right\}$ is nowhere dense in $U_{\kappa}(S)$.

Proof. If $q p=p q,(\beta S) p \cap(\beta S) q \neq \emptyset$ and so $q R p$.
Corollary 6.52. Let $S$ be a discrete infinite weakly left cancellative semigroup with cardinality $\kappa$. Then the center of $U_{\kappa}(S)$ is empty.

Proof. This follows immediately from Corollary 6.51.

Theorem 6.53. Let $S$ be a discrete infinite weakly left cancellative semigroup with cardinality $\kappa$. Then there exists a decomposition \& of $U_{\kappa}(S)$ with the following properties:
(1) Each $I \in \mathbb{d}$ is a left ideal of $\beta S$.
(2) Each $I \in \mathscr{d}$ is nowhere dense in $U_{\kappa}(S)$.
(3) $|\ell|=2^{2^{\kappa}}$.

Proof. We use the equivalence relation described in Definition 6.48 and denote the equivalence class of an element $p \in U_{\kappa}(S)$ by $[p]$. We put $\ell=\left\{[p]: p \in U_{\kappa}(S)\right\}$.
(1) By Exercise 6.4.1, $U_{\kappa}(S)$ is a left ideal of $\beta S$. So, for each $p \in U_{\kappa}(S)$ and each $x \in \beta S, p R x p$. Thus $[p]$ is a left ideal of $\beta S$.
(2) This is Lemma 6.50.
(3) Let $f$ denote the function guaranteed by Lemma 6.47, with $T=S$, and let $\widetilde{f}: \beta S \rightarrow \beta \kappa$ denote its continuous extension. We note that $\widetilde{f}$ is surjective because $f$ is surjective. Furthermore, $\widetilde{f}^{-1}\left[U_{\kappa}(\kappa)\right] \subseteq U_{\kappa}(S)$.

If $\kappa=\omega$, we put $A=\left\{2^{m}: m \in \mathbb{N}\right\}$. If $\kappa>\omega$, we put $A$ equal to the set of limit ordinals in $\kappa$. For each $u \in U_{\kappa}(A)$, we can choose $p_{u} \in U_{\kappa}(S)$ for which $\widetilde{f}\left(p_{u}\right)=u$. If $u$ and $v$ are distinct elements of $U_{\kappa}(A)$, there exist disjoint subsets $B$ and $C$ of $A$ for which $B \in u$ and $C \in v$. Since $B \in \widetilde{f}\left(p_{u}\right)$ and $C \in \widetilde{f}\left(p_{v}\right)$, it follows from Lemma 6.49 that $\left[p_{u}\right] \neq\left[p_{v}\right]$. Now $|A|=\kappa$ and so $\left|U_{\kappa}(A)\right|=2^{2^{\kappa}}$ (by Theorem 3.58), and so $|\ell|=2^{2^{\kappa}}$.

Theorem 6.54. Let $S$ be a weakly left cancellative semigroup. Then the center of $\beta S$ is equal to the center of $S$. The center of $S^{*}$ is empty.

Proof. First, if $s$ is in the center of $S$, then $s$ is also in the center of $\beta S$. Indeed, for every $p \in \beta S$, we have $s p=p-\lim _{t \in S} s t=p-\lim _{t \in S} t s=p s$.

To see the reverse inclusion, let $p$ be in the center of $\beta S$ and suppose $p \notin S$. (Of course, if $p \in S$, then $p$ is in the center of $S$.) Let $\kappa=\|p\|$. We choose any $B \in p$ with $|B|=\kappa$ and let $T$ denote the subsemigroup of $S$ generated by $B$. Since $|T|=\kappa$ and since we can regard $p$ as being in $U_{\kappa}(T)$, it follows from Corollary 6.52 that $p$ is not in the center of $\beta T$. So $p$ is not in the center of $\beta S$.

It is easy to see that the closure of the set of minimal idempotents in $\beta \mathbb{N}$ contains elements which are not in $K(\beta \mathbb{N})$.

Theorem 6.54.1. Let $\left\langle e_{n}\right\rangle_{n=1}^{\infty}$ be a sequence of elements in $K(\mathbb{H})$ with the property that any two belong to distinct minimal left ideals. Then no limit point of the sequence can be in $K(\beta \mathbb{N})$.

Proof. Let $e$ be a limit point of the sequence $\left\langle e_{n}\right\rangle_{n=1}^{\infty}$. Assume that $e \in K(\beta \mathbb{N})$. Let $M=\left\{n \in \mathbb{N}: e_{n} \notin \beta \mathbb{N}+e\right\}$. Then $|\mathbb{N} \backslash M| \leq 1$ and so $e \in c \ell\left(\left\{e_{n}: n \in M\right\}\right)$. Also, since $e=q+e$ for some minimal idempotent $q, e \in c \ell(\mathbb{N}+e)$. Therefore, by

Theorem 3.40, either $\left\{e_{n}: n \in M\right\} \cap c \ell(\mathbb{N}+e) \neq \emptyset$ or $(\mathbb{N}+e) \cap c \ell\left\{e_{n}: n \in M\right\} \neq \emptyset$. However, if $n \in M, e_{n} \notin \beta \mathbb{N}+e=c \ell(\mathbb{N}+e)$. If $n \in \mathbb{N}, n+e \notin c \ell\left(\left\{e_{n}: n \in M\right\}\right)$, because $n+e \notin \mathbb{H}$. This is a contradiction.

We shall now prove analogous theorems for arbitrary infinite cancellative semigroups.

If $\kappa$ is a cardinal, $\kappa_{d}$ will denote $\kappa$ with the discrete topology and + denotes ordinal addition. Let $N_{\kappa}$ be the set of nonlimit ordinals in $\kappa$. The function $x \mapsto x-1$ which sends a successor to its immediate predecesor extends continuously to $\overline{N_{\kappa}}$. We denote the value of this extension at the point $v \in \overline{N_{\kappa}}$ by $v-1$. We recall that, if $S$ is a set with cardinality $\kappa, U_{\kappa}(S)$ denotes the set of ultrafilters on $S$ whose members all have cardinality $\kappa$.

Lemma 6.54.2. Let $S$ be an infinite weakly left cancellative semigroup with cardinality $\kappa$ and let $T$ be any subset of $S$ for which $|T|=\kappa$. Let $f: S \rightarrow \kappa$ be a function whose existence is guaranteed by Lemma 6.47 and let $\widetilde{f}: \beta S \rightarrow \beta \kappa_{d}$ be its continuous extension. If $x \in \beta S$ and $\underset{\sim}{\mathcal{f}} \in U_{\mathcal{K}}(S)$, then $\widetilde{f}(x y) \in\{\widetilde{f}(y)-1, \widetilde{f}(y), \widetilde{f}(y)+1\}$ if $\widetilde{f}(y) \in \overline{N_{\kappa}}$ and $\widetilde{f}(x y) \in\{\widetilde{f}(y), \widetilde{f}(y)+1\}$ otherwise.

Proof. Let $y \in U_{\kappa}(S)$. Since $\widetilde{f} \circ \rho_{y}$ is continuous, it suffices to prove the conclusion for $x \in S$. So let $x \in S$ be given. By Lemma 6.47 (3), if $t \in S$ and $f(x)+1<f(t)$, then $f(x t) \in\{f(t)-1, f(t), f(t)+1\}$ if $f(t) \in N_{\kappa}$ and $f(x t) \in\{f(t), f(t)+1\}$ if $f(t) \notin N_{\kappa}$. Let $Y_{-1}=\left\{t \in S: f(x)+1<f(t), f(t) \in N_{\kappa}\right.$, and $\left.f(x t)=f(t)-1\right\}$. For $i \in\{0,1\}$, let $Y_{i}=\{t \in S: f(x)+1<f(t)$ and $f(x t)=f(t)+i\}$. By Lemma 6.47 (2), $|\{t \in S: f(t) \leq f(x)+1\}|<\kappa$ so $\{t \in S: f(x)+1<f(t)\} \in y$. Thus there is some $i \in\{-1,0,1\}$ such that $Y_{i} \in y$. Since $\widetilde{f} \circ \lambda_{x}$ is constant on a member of $y$, the conclusion follows.

Theorem 6.54.3. Let $S$ be an infinite cancellative uncountable semigroup with cardinality $\kappa$. Let $T$ be a subsemigroup of $S$ for which $|T|=\kappa$. There exists a sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ of minimal idempotents in $\beta T$ with the property that no accumumlation point of the sequence is in $K(\beta T)$.

Proof. Let $f: S \rightarrow \kappa$ be a function whose existence is guaranteed by Lemma 6.47 and let $\widetilde{f}: \beta S \rightarrow \beta \kappa_{d}$ denote its continuous extension. Since $f[T]=\kappa$, it follows from Exercise 3.4.1 that $\widetilde{f}[\beta T]=\beta \kappa_{d}$. Let $A=\kappa \backslash N_{\kappa}$, the set of limit ordinals in $\kappa$. Since $|A|=\kappa,\left|U_{\kappa}(A)\right|=2^{2^{\kappa}}$ by Theorem 3.58. We can choose an injective sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ for which $\left\{x_{n}: n \in \mathbb{N}\right\}$ is a discrete subset of $U_{\kappa}(A)$. Then $\left\{x_{n}: n \in \mathbb{N}\right\} \cup\left\{x_{n}+1: n \in \mathbb{N}\right\}$ is discrete in $\beta \kappa_{d}$. (If $k \in \mathbb{N}$ and $B \in x_{k}$ such that $B \notin x_{m}$ for $m \neq k$, then $B \cap A$ is an element of $x_{k}$ not in any other member of $\left\{x_{n}: n \in \mathbb{N}\right\} \cup\left\{x_{n}+1: n \in \mathbb{N}\right\}$ and $(B \cap A)+1$ is an element of $x_{k}+1$ not in any other member of $\left\{x_{n}: n \in \mathbb{N}\right\} \cup\left\{x_{n}+1: n \in \mathbb{N}\right\}$.)

We claim that for each $n \in \mathbb{N}, \widetilde{f}^{-1}\left[\left\{x_{n}, x_{n}+1\right\}\right]$ contains a left ideal of $\beta T$. To see this, pick $v \in \beta T$ such that $\widetilde{f}(v)=x_{n}$. Since $x_{n} \in U_{\kappa}(A)$, we have $v \in U_{\kappa}(T)$ and so, by Lemma 6.54.2, $\beta T v \subseteq \widetilde{f}^{-1}\left[\left\{x_{n}, x_{n}+1\right\}\right]$. Also, by Theorem 6.44, each left ideal of $\beta T$ contains at least $2^{\mathfrak{c}}$ minimal idempotents belonging to distinct minimal right ideals of $\beta T$. Thus we may inductively choose a sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ of minimal idempotents of $\beta T$ such that each $p_{n} \in \widetilde{f}^{-1}\left[\left\{x_{n}, x_{n}+1\right\}\right]$ and if $n \neq m$, then $p_{n}$ and $p_{m}$ belong to distinct minimal right ideals of $\beta T$.

Let $p$ be an accumulation point of $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ and suppose that $p \in K(\beta T)$. Let $L$ be the minimal left ideal of $\beta T$ containing $p$ and let $q$ be an idempotent in $L$. By Lemma 6.34.3, $U_{\kappa}(T)$ is an ideal of $\beta T$, so $q \in U_{\kappa}(T)$. Let $P=c \ell_{\beta S}\left(\left\{p_{n}: n \in \mathbb{N}\right\}\right)$. We claim that $\widetilde{f}$ is injective on $P$. To see this, note that by Exercise 3.4.3 (c), $\widetilde{f}\left(p_{n}\right)$ : $n \in \mathbb{N}\}$ is strongly discrete so we can choose $C_{n} \in \widetilde{f}\left(p_{n}\right)$ such that $C_{n} \cap C_{m}=\emptyset$ if $n \neq m$. If $u \in P$ and $B \in u$, then $\bigcup\left\{C_{n}: n \in \mathbb{N}\right.$ and $\left.p_{n} \in B\right\} \in \widetilde{f}(u)$. Therefore, if $u \neq v$ in $P$, then $\widetilde{f}(u) \neq \widetilde{f}(v)$.

Let $B=\left\{n \in \mathbb{N}: p_{n} \in L\right\}$ and let $C=\left\{n \in \mathbb{N}: p_{n} q \in P\right\}$. Let $D=$ $\{\widetilde{f}(q)-1, \widetilde{f}(q), \widetilde{f}(q)+1\}$ if $\widetilde{f}(q) \in \overline{N_{\kappa}}$ and let $D=\{\widetilde{f}(q), \widetilde{f}(q)+1\}$ if $\widetilde{f}(q) \notin \overline{N_{\kappa}}$. Then by Lemma 6.54.2, $\widetilde{f}[L] \subseteq D$. So $B$ is finite and $P \cap L$ is finite. Thus $C$ is finite, because $p_{m}$ and $p_{n}$ belong to different minimal right ideals of $\beta T$ if $m \neq n$, and therefore $p_{m} q \neq p_{n} q$. Now $p \in c \ell\left(\left\{p_{n}: n \in \mathbb{N} \backslash B\right\}\right)$. Also, since $p=p q$, $p \in c \ell\left(\left\{p_{n} q: n \in \mathbb{N} \backslash C\right\}\right)$. So, by Theorem 3.40, $p_{k} \in c \ell\left(\left\{p_{n} q: n \in \mathbb{N} \backslash C\right\}\right)$ for some $k \in \mathbb{N} \backslash B$ or $p_{k} q \in c \ell\left(\left\{p_{n}: n \in \mathbb{N} \backslash B\right\}\right)$ for some $k \in \mathbb{N} \backslash C$. In the first case, $p_{k} \in L$, so $k \in B$. In the second case $p_{k} q \in P$ so $k \in C$.

We can prove a stronger theorem in the case in which $S$ is countable. (See also Theorem 8.22.)

Theorem 6.54.4. Let $S$ be a discrete countably infinite cancellative semigroup and let $T$ be an infinite subsemigroup of $S$. Let $f: S \rightarrow \omega$ be a function whose existence is guaranteed by Lemma 6.47 and let $\widetilde{f}: \beta \underset{\sim}{S} \rightarrow \beta \omega$ denote its continuous extension. $\underset{\sim}{\text { Let }}\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $T^{*}$ such that $\left\{\widetilde{f}\left(p_{n}\right): n \in \mathbb{N}\right\}$ is discrete and $\widetilde{f}\left(p_{m}\right) \neq$ $\widetilde{f}\left(p_{n}\right)$ if $m \neq n$. If $p$ is an accumulation point of the sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$, then $S p \cap$ $S^{*} S^{*}=\emptyset$.

Proof. By Lemma 6.54.2, for all $x \in \beta S$ and all $y \in S^{*}, \widetilde{f}(x y) \in\{\widetilde{f}(y)-1$, $\widetilde{f}(y), \widetilde{f}(y)+1\}$.

We now assume that $s p=u v$ for some $s \in S$ and $u, v \in{\underset{S}{ }}^{*}$. Let $P=c \ell\left(\left\{p_{n}\right.\right.$ : $n \in \mathbb{N}\}$ ). As in the proof of Lemma 6.54 .2 we have that $\widetilde{f}$ is injective on $\underset{\sim}{P}$. It follows that $s P \cap \beta S v$ is finite, because $s q \in \beta S v$ implies that $\{\widetilde{f}(q)-1, \widetilde{f}(q)$, $\widetilde{f}(q)+1\} \cap\{\widetilde{f}(v)-1, \widetilde{f}(v), \widetilde{f}(v)+1\} \neq \emptyset$. Let $A=\{t \in S: t v \in s P\}$ and let $B=\left\{n \in \mathbb{N}: s p_{n} \in \beta S v\right\}$. Then $A$ is finite by Lemma 6.28, because $s v \neq t v$ if $s$ and $t$ are distinct elements of $S$. Also $B$ is finite because $s P \cap \beta S v$ is finite. So $u v \in c \ell((S \backslash A) v) \cap c \ell\left(\left\{s p_{n}: n \in \mathbb{N} \backslash B\right\}\right)$. Hence, by Theorem 3.40, there exists
$t \in S \backslash A$ such that $t v \in c \ell\left(\left\{s p_{n}: n \in \mathbb{N} \backslash B\right\}\right)$ or there exists $n \in \mathbb{N} \backslash B$ such that $s p_{n} \in c \ell((S \backslash A) v)$. In the first case $t v \in s P$ so $t \in A$. In the second case $s p_{n} \in \beta S v$ so $n \in B$.

Exercise 6.4.1. Let $S$ be a discrete infinite weakly left cancellative semigroup with cardinality $\kappa$. Prove that $U_{\kappa}(S)$ is a left ideal of $\beta S$.

### 6.5 Semiprincipal Left Ideals and the Center of $p(\beta S) p$

We show in this section that in $\mathbb{N}^{*}$ there are infinite decreasing chains of semiprincipal left ideals. We also study the center of $p(\beta S) p$ for nonminimal idempotents $p$.

If $S$ is embedded in a group $G, \beta S$ is also embedded (topologically and algebraically) in $\beta G$ by Remark 4.19. We shall assume, whenever it is convenient to do so, that $\beta S \subseteq \beta G$.

Theorem 6.55. Let $S$ be a countably infinite discrete semigroup embedded in a countable discrete group $G$. Let $q \in K(\beta S)$ and let $A \in q$. Let $n \in \mathbb{N}$ and let $p_{1}, p_{2}, \ldots$, $p_{n} \in S^{*} \backslash K(\beta S)$. Then there is an infinite subset $B$ of $A$ such that, for every $r \in B^{*}$ and every $i, j \in\{1,2, \ldots, n\}, p_{i} \notin(\beta G) r p_{j}$.

Proof. We claim that, for every $i, j \in\{1,2, \ldots, n\}, p_{i} \notin(\beta G) q p_{j}$. To see this, we note that $q p_{j} \in K(\beta S)$ and hence that $q p_{j}=q p_{j} e$ for some idempotent $e \in K(\beta S)$ (by Theorem 2.8). So if $p_{i} \in(\beta G) q p_{j}$, we have $p_{i}=x q p_{j}$ for some $x \in \beta G$ and so $p_{i} e=x q p_{j} e=x q p_{j}=p_{i}$ and thus $p_{i}=p_{i} e \in K(\beta S)$, a contradiction.

Thus there is a subset $D$ of $G$ such that

$$
\left\{p_{1}, p_{2}, \ldots, p_{n}\right\} \subseteq \bar{D} \quad \text { and } \quad \bar{D} \cap\left(\bigcup_{i=1}^{n}(\beta G) q p_{i}\right)=\emptyset
$$

For each $a \in G$, let $E_{a}=\left\{x \in A^{*}\right.$ : there exists $i \in\{1,2, \ldots, n\}$ such that $\operatorname{axp}_{i} \in$ $\bar{D}\}$. Notice that $E_{a}=A^{*} \cap \bigcup_{i=1}^{n}\left(\lambda_{a} \circ \rho_{p_{i}}\right)^{-1}[\bar{D}]$ and is therefore closed. Now $q \in S^{*}$, by Theorem 4.36. Since $q \in A^{*} \backslash \bigcup_{a \in G} E_{a}$, it follows that $\bigcap_{a \in G}\left(A^{*} \backslash E_{a}\right)$ is a nonempty $G_{\delta}$ set in $S^{*}$. So by Theorem 3.36 there is an infinite subset $B$ of $A$ such that $B^{*} \subseteq \bigcap_{a \in G}\left(A^{*} \backslash E_{a}\right)$.

Let $r \in B^{*}$ and let $i, j \in\{1,2, \ldots, n\}$. If $p_{i} \in(\beta G) r p_{j}=c \ell_{\beta G}\left(G r p_{j}\right)$, then $\operatorname{arp}_{j} \in \bar{D}$ for some $a \in G$ and hence $r \in B^{*} \cap E_{a}$, contradicting our choice of $B^{*}$.

Theorem 6.56. Let $S$ be a countably infinite discrete semigroup embedded in a countable discrete group $G$. Let $p \in S^{*} \backslash K(\beta S)$, let $q \in K(\beta S)$ and let $A \in q$. There is an infinite subset $B$ of $A$ with the property that, for every $r \in B^{*}, p \notin(\beta G) r p$, and, whenever $r_{1}$ and $r_{2}$ are distinct members of $B^{*}$, we have $(\beta G) r_{1} p \cap(\beta G) r_{2} p=\emptyset$. Furthermore, for every $r \in B^{*}, r p$ is right cancelable in $\beta G$.

Proof. By Theorem 6.55 , there is an infinite subset $C$ of $A$ with the property that $r \in C^{*}$ implies that $p \notin(\beta G) r p$.

We choose a sequential ordering for $G$ and write $a<b$ if $a$ precedes $b$ in this ordering.

We can choose a sequence $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ in $C$ with the property that $a b_{m} \neq b_{n}$ whenever $m<n$ and $a \in G$ satisfies $a<b_{m}$. We then let $B=\left\{b_{n}: n \in \mathbb{N}\right\}$.

We shall now show that whenever $r_{1}, r_{2} \in B^{*}, v \in \beta G$, and $r_{1} p=v r_{2} p$, we have $r_{1}=r_{2}$ and $v=1$, the identity of $G$. We choose subsets $B_{1}$ and $B_{2}$ of $B$ which satisfy $B_{1} \in r_{1}$ and $B_{2} \in r_{2}$, choosing them to be disjoint if $r_{1} \neq r_{2}$.

Now $r_{1} p \in c \ell\left(B_{1} p\right)$ and $v r_{2} p \in c \ell\left(G r_{2} p\right)$. Furthermore, $v r_{2} p \in c \ell((G \backslash$ $\{1\}) r_{2} p$ ) in the case in which $v \neq 1$. By applying Corollary 3.42, we can deduce that $b p=v^{\prime} r_{2} p$ for some $b \in B_{1}$ and some $v^{\prime} \in \beta G$, or else $r^{\prime} p=a r_{2} p$ for some $r^{\prime} \in B_{1}^{*}$ and some $a \in G$. We can strengthen the second statement in the case in which $v \neq 1$, by asserting that $a \in G \backslash\{1\}$. The first possibility contradicts the fact that $p \notin(\beta G) r_{2} p$, because it implies that $p=b^{-1} v^{\prime} r_{2} p$, and so we assume the second.

Put $B_{1}^{\prime}=B_{1} \cap\left\{s \in S: s>a^{-1}\right\}$ and $B_{2}^{\prime}=B_{2} \cap\{s \in S: s>a\}$. Then $B_{1}^{\prime} \in r^{\prime}$ and $B_{2}^{\prime} \in r_{2}$. Since $r^{\prime} p \in c \ell\left(B_{1}^{\prime} p\right)$ and $a r_{2} p \in c \ell\left(a B_{2}^{\prime} p\right)$, another application of Corollary 3.42 shows that $c p=a w p$ for some $c \in B_{1}^{\prime}$ and some $w \in c \ell B_{2}^{\prime}$, or else $z p=a d p$ for some $z \in c \ell B_{1}^{\prime}$ and some $d \in B_{2}^{\prime}$. Now, in the first case, $w \notin\left(B_{2}^{\prime}\right)^{*}$, because $p \notin(\beta G) w p$ if $w \in\left(B_{2}^{\prime}\right)^{*}$. Similarly, in the second case, $z \notin\left(B_{1}^{\prime}\right)^{*}$. Thus we can deduce that $b_{m} p=a b_{n} p$ for some $b_{m} \in B_{1}^{\prime}$ and some $b_{n} \in B_{2}^{\prime}$. This equation implies that $b_{m}=a b_{n}$ by Lemma 6.28. By our choice of the sequence $\left\langle b_{n}\right\rangle_{n=1}^{\infty}, a^{-1} b_{m} \neq b_{n}$ if $n>m$ and $a b_{n} \neq b_{m}$ if $m>n$. Thus the equation $b_{m}=a b_{n}$ can only hold if $m=n$, and this implies that $a=1$. We can thus deduce that $r_{1}=r_{2}$ and that $v=1$, as claimed.

Now if $(\beta G) r_{1} p \cap(\beta G) r_{2} p \neq \emptyset$, then $r_{1} p \in(\beta G) r_{2} p$ or $r_{2} p \in(\beta G) r_{1} p$, by Corollary 6.20. We have seen that this implies that $r_{1}=r_{2}$.

Finally, let $r \in B^{*}$. If $r p$ is not right cancelable in $\beta G$, there are distinct elements $w, z \in \beta G$ for which $w r p=z r p$. We can choose disjoint subsets $W$ and $Z$ of $G$ satisfying $W \in w$ and $Z \in z$. Since $w r p \in c \ell(W r p)$ and $z r p \in c \ell(Z r p)$, another application of Corollary 3.42 allows us to deduce that $d r p=z^{\prime} r p$ for some $d \in W$ and some $z^{\prime} \in c \ell Z$, or else $w^{\prime} r p=d^{\prime} r p$ for some $d^{\prime} \in Z$ and some $w^{\prime} \in c \ell W$. In either case, it follows that $r p \in(\beta G \backslash\{1\}) r p$, because $d^{-1} z^{\prime} \in \beta G \backslash\{1\}$ in the first case, and $\left(d^{\prime}\right)^{-1} w^{\prime} \in \beta G \backslash\{1\}$ in the second case. (If $z^{\prime} \in G$, then $d^{-1} z^{\prime} \neq 1$ because $z \notin W$. If $z^{\prime} \in G^{*}$, then $d^{-1} z^{\prime} \in G^{*}$ by Theorem 4.36.) We have seen that this is not possible.

Theorem 6.57. Suppose that $S$ is a countable discrete semigroup embedded in a countable discrete group $G$. Let $n \in \mathbb{N}$ and let $p_{1}, p_{2}, \ldots, p_{n} \in S^{*} \backslash K(\beta S)$. Suppose that, in addition, $p_{i} \notin G p_{j}$ whenever $i$ and $j$ are distinct members of $\{1,2, \ldots, n\}$. Let $B$ be an infinite subset of $S$ with the property that $p_{i} \notin(\beta G) r p_{j}$
whenever $r \in B^{*}$ and $i, j \in\{1,2, \ldots n\}$. Then $(\beta G) r p_{i} \cap(\beta G) r p_{j}=\emptyset$ for every $r \in B^{*}$ and every pair of distinct members $i, j$ of $\{1,2, \ldots, n\}$.

Proof. Suppose, on the contrary, that there is an element $r \in B^{*}$ for which $(\beta G) r p_{i} \cap$ $(\beta G) r p_{j} \neq \emptyset$ for some pair $i, j$ of distinct members of $\{1,2, \ldots, n\}$. We may then suppose that $r p_{i}=x r p_{j}$ for some $x \in \beta G$, by Corollary 6.20. Now $r p_{i} \in c \ell\left(B p_{i}\right)$ and $x r p_{j} \in c \ell\left(G r p_{j}\right)$. Thus, by Corollary 3.42, $r^{\prime} p_{i}=\operatorname{ar} p_{j}$ for some $r^{\prime} \in c \ell(B)$ and some $a \in G$, or $b p_{i}=x^{\prime} r p_{j}$ for some $b \in B$ and some $x^{\prime} \in \beta G$. The second possibility can be ruled out because $p_{i} \notin(\beta G) r p_{j}$, and so the first must hold.

We now observe that $r^{\prime} p_{i} \in c \ell\left(B p_{i}\right)$ and $a r p_{j} \in c \ell\left(a B p_{j}\right)$. So another application of Corollary 3.42 shows that $c p_{i}=\operatorname{asp}_{j}$ for some $c \in B$ and some $s \in c \ell(B)$, or else $t p_{i}=a d p_{j}$ for some $t \in B^{*}$ and some $d \in B$. The first possibility cannot hold if $s \in B^{*}$, because then $p_{i} \notin(\beta G) s p_{j}$. Neither can it hold if $s \in B$, because $p_{i} \notin G p_{j}$. So the first possibility can be ruled out. The second possibility cannot hold since $p_{j} \notin(\beta G) t p_{i}$.

Theorem 6.58. Let $G$ be a countably infinite discrete group and let $p \in G^{*} \backslash K(\beta G)$. Suppose that $B \subseteq G$ is an infinite set with the property that, for every $r \in B^{*}$, $p \notin(\beta G) r p$, and that $(\beta G) r p \cap(\beta G) r^{\prime} p=\emptyset$ for every pair of distinct elements $r$ and $r^{\prime}$ in $B^{*}$. (The existence of such a set follows from Theorem 6.56 with $S=G$.) Then, for every $r \in B^{*},(\beta G) r p$ is maximal subject to being a principal left ideal of $\beta G$ strictly contained in $(\beta G) p$.

Proof. We note that $(\beta G) r p$ is strictly contained in $(\beta G) p$, because $p \in(\beta G) p$ and $p \notin(\beta G) r p$.

Suppose that we have $(\beta G) r p \subsetneq(\beta G) x \subsetneq(\beta G) p$ for some $x \in \beta G$.
Then $r p=y x$ for some $y \in \beta G$ and thus $\overline{B p} \cap \overline{G x} \neq \emptyset$. So by Corollary 3.42, either $b p=z x$ for some $b \in B$ and some $z \in \beta G$ or else $r^{\prime} p=a x$ for some $r^{\prime} \in B^{*}$ and some $a \in G$. The first possibility can be ruled out since $p=b^{-1} z x \in(\beta G) x$ implies that $(\beta G) p \subseteq(\beta G) x$.

Therefore assume that $r^{\prime} p=a x$ for some $r^{\prime} \in B^{*}$ and some $a \in G$. Then $x=$ $a^{-1} r^{\prime} p \in(\beta G) r^{\prime} p$ and so $(\beta G) r p \subseteq(\beta G) x \subseteq(\beta G) r^{\prime} p$. In particular $(\beta G) r p \cap$ $(\beta G) r^{\prime} p \neq \emptyset$ and so $r=r^{\prime}$. But then $(\beta G) x=(\beta G) r p$, a contradiction.

We now prove a theorem about semiprincipal left ideals in $\mathbb{N}^{*}$. An analogous theorem is true if $\mathbb{N}$ is replaced by any countably infinite commutative cancellative discrete semigroup. However, we shall confine ourselves to the special case of $\mathbb{N}$, because it is the most important and because the more general theorem is somewhat more complicated to formulate.

Theorem 6.59. Let $p \in \mathbb{N}^{*} \backslash K(\beta \mathbb{N})$. Suppose that $B \subseteq \mathbb{N}$ is an infinite set with the property that, for every $x \in B^{*}, p \notin \beta \mathbb{Z}+x+p$, and that for every distinct pair of elements $x, x^{\prime}$ in $B^{*},(\beta \mathbb{Z}+x+p) \cap\left(\beta \mathbb{Z}+x^{\prime}+p\right)=\emptyset$. (The existence of such
a set follows from Theorem 6.56). Then, for every $x \in B^{*}, \mathbb{N}^{*}+x+p$ is maximal subject to being a semiprincipal left ideal of $\mathbb{N}^{*}$ strictly contained in $\mathbb{N}^{*}+p$.

Proof. We first note that $\mathbb{N}^{*}+x+p$ is strictly contained in $\mathbb{N}^{*}+p$. To see this, pick $x^{\prime} \in B^{*} \backslash\{x\}$. Then $x^{\prime}+p \in \mathbb{N}^{*}+p$ and $x^{\prime}+p \notin \mathbb{N}^{*}+x+p$ because $\left(\mathbb{N}^{*}+x^{\prime}+p\right) \cap\left(\mathbb{N}^{*}+x+p\right)=\emptyset$.

Suppose that $\mathbb{N}^{*}+x+p \subseteq \mathbb{N}^{*}+y \subseteq \mathbb{N}^{*}+p$, where $y \in \mathbb{N}^{*}$ and $x \in B^{*}$. We shall show that $\mathbb{N}^{*}+y$ is equal to $\mathbb{N}^{*}+x+p$ or $\mathbb{N}^{*}+p$.

By Corollary $6.21, x+p \in \beta \mathbb{N}+y$ or $y \in \beta \mathbb{N}+x+p$. The second possibility implies that $\mathbb{N}^{*}+y=\mathbb{N}^{*}+x+p$, and so we assume the first.

Then $x+p=z+y$ for some $z \in \beta \mathbb{N}$. Now $x+p \in c \ell(B+p)$ and $z+y \in$ $c \ell(\mathbb{N}+y)$. We can therefore deduce from Corollary 3.42, that $n+p=z^{\prime}+y$ for some $n \in B$ and some $z^{\prime} \in \beta \mathbb{N}$ or else $x^{\prime}+p=m+y$ for some $x^{\prime} \in B^{*}$ and some $m \in \mathbb{N}$. In the first case $p=-n+z^{\prime}+y$ and so $\mathbb{N}^{*}+p=\mathbb{N}^{*}+y$. Thus we assume that the second case holds.
The left ideals $\beta \mathbb{Z}+x+p$ and $\beta \mathbb{Z}+x^{\prime}+p$ intersect, because, for any $u \in \mathbb{N}^{*}$, $u+x+p \in \mathbb{N}^{*}+y=\mathbb{N}^{*}+(-m)+x^{\prime}+p$. It follows that $x^{\prime}=x$. Then $y=-m+x+p$ and this implies that $\mathbb{N}^{*}+y=\mathbb{N}^{*}+x+p$.

Corollary 6.60. If $p \in \mathbb{N}^{*} \backslash K(\beta \mathbb{N})$, the semiprincipal left ideal $\mathbb{N}^{*}+p$ of $\mathbb{N}^{*}$ contains $2^{\mathfrak{c}}$ disjoint semiprincipal left ideals, each maximal subject to being a semiprincipal left ideal strictly contained in $\mathbb{N}^{*}+p$.

Proof. We choose a set $B$ satisfying the hypotheses of Theorem 6.59. The corollary then follows from the fact that $\left|B^{*}\right|=2^{c}$. (See Theorem 3.59.)

Corollary 6.60 does not hold as it stands if $\mathbb{N}^{*}$ is replaced by $\beta \mathbb{N}$. For example, if $p$ is a right cancelable element of $\beta \mathbb{N}$, there is precisely one semiprincipal left ideal of $\beta \mathbb{N}$ maximal subject to being strictly contained in $\beta \mathbb{N}+p$, namely $\beta \mathbb{N}+1+p$.

Corollary 6.61. Let $p \in \mathbb{N}^{*} \backslash K(\beta \mathbb{N})$. Then $\mathbb{N}^{*}+p$ belongs to an infinite decreasing sequence of semiprincipal left ideals of $\mathbb{N}^{*}$, each maximal subject to being strictly contained in its predecessor.

Proof. By Theorem 6.56 choose an infinite set $B \subseteq \mathbb{N}$ such that for every $x \in B^{*}$, $p \notin \beta \mathbb{Z}+x+p$ and $x+p$ is right cancelable in $\beta \mathbb{Z}$ and such that whenever $x$ and $x^{\prime}$ are distinct members of $B^{*}, \beta \mathbb{Z}+x+p \cap \beta \mathbb{Z}+x^{\prime}+p=\emptyset$. Pick any $x \in B^{*}$. Then by Theorem $6.59 \mathbb{N}^{*}+x+p$ is maximal among all semiprincipal left ideals that are properly contained in $\mathbb{N}^{*}+p$. Since $x+p$ is right cancelable, $x+p \notin K(\beta \mathbb{N})$ by Exercise 1.7.1, so one may repeat the process with $x+p$ in place of $p$.

It is possible to prove [299] - although we shall not do so here - that the statement of Corollary 6.61 can be strengthened by replacing the word "sequence" by " $\omega_{1^{-}}$-
sequence". Thus $\mathbb{N}^{*}$ certainly contains many reverse well-ordered chains of semiprincipal left ideals. It is not known whether every totally ordered chain of semiprincipal left ideals of $\mathbb{N}^{*}$ is reverse well-ordered.

Theorem 6.62. Let $S$ be a countably infinite semigroup, embedded in a countable group $G$. If $p$ is a nonminimal idempotent in $S^{*}$, the center of the semigroup $p(\beta S) p$ is contained in $G p$.

Proof. Suppose that $x$ is an element of the center of $p(\beta S) p$. Then, for every $r \in \beta S$, we have $x(p r p)=(p r p) x$ and hence $x r p=p r x$, because $x p=p x=x$.

We first show that $x \notin K(\beta S)$. Suppose instead that $x \in K(\beta S)$ and pick an idempotent $e \in K(\beta S)$ such that $x=x e$. By Theorem 6.56 there is an infinite subset $B$ of $S$ such that $(\beta G) r_{1} p \cap(\beta G) r_{2} p=\emptyset$ whenever $r_{1}$ and $r_{2}$ are distinct elements of $B^{*}$ and $r p$ is right cancelable in $\beta G$ for every $r \in B^{*}$. We can choose $r \in B^{*}$ such that $x \notin(\beta G) r p$, because this must hold for every $r \in B^{*}$ with at most one exception. Now $r p \notin(\beta G) x$ because otherwise $r p=r p e \in K(\beta S)$, while $r p$ is right cancelable. (By Theorem $4.36 K(\beta S) \subseteq S^{*}$, so by Exercise 1.7.1 no member of $K(\beta S)$ is right cancelable.) Since $x \notin(\beta G) r p$ and $r p \notin(\beta G) x$ we have by Corollary 6.20 that $(\beta G) r p \cap(\beta G) x=\emptyset$ and hence that $x r p \neq p r x$, a contradiction.

Now suppose that $x \notin G p$. Then also $p \notin G x$ and so by Theorems 6.55 and 6.57 with $n=2, p_{1}=p$, and $p_{2}=x$, there is an infinite subset $C$ of $S$ such that $(\beta G) r p \cap(\beta G) r x=\emptyset$ for every $r \in C^{*}$. This implies that $x r p \neq p r x$, again contradicting our assumption that $x$ is in the center of $p(\beta S) p$.

Recall that if $S$ is an infinite, commutative, and cancellative semigroup, then $S$ has a "group of quotients", $G$. This means that $G$ is a group in which $S$ can be embedded in such a way that each element of $G$ has the form $s^{-1} t$ for some $s, t \in S$. The group $G$ is also commutative. If $S$ is countable, then so is $G$.

Theorem 6.63. Let $S$ be a countable commutative cancellative semigroup and let $G$ be its group of quotients. If $p$ is a nonminimal idempotent in $\beta S$ the center of $p(\beta S) p$ is equal to $G p \cap p(\beta S) p$.

Proof. By Theorem 6.62 the center of $p(\beta S) p$ is contained in $G p$. Conversely, let $a \in G$ such that $a p \in p(\beta S) p$. Now $a$ is in the center of $\beta G$ by Theorem 4.23. Thus, if $y \in p(\beta S) p$, then $a p y=a y=y a=y p a=y a p$.

Corollary 6.64. If $p$ is a nonminimal idempotent in $\mathbb{N}^{*}$, the center of $p+\beta \mathbb{N}+p$ is equal to $\mathbb{Z}+p$.

Proof. This follows from Theorem 6.63 and the fact that $\mathbb{Z}+\mathbb{N}^{*} \subseteq \mathbb{N}^{*}$ (by Exercise 4.3.5).

Notice that the requirement that $p$ be nonminimal in Theorem 6.63 is important. It is not even known whether $\mathbb{Z}+p$ is the center of $p+\beta \mathbb{N}+p$ for an idempotent which is minimal in $(\beta \mathbb{N},+)$.

Lemma 6.65. Let $S$ be a countably infinite, commutative, and cancellative semigroup, and let $G$ be its group of quotients. Then $K(\beta S)=K(\beta G) \cap \beta S$.

Proof. By Theorem 1.65, it is sufficient to show that $K(\beta G) \cap \beta S \neq \emptyset$.
Let $q$ be a minimal idempotent in $\beta S$. We claim that $G q \subseteq \beta S$. To see this, choose any $r \in G$ and put $r=s^{-1} t$ for some $s, t \in S$. Now $s S$ is an ideal of $S$ and so $c \ell(s S)=s \beta S$ is an ideal of $\beta S$, by Corollary 4.18. It follows that $K(\beta S) \subseteq s \beta S$. Hence $q \in s \beta S$ so $s^{-1} q \in \beta S$ and so $r q=s^{-1} t q=t s^{-1} q \in t \beta S \subseteq \beta S$.

Now there is a minimal idempotent $p$ in $K(\beta G)$ for which $p q=p$, by Theorem 1.60. Thus $p \in(\beta G) q=c \ell(G q) \subseteq \beta S$.

Exercise 6.5.1. Suppose that $p \in \mathbb{N}^{*} \backslash\left(\mathbb{N}^{*}+\mathbb{N}^{*}\right)$. Prove that $\mathbb{N}^{*}+p$ is a maximal semiprincipal left ideal of $\mathbb{N}^{*}$. (Hint: Use Corollary 6.21.)

Exercise 6.5.2. Let $F$ denote the free semigroup on two generators, $a$ and $b$, and let $G$ denote the free group on these generators. Prove that $K(\beta G) \cap \beta F=\emptyset$. (Hint: Suppose that $p \in \beta F$ and that $q \in c \ell_{\beta G}\left\{b^{-n} a: n \in \mathbb{N}\right\} \cap G^{*}$. Each $x \in G$ can be expressed uniquely in the form $a^{n_{1}} b^{n_{1}^{\prime}} a^{n_{2}} b^{n_{2}^{\prime}} \ldots a^{n_{k}} b^{n_{k}^{\prime}}$, where all the exponents are in $\mathbb{Z}$ and all, except possibly $n_{1}$ and $n_{k}^{\prime}$, are in $\mathbb{Z} \backslash\{0\}$. Define $f(x)=\sum_{i=1}^{k}\left|n_{i}^{\prime}\right|$. Let $E=\left\{x b^{-n} a y: x \in G, y \in F\right.$, and $\left.n>f(x)\right\}$. Show that $E \cap F=\emptyset$, that $(\beta G) q p \subseteq c \ell_{\beta G} E$, and hence that $p \notin(\beta G) q p$.)

Exercise 6.5.3. Let $S$ be a countably infinite, commutative, and cancellative semigroup, and let $G$ be its group of quotients. Show that if $p$ is a minimal idempotent in $\beta S$, then $G p \subseteq p(\beta S) p$. (Hint: Consider the proof of Lemma 6.65.)

Exercise 6.5.4. Let $S=(\mathbb{N}, \cdot)$, so that the group of quotients $G$ of $S$ is $\left(\mathbb{Q}^{+}, \cdot\right)$. Show that there are idempotents $p \in S^{*}$ for which $G p \nsubseteq S^{*}$.

### 6.6 Principal Ideals in $\beta \mathbb{Z}$

It is a consequence of Theorems 6.56 and 6.58 that, given any $p \in \mathbb{Z}^{*} \backslash K(\beta \mathbb{Z})$ there is an infinite sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ with $p_{1}=p$ such that $\beta \mathbb{Z}+p_{n+1} \subsetneq \beta \mathbb{Z}+p_{n}$ for each $n$. Whether there is an infinite strictly increasing chain of principal left ideals of $\beta \mathbb{Z}$ is an old and notoriously difficult problem. (See the notes to this chapter for a discussion of the history of this problem.) We do not address this problem here, but instead solve the corresponding problem for principal right ideals and principal closed ideals (defining the latter term below).

Recall from Exercise 4.4.9 that if $S$ is a commutative semigroup, then the closure of any right ideal of $\beta S$ is a two sided ideal of $\beta S$.

Definition 6.66. Let $(G,+)$ be a commutative group and let $p \in \beta G$. Then $c \ell(p+$ $\beta G)$ is the principal closed ideal generated by $p$.

Notice that the terms "principal closed ideal" and "closed principal ideal" mean two different things. Indeed the later can only rarely be found in $\beta S$ where $S$ is a semigroup.

The reasons for defining the term "principal closed ideal" only for groups are first, that this guarantees that $p$ is a member, and second, because we are only going to use the notion in $\mathbb{Z}$.

We now introduce some special sets needed for our construction. Recall that $\bigoplus_{i=1}^{\infty} \omega=\left\{\vec{a} \in \times_{i=1}^{\infty} \omega:\left\{i: a_{i} \neq 0\right\}\right.$ is finite $\}$.

Definition 6.67. (a) For $m, n \in \mathbb{N}$,

$$
\theta_{n}^{m}=\left\{\vec{a} \in \bigoplus_{i=1}^{\infty} \omega: \sum_{i=1}^{\infty} \frac{a_{i}}{2^{i}}=\frac{1}{2^{n}} \text { and } \min \left\{i \in \mathbb{N}: a_{i} \neq 0\right\} \geq m+n\right\}
$$

(b) Fix a sequence $\left\langle z_{k}\right\rangle_{k=1}^{\infty}$ such that for each $k, z_{k+1}>\sum_{i=1}^{k} 2^{i+1} z_{i}$.
(c) For $m, n \in \mathbb{N}, A_{n}^{m}=\left\{\sum_{i=1}^{\infty} a_{i} z_{i}: \vec{a} \in \theta_{n}^{m}\right\}$.

Lemma 6.68. For each $m, n \in \mathbb{N}, A_{n}^{m+1} \subseteq A_{n}^{m}$ and $\left|A_{n}^{m}\right|=\omega$. Further, for each $\vec{a} \in \theta_{n}^{m}$ and each $i \in \mathbb{N}, a_{i}<2^{i}$.

Proof. That $A_{n}^{m+1} \subseteq A_{n}^{m}$ is trivial. For the second assertion notice that $\left\{2^{k-n} z_{k}\right.$ : $k \geq m+n\} \subseteq A_{n}^{m}$. For the third assertion notice that if $a_{i} \geq 2^{i}$, then $\frac{a_{i}}{2^{i}}>\frac{1}{2^{n}}$.

Lemma 6.69. Let $m, n \in \mathbb{N}$. Then $A_{n+1}^{m}+A_{n+1}^{m} \subseteq A_{n}^{m+1}$.
Proof. Let $x, y \in A_{n+1}^{m}$ and pick $\vec{a}, \vec{b} \in \theta_{n+1}^{m}$ such that $x=\sum_{i=1}^{\infty} a_{i} z_{i}$ and $y=$ $\sum_{i=1}^{\infty} b_{i} z_{i}$. Let $\vec{c}=\vec{a}+\vec{b}$. Then $x+y=\sum_{i=1}^{\infty} c_{i} z_{i}$ so it suffices to show that $\vec{c} \in \theta_{n}^{m+1}$. First $\sum_{i=1}^{\infty} \frac{c_{i}}{2^{i}}=\sum_{i=1}^{\infty} \frac{a_{i}}{2^{i}}+\sum_{i=1}^{\infty} \frac{b_{i}}{2^{i}}=\frac{1}{2^{n+1}}+\frac{1}{2^{n+1}}=\frac{1}{2^{n}}$. Also, $\min \left\{i \in \mathbb{N}: c_{i} \neq 0\right\}=\min \left(\left\{i \in \mathbb{N}: a_{i} \neq 0\right\} \cup\left\{i \in \mathbb{N}: b_{i} \neq 0\right\}\right) \geq n+1+m$.

Lemma 6.70. If $\vec{a}, \vec{b} \in \bigoplus_{i=1}^{\infty} \mathbb{Z}, \sum_{i=1}^{\infty} a_{i} z_{i}=\sum_{i=1}^{\infty} b_{i} z_{i}$, and for each $i \in \mathbb{N}$, $\left|a_{i}\right| \leq 2^{i}$ and $\left|b_{i}\right| \leq 2^{i}$, then $\vec{a}=\vec{b}$.

Proof. Suppose $\vec{a} \neq \vec{b}$. Since $\vec{a}$ and $\vec{b}$ each have only finitely many nonzero coordinates, we may pick the largest $n$ such that $a_{n} \neq b_{n}$ and assume without loss of generality that $a_{n}>b_{n}$. Then $\sum_{i=1}^{n} a_{i} z_{i}=\sum_{i=1}^{n} b_{i} z_{i}$ so

$$
z_{n} \leq\left(a_{n}-b_{n}\right) z_{n}=\sum_{i=1}^{n-1}\left(b_{i}-a_{i}\right) z_{i} \leq \sum_{i=1}^{n-1} 2^{i+1} z_{i}<z_{n}
$$

a contradiction.
Definition 6.71. For each $n \in \mathbb{N}, B_{n}=\bigcap_{m=1}^{\infty} c \ell A_{n}^{m}$.
Lemma 6.72. For each $n \in \mathbb{N}, B_{n}$ is a nonempty $G_{\delta}$ subset of $\mathbb{N}^{*}$ such that
(a) $B_{n+1}+B_{n+1} \subseteq B_{n}$ and
(b) for each $p \in B_{n}, c \ell(p+\beta \mathbb{Z}) \cap B_{n+1}=\emptyset$.

Proof. By Lemma 6.68, we have that $B_{n} \neq \emptyset$. Since for each $m, \min A_{n}^{m}=2^{m}$. $z_{n+m}$, we have $B_{n} \subseteq \mathbb{N}^{*}$.

To verify (a), let $p, q \in B_{n+1}$. To see that $p+q \in B_{n}$, let $m \in \mathbb{N}$ be given. Then by Lemma 6.69 , for each $x \in A_{n+1}^{m}, A_{n+1}^{m} \subseteq-x+A_{n}^{m+1}$ so

$$
A_{n+1}^{m} \subseteq\left\{x \in \mathbb{Z}:-x+A_{n}^{m+1} \in q\right\}
$$

and consequently $A_{n}^{m+1} \in p+q$. Since $A_{n}^{m+1} \subseteq A_{n}^{m}$, we have $A_{n}^{m} \in p+q$ as required.

To verify (b), let $p \in B_{n}$ and suppose that we have some $r \in B_{n+1} \cap c \ell(p+\beta \mathbb{Z})$. Then $A_{n+1}^{1} \in r$ so $\overline{A_{n+1}^{1}} \cap(p+\beta \mathbb{Z}) \neq \emptyset$. Pick $q \in \beta \mathbb{Z}$ such that $A_{n+1}^{1} \in p+q$ and let $C=\left\{x \in \mathbb{Z}:-x+A_{n+1}^{1} \in q\right\}$. Then $C \in p$ so pick $x \in C \cap A_{n}^{1}$ and pick $\vec{a} \in \theta_{n}^{1}$ such that $x=\sum_{i=1}^{\infty} a_{i} z_{i}$. Let $m=\max \left\{i \in \mathbb{N}: a_{i} \neq 0\right\}$. Since $A_{n}^{m} \in p$, pick $y \in A_{n}^{m} \cap C$ and pick $\vec{b} \in \theta_{n}^{m}$ such that $y=\sum_{i=1}^{\infty} b_{i} z_{i}$. Since $x$ and $y$ are in $C$, pick $w \in\left(-x+A_{n+1}^{1}\right) \cap\left(-y+A_{n+1}^{1}\right)$. Then $x+w \in A_{n+1}^{1}$ and $y+w \in A_{n+1}^{1}$ so pick $\vec{c}$ and $\vec{d}$ in $\theta_{n+1}^{1}$ such that $x+w=\sum_{i=1}^{\infty} c_{i} z_{i}$ and $y+w=\sum_{i=1}^{\infty} d_{i} z_{i}$. Then $w=\sum_{i=1}^{\infty}\left(c_{i}-a_{i}\right) z_{i}=\sum_{i=1}^{\infty}\left(d_{i}-b_{i}\right) z_{i}$. By Lemma 6.68, for each $i,\left|c_{i}-a_{i}\right|<2^{i}$ and $\left|d_{i}-b_{i}\right|<2^{i}$ so by Lemma $6.70 \vec{c}-\vec{a}=\vec{d}-\vec{b}$. Now $\vec{b} \in \theta_{n}^{m}$ so $b_{i}=0$ for $i<n+m$ and thus $\sum_{i=n+m}^{\infty} \frac{b_{i}}{2^{i}}=\frac{1}{2^{n}}$. Since $a_{i}=0$ for $i>m$ we have that for $i \geq n+m, d_{i}=b_{i}+c_{i}$. But then

$$
\frac{1}{2^{n+1}}=\sum_{i=1}^{\infty} \frac{d_{i}}{2^{i}} \geq \sum_{i=n+m}^{\infty} \frac{d_{i}}{2^{i}}=\sum_{i=n+m}^{\infty} \frac{b_{i}+c_{i}}{2^{i}} \geq \sum_{i=n+m}^{\infty} \frac{b_{i}}{2^{i}}=\frac{1}{2^{n}}
$$

a contradiction.

The following lemma is quite general. We state it for semigroups written additively because we intend to use it with $(\beta \mathbb{Z},+)$.

Lemma 6.73. Let $(S,+)$ be a compact right topological semigroup and for each $n \in \mathbb{N}$, let $D_{n}$ be a nonempty closed subset of $S$ such that for each $n, D_{n+1}+D_{n+1} \subseteq$ $D_{n}$. Given any sequence $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$ in $S$ with each $q_{n} \in D_{n}$, there is a sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ with each $p_{n} \in D_{n}$, such that, for each $n, p_{n+1}+q_{n+1}=p_{n}$.

Proof. Pick some $r \in \mathbb{N}^{*}$. For $n$ and $m$ in $\mathbb{N}$ with $n \geq m$, let $t_{n, m}=q_{n}$. By downward induction on $n$, for $n<m$, let $t_{n, m}=t_{n+1, m}+q_{n+1}$ and notice that each $t_{n, m} \in D_{n}$. For each $n \in \mathbb{N}$, let $p_{n}=r-\lim _{m \in S} t_{n, m}$ and notice that, since $D_{n}$ is closed, $p_{n} \in D_{n}$. Since for $m>n, t_{n, m}=t_{n+1, m}+q_{n+1}$ one has that

$$
\left.p_{n}=r-\lim _{m>n}\left(t_{n+1, m}+q_{n+1}\right)=r_{m>n} \lim _{n+1, m}\right)+q_{n+1}=p_{n+1}+q_{n+1} .
$$

Theorem 6.74. There is a sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}^{*}$ such that $\left\langle p_{n}+\beta \mathbb{Z}\right\rangle_{n=1}^{\infty}$ is a strictly increasing chain of principal right ideals of $\beta \mathbb{Z}$ and $\left\langle c \ell\left(p_{n}+\beta \mathbb{Z}\right)\right\rangle_{n=1}^{\infty}$ is a strictly increasing chain of principal closed ideals of $\beta \mathbb{Z}$.

Proof. Pick some $q_{n} \in B_{n}$ for each $n \in \mathbb{N}$. By Lemma 6.72, we have the sequences $\left\langle B_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$ satisfy the hypotheses of Lemma 6.73 with $S=\beta \mathbb{Z}$ so pick a sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ with each $p_{n} \in B_{n}$ and each $p_{n}=p_{n+1}+q_{n+1}$. Then one has immediately that for each $n, p_{n}+\beta \mathbb{Z} \subseteq p_{n+1}+\beta \mathbb{Z}$ and so, of course, $c \ell\left(p_{n}+\beta \mathbb{Z}\right) \subseteq$ $c \ell\left(p_{n+1}+\beta \mathbb{Z}\right)$. Further, by Lemma $6.72(\mathrm{~b})$, for each $n$,

$$
p_{n+1}=p_{n+1}+0 \in\left(p_{n+1}+\beta \mathbb{Z}\right) \backslash c \ell\left(p_{n}+\beta \mathbb{Z}\right)
$$

so both chains are strictly increasing.

### 6.7 Ideals and Density

The concept of density for a set of positive integers has interesting algebraic implications in $\beta \mathbb{N}$. We shall show that the set of ultrafilters in $\beta \mathbb{N}$ all of whose members have positive upper density is a left ideal of $(\beta \mathbb{N},+)$ as well as of $(\beta \mathbb{N}, \cdot)$, and that the same statement holds for the complement in $\mathbb{N}^{*}$ of this set.

Lemma 6.75. Let $S$ be an arbitrary semigroup and let $\mathcal{R}$ be a partition regular set of subsets of $S$. Let $\Delta_{\mathcal{R}}$ denote the set of ultrafilters in $\beta S$ all of whose members are supersets of sets in $\mathcal{R}$. If $\mathcal{R}$ has the property that $s A \in \mathcal{R}$ for every $A \in \mathcal{R}$ and every $s \in S$, then $\Delta_{\mathcal{R}}$ is a closed left ideal of $\beta S$.

Proof. It follows from Theorem 3.11 that $\Delta_{\mathcal{R}}$ is nonempty and it is immediate that $\Delta_{\mathcal{R}}$ is closed.

To see that $\Delta_{\mathcal{R}}$ is a left ideal, let $p \in \Delta_{\mathcal{R}}$. It suffices to show that $S p \subseteq \Delta_{\mathcal{R}}$, for then $(\beta S) p=c \ell_{\beta S}(S p) \subseteq \Delta_{\mathcal{R}}$. So let $s \in S$ and let $B \in s p$. Then $s^{-1} B \in p$ so pick $A \in \mathcal{R}$ such that $A \subseteq s^{-1} B$. Then $s A \in \mathcal{R}$ and $s A \subseteq B$.

Definition 6.76. Let $A \subseteq \mathbb{N}$. We define the upper density $\bar{d}(A)$ of $A$ by

$$
\bar{d}(A)=\limsup _{n \rightarrow \infty} \frac{|A \cap\{1,2, \ldots, n\}|}{n}
$$

Remark 6.77. Let $A \subseteq \mathbb{N}$ and let $m \in \mathbb{N}$. Then

$$
\bar{d}(m+A)=\bar{d}(A) \quad \text { and } \quad \bar{d}(m A)=\frac{1}{m} \bar{d}(A)
$$

Definition 6.78. We define $\Delta \subseteq \beta \mathbb{N}$ by

$$
\Delta=\{p \in \beta \mathbb{N}: \bar{d}(A)>0 \text { for all } A \in p\}
$$

Theorem 6.79. $\Delta$ is a closed left ideal of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$.
Proof. We apply Lemma 6.75 with $\mathcal{R}=\{A \subseteq \mathbb{N}: \bar{d}(A)>0\}$. It is clear that $\mathcal{R}$ is partition regular. By Remark 6.77 we have $m+A \in \mathcal{R}$ and $m A \in \mathcal{R}$ for every $A \in \mathcal{R}$ and every $m \in \mathbb{N}$. Thus our conclusion follows.

Theorem 6.80. $\mathbb{N}^{*} \backslash \Delta$ is a left ideal of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$.
Proof. Let $p \in \mathbb{N}^{*} \backslash \Delta$ and let $q \in \beta \mathbb{N}$. There is a set $B \in p$ such that $\bar{d}(B)=0$. For each $n \in \mathbb{N}$ we put $f(n)=\frac{|B \cap\{1,2, \ldots, n\}|}{n}$. So $f(n) \rightarrow 0$ as $n \rightarrow \infty$. For each $m \in \mathbb{N}$, we choose $n_{m} \in \mathbb{N}$ so that $f(n)<\frac{1}{m^{2}}$ whenever $n>n_{m}$. We put $B_{m}=\left\{n \in B: n>n_{m}\right\}$ and observe that $B_{m} \in p$. It follows from Theorem 4.15 that $S=\bigcup_{m \in \mathbb{N}}\left(m+B_{m}\right) \in q+p$ and $P=\bigcup_{m \in \mathbb{N}} m B_{m} \in q p$. We shall show that these sets both have zero upper density. It will follow that $p+q$ and $p q$ are both in $\mathbb{N}^{*} \backslash \Delta$.

Suppose then that $m \in \mathbb{N}$ and that $n \in B_{m}$ and that $m+n<r$ for some $r \in \mathbb{N}$. This implies that $n_{m}<r$ because $n>n_{m}$, and hence that $f(r)<\frac{1}{m^{2}}$. So, for a given value of $r$, if $f(r) \neq 0$, the number of possible choices of $m$ is at most $\sqrt{1 / f(r)}$. Since we also have $n \in B \cap\{1,2, \ldots, r\}$, the number of possible choices of $n$ is at most $f(r) r$. Thus the number of possible choices of $m+n$ is at most $r \sqrt{f(r)}$. It follows that

$$
\frac{|S \cap\{1,2, \ldots, r\}|}{r} \leq \sqrt{f(r)} .
$$

The same argument shows that

$$
\frac{|P \cap\{1,2, \ldots r\}|}{r} \leq \sqrt{f(r)}
$$

This establishes the claim that $\bar{d}(S)=\bar{d}(P)=0$ and it follows that $\beta \mathbb{N}^{*} \backslash \Delta$ is a left ideal of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$.

Notice that it did not suffice to show in the proof of Theorem 6.80 that $n+p$ and $n p$ are in $\mathbb{N}^{*} \backslash \Delta$ for every $p \in \mathbb{N}^{*} \backslash \Delta$ because $\mathbb{N}^{*} \backslash \Delta$ is not closed. Notice also that Theorems 6.79 and 6.80 provide an alternative proof that the centers of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$ are both equal to $\mathbb{N}$.

### 6.8 Notes

The fact in Theorem 6.9 that $\beta \mathbb{N}$ has $2^{\text {c }}$ minimal right ideals is due to J. Baker and P. Milnes [18], while the fact that $\beta \mathbb{N}$ has $2^{\mathfrak{c}}$ minimal left ideals is due to C . Chou [99].

The concept of an oid ("" $\bigoplus$ id' being unpronounceable") is due to J. Pym [341], who showed that the semigroup structure $\mathbb{H}$ depended only on the oid structure of $\operatorname{FS}\left(\left\langle 2^{n}\right\rangle_{n=1}^{\infty}\right)$. Theorem 6.27 is due to A. Lisan [296]. Theorem 6.32 is due to T. Budak (nee Papazyan) [318].

The fact in Theorem 6.15.2 that the set of idempotents in a minimal left ideal of $\beta \mathbb{Z}$ is not closed is due to J. Auslander in a personal communication. His elegant and instructive proof was based on a deep result in topological dynamics, namely the existence of what is called a graphic flow.

Exercise 6.1.4 is from [62], a result of collaboration with J. Berglund.
Theorem 6.34.4 is from [91], a result of collaboration with T. Carlson and J. McLeod.
Theorem 6.36, one of four nonelementary results used in this book that we do not prove, is due to M. Rudin and S. Shelah. Theorem 6.36 and Lemma 6.37 deal (without ever explicitly defining them) with the Rudin-Keisler and Rudin-Frolík orderings of ultrafilters. See Chapter 11 for more information about these orderings as well as a discussion of their origins. For a simpler proof that there exist two points in $\mathbb{N}^{*}$ that are not Rudin-Keisler comparable, see [305, Section 3.4].

The proof of Theorem 6.38 is from [105].
In [410] Y. Zelenyuk proved that if $G$ is an infinite discrete Abelian group with cardinality $\kappa$, then $\beta G$ contains $2^{2^{\kappa}}$ minimal right ideals.

Theorem 6.42 is from [91], a result of collaboration with T. Carlson and J. McLeod.
Theorem 6.46 is due to D. Parsons in [319].
Theorem 6.46.5 is from [229], a result of collaboration with L. Legette.
Theorem 6.53 is, except for its weaker hypotheses, a special case of the following theorem which is due to E. van Douwen (in a letter to the first author). A proof, obtained in collaboration with D. Davenport, can be found in [115].

Theorem. Let $S$ be an infinite cancellative semigroup with cardinality $\kappa$. There exists a decomposition \& of $U_{\kappa}(S)$ with the following properties:
(1) $|\ell|=2^{2^{\kappa}}$.
(2) Each $I \in d$ is a left ideal of $\beta S$.
(3) For each $I \in \ell$ and each $p \in I, c \ell(p S) \subseteq I$.
(4) Each $I \in \mathcal{d}$ is nowhere dense in $U_{\kappa}(S)$.

The above theorem has been generalized by M. Filali and P. Salmi [151] to apply to all weakly cancellative semigroups with conclusion (2) strengthened to "each $I \in \mathbb{\ell}$ is a closed left ideal of $\beta S$."

Theorem 6.63 is from [299], a result of collaboration with A. Maleki.
The results of Section 6.6 are from [238], a result of collaboration with J. van Mill and P. Simon. Sometime in the 1970s or 1980s M. Rudin was asked by some, now anonymous, analysts whether every point of $\mathbb{Z}^{*}$ is a member of a maximal orbit closure under the continuous extension $\widetilde{\sigma}$ of the shift function $\sigma$, where $\sigma(n)=n+1$. This question was not initially recognized as a question about the algebra of $\beta \mathbb{Z}$. However, if $p \in \beta \mathbb{Z}$, then $\widetilde{\sigma}(p)=1+p$ and so, for all $n \in \mathbb{Z}, \widetilde{\sigma}^{n}(p)=n+p$. Thus the orbit closure of $p$ is $\beta \mathbb{Z}+p$ and so the question can be rephrased as asking whether every point of $\beta \mathbb{Z}$ lies in some maximal (proper) principal left ideal of $\beta \mathbb{Z}$. One could answer this question in the affirmative by determining that there is no strictly increasing sequence of principal left ideals of $\beta \mathbb{Z}$.

The results of Section 6.7 are due to E. van Douwen in [127].

## Chapter 7

## Groups in $\beta S$

If $S$ is a discrete semigroup, it is often quite easy to find large groups contained in $\beta S$. For example, the maximal groups in the smallest ideal of $\beta \mathbb{N}$ contain $2^{\mathfrak{c}}$ elements. More generally, as we shall show in this chapter, if $S$ is infinite and cancellative with cardinality $\kappa, \beta S$ contains algebraic copies of the free group on $2^{2^{\kappa}}$ generators. This provides a remarkable illustration of how far $\beta S$ is from being commutative.

However, it can be tantalizingly difficult to find nontrivial small groups in $\beta S$. For many years, one of the difficult open questions about the algebra of $\beta \mathbb{N}$ was whether or not $\beta \mathbb{N}$ contained any nontrivial finite groups. This question has now been answered by Y. Zelenyuk, and we give the proof of his theorem in Section 7.1 below. Whether or not $\beta \mathbb{N}$ contains any elements of finite order which are not idempotent still remains a challenging open question.

Of course, there are many copies of $\mathbb{Z}$ in $\mathbb{N}^{*}$, since $\mathbb{Z}+p$ provides a copy of $\mathbb{Z}$ if $p$ denotes any idempotent in $\mathbb{N}^{*}$. It is consistent with ZFC that there are maximal groups in $\mathbb{N}^{*}$ isomorphic to $\mathbb{Z}$, since Martin's Axiom can be used to show that there are idempotents $p$ in $\mathbb{N}^{*}$ for which $H(p)$, the largest group with $p$ as identity, is just $\mathbb{Z}+p$. (See Theorem 12.42). It is not known whether the existence of such an idempotent can be proved within ZFC.

Because we shall be constructing several topological spaces in this chapter, some of which are not necessarily Hausdorff, we depart for this chapter only from our standing assumption that all hypothesized spaces are Hausdorff.

### 7.1 Zelenyuk's Theorem

The proof of Zelenyuk's Theorem uses the notion of a left invariant topology on a group.

Definition 7.1. Let $G$ be a group. A topology $\mathcal{T}$ on $G$ is left invariant if and only if for every $U \in \mathcal{T}$ and every $a \in G, a U \in \mathcal{T}$.

Notice that a topology on $G$ is left invariant if and only if for every $a \in G, \lambda_{a}$ is a homeomorphism. Notice also that to say that $(G, \cdot)$ is a group with a left invariant topology $\mathcal{T}$ is the same as saying that $(G, \cdot, \mathcal{T})$ is a left topological group, i.e., a group which is a left topological semigroup.

The next result, Lemma 7.4, is unfortunately rather lengthy and involves a good deal of notation. We shall see after the proof of this lemma how a topology on $G$ and
a set $X$ satisfying the hypotheses of this lemma arise naturally from the assumption that $\beta G$ has a nontrivial finite subgroup while $G$ does not.

Definition 7.2. (a) $F$ will denote the free semigroup on the letters 0 and 1 with identity $\emptyset$.
(b) If $m \in \omega$ and $i \in\{0,1,2, \ldots, m\}, s_{i}^{m}$ will denote the element of $F$ consisting of $i 0$ 's followed by $m-i 1$ 's. We also write $u_{m}=s_{m}^{m}$ (so that $u_{0}=\emptyset$ ).
(c) If $s \in F, l(s)$ will denote the length of $s$ and $\operatorname{supp} s=\{i \in\{1,2, \ldots, l(s)\}$ : $\left.s_{i}=1\right\}$ where $s_{i}$ is the $i^{\text {th }}$ letter of $s$.
(d) If $s, t \in F$, we shall write $s \ll t$ if max $\operatorname{supp} s+1<\min \operatorname{supp} t$.
(e) If $s, t \in F$, we define $s+t$ to be the element of $F$ for which $l(s+t)=$ $\max \{l(s), l(t)\}$ and $(s+t)_{i}=1$ if and only if $s_{i}=1$ or $t_{i}=1$.
Given any $t \in F, t$ has a unique representation in the form $t=s_{i_{0}}^{m_{0}}+s_{i_{1}}^{m_{1}}+\cdots+$ $s_{i_{k}}^{m_{k}}$ where $0 \leq i_{0}<m_{0}<i_{1}<m_{1}<\cdots<i_{k} \leq m_{k}$ (except that, if $k=0$, the requirement is $0 \leq i_{0} \leq m_{0}$ ). We shall call this the canonical representation of $t$. When we write $t=s_{i_{0}}^{m_{0}}+s_{i_{1}}^{m_{1}}+\cdots+s_{i_{k}}^{m_{k}}$ we shall assume that this is the canonical representation.

Definition 7.3. (a) Given $t \in F$, if $t=s_{i}^{m}$ for some $i, m \in \omega$, then $t^{\prime}=\emptyset$ and $t^{*}=t$. Otherwise, if $t=s_{i_{0}}^{m_{0}}+s_{i_{1}}^{m_{1}}+\cdots+s_{i_{k+1}}^{m_{k+1}}$, then $t^{\prime}=s_{i_{0}}^{m_{0}}+s_{i_{1}}^{m_{1}}+$ $\cdots+s_{i_{k}}^{m_{k}}$ and $t^{*}=s_{i_{k+1}}^{m_{k+1}}$.
(b) The mapping $c: F \rightarrow \omega$ is defined by stating that $c(t)=|\operatorname{supp} t|$.
(c) For each $p \in \mathbb{N}$, define $g_{p}: F \rightarrow \mathbb{Z}_{p}$ by $g_{p}(t) \equiv c(t)(\bmod p)$.

While the proof of Lemma 7.4 is long, because there are a large number of statements to be checked, the reader will see that checking any one of them is not difficult.

Recall that a topology is zero-dimensional if it has a basis of clopen sets.
Lemma 7.4. Suppose that $G$ is a group with identity $e$, and that $X$ is a countable subset of $G$ containing $e$. Suppose also that $G$ has a left invariant Hausdorff zerodimensional topology and that $X$ has no isolated points in the relative topology. We also suppose that, for every $a \in X, a X \cap X$ is a neighborhood of a in $X$. We suppose in addition that $p \in \mathbb{N}$ and that there is a mapping $h: X \rightarrow \mathbb{Z}_{p}$ such that, for each $a \in X$, there is a neighborhood $V(a)$ of $e$ in $X$ satisfying $a V(a) \subseteq X$ and $h(a b)=h(a)+h(b)$ for every $b \in V(a)$. Furthermore, we suppose that $h[Y]=\mathbb{Z}_{p}$ for every nonempty open subset $Y$ of $X$ and that $V(e)=X$.

Then we can define $x(t) \in X$ and $X(t) \subseteq X$ for every $t \in F$ so that $x(\emptyset)=e$, $X(\emptyset)=X$, and the following conditions are all satisfied:
(1) $X(t)$ is clopen in $X$.
(2) $x(t) \in X(t)$.
(3) $X(t \frown 0) \cup X(t \frown 1)=X(t)$ and $X(t \frown 0) \cap X(t \frown 1)=\emptyset$.
(4) $x\left(t^{\circ} 0\right)=x(t)$.
(5) $x(t)=x\left(t^{\prime}\right) x\left(t^{*}\right)$.
(6) $X(t)=x\left(t^{\prime}\right) X\left(t^{*}\right)$.
(7) $X\left(t^{*}\right) \subseteq V\left(x\left(t^{\prime}\right)\right)$.
(8) $h(x(t))=g_{p}(t)$.
(9) For any $s, t \in F, x(s)=x(t)$ if and only if $s$ is equal to $t$ followed by 0 's or vice versa.
(10) If $s, t \in F$ and $s \ll t$, then $x(s+t)=x(s) x(t)$.
(11) If $s, t \in F$ and $s \ll t$, then $h(x(s+t))=h(x(s))+h(x(t))$.
(12) For every $n \in \omega, x\left[u_{n} F\right]=X\left(u_{n}\right)$, so that in particular $x[F]=X$.
(13) If $\left\langle W_{n}\right\rangle_{n=1}^{\infty}$ is any preassigned sequence of neighborhoods of e in $X$, we can choose $X\left(u_{n}\right)$ to satisfy $X\left(u_{n+1}\right) \subseteq W_{n}$ for every $n \in \mathbb{N}$.

Proof. We assume that we have chosen a sequential ordering for $X$. We define $x(t)$ and $X(t)$ by induction on $l(t)$.

We start by stating that $x(\emptyset)=e$ and $X(\emptyset)=X$. We then make the inductive assumption that, for some $n \in \omega, x(t)$ and $X(t)$ have been defined for every $t \in F$ with $l(t) \leq n$ so that conditions (1)-(9) and (13) are satisfied and further if $n \geq 1$, sequences $\left\langle a_{k}\right\rangle_{k=0}^{n-1}$ in $X$ and $\left\langle t_{k}\right\rangle_{k=0}^{n-1}$ in $F$ have been chosen satisfying the following additional hypotheses for each $k$ :
(i) $a_{k}=\min X \backslash\{x(t): t \in F$ and $l(t) \leq k\}$,
(ii) $a_{k} \in X\left(t_{k} \frown 1\right)$, and
(iii) if $h\left(a_{k}\right)=g_{p}\left(t_{k} \frown 1\right)$, then $a_{k}=x\left(t_{k} \frown 1\right)$.

Of these hypotheses, only (8) requires any effort to verify at $n=0$. For this, note that $h(e)=h(e e)=h(e)+h(e)$ so $h(e)=0=g_{p}(\emptyset)$.

Let $a_{n}$ be the first element of $X$ which is not in $\{x(t): t \in F$ and $l(t) \leq n\}$. Now the sets $X(t)$ with $l(t)=n$ form a disjoint partition of $X$ by condition (3) and the choice of $X(\emptyset)$ and so $a_{n} \in X\left(t_{n}\right)$ for a unique $t_{n} \in F$ with $l\left(t_{n}\right)=n$. Since $X\left(t_{n}\right)=x\left(t_{n}^{\prime}\right) X\left(t_{n}^{*}\right)$, it follows that $a_{n}=x\left(t_{n}^{\prime}\right) c_{n}$ for some $c_{n} \in X\left(t_{n}^{*}\right)$.

For each $s \in\left\{s_{i}^{n}: i \in\{0,1, \ldots, n\}\right\}$ choose $b_{s} \in X(s)$ such that $b_{s} \neq x(s)$ and $h\left(b_{s}\right)=g_{p}\left(s^{\frown} 1\right)$. (To see that we can do this, note that, by conditions (1) and (2), $X(s)$ is a nonempty open subset of $X$ so, since $X$ has no isolated points, $X(s) \backslash\{x(s)\}$ is a nonempty open subset of $X$ and hence $h[X(s) \backslash\{x(s)\}]=\mathbb{Z}_{p}$.) In the case in which $s=t_{n}^{*}$, we choose $b_{t_{n}^{*}}=c_{n}$ if $h\left(c_{n}\right)=g_{p}\left(t_{n}^{*} \frown 1\right)$. To see that this can be done, notice that if $c_{n}=x(s)$, then by condition (5), $a_{n}=x\left(t_{n}^{\prime}\right) c_{n}=x\left(t_{n}^{\prime}\right) x\left(t_{n}^{*}\right)=x\left(t_{n}\right)$. For each $s \in\left\{s_{i}^{n}: i \in\{0,1, \ldots, n\}\right\}$ define $x\left(s^{\frown} 0\right)=x(s)$ and $x\left(s^{\frown} 1\right)=b_{s}$. Notice that $x\left(s^{\frown} 1\right)=x\left(s^{\prime}\right) x\left(s^{* \frown 1)}\right.$.

Now, given any other $t \in F$ with $l(t)=n$, notice that we have already defined $x\left(t^{*} \subset 1\right) \in X\left(t^{*}\right)$. We define $x\left(t^{\circ} 0\right)=x(t)$ and $x\left(t^{\frown} 1\right)=x\left(t^{\prime}\right) x\left(t^{* \frown 1) \text {. Notice }}\right.$ that

$$
x(t)=x\left(t^{\prime}\right) x\left(t^{*}\right) \neq x\left(t^{\prime}\right) x\left(t^{*} 1\right)=x\left(t^{\circ} 1\right)
$$

and $x\left(t^{\sim} 1\right) \in x\left(t^{\prime}\right) X\left(t^{*}\right)=X(t)$.
We can choose a clopen neighborhood $U_{n}$ of $e$ in $G$ such that $U_{n} \cap X \subseteq V(x(v))$ and $x(v) U_{n} \cap X \subseteq x(v) X$ for every $v \in F$ with $l(v) \leq n$. (We can get the latter inclusion because $\bar{x}(v) X \cap X$ is a neighborhood of $x(v)$ in $X$.) We can also require that $a_{n} \notin x\left(t_{n}\right) U_{n}$ and that $U_{n}$ satisfies both of the following conditions for every $t \in F$ with $l(t)=n$ :

$$
x(t) U_{n} \cap X \subseteq X(t) \quad \text { and } \quad x\left(t^{-1}\right) \notin x(t) U_{n}
$$

Furthermore, in the case in which there is an assigned sequence $\left\langle W_{n}\right\rangle_{n=1}^{\infty}$ of neighborhoods of $e$ in $X$, we choose $U_{n}$ to satisfy $U_{n} \cap X \subseteq W_{n}$.

Let us note now that for any $v \in F$ with $l(v) \leq n$, we have $x(v) U_{n} \cap X=$ $x(v)\left(U_{n} \cap X\right)$. To see this, notice that $x(v) U_{n} \cap X \subseteq x(v) X$ so that

$$
x(v) U_{n} \cap X \subseteq x(v) U_{n} \cap x(v) X=x(v)\left(U_{n} \cap X\right)
$$

Also $U_{n} \cap X \subseteq V(x(v))$ and so $x(v)\left(U_{n} \cap X\right) \subseteq x(v) V(x(v)) \subseteq X$. Hence $x(v)\left(U_{n} \cap X\right) \subseteq x(v) U_{n} \cap X$.

We put $X(t \frown 0)=x(t) U_{n} \cap X$ and $X(t \frown 1)=X(t) \backslash X(t \frown 0)$.
We need to check that conditions (1)-(9) and (13) and hypotheses (i), (ii), and (iii) are satisfied for elements of $F$ of length $n+1$. Suppose then that $t \in F$ and that $l(t)=n$. We put $v=t \frown 1$ and $w=t \frown 0$. Notice that $v^{\prime}=t^{\prime}$ and $v^{*}=t^{* \frown} 1$. Notice also that $t$ is equal to $w^{\prime}$ followed by a certain number (possibly zero) of 0 's so that $x(t)=x\left(w^{\prime}\right)$ and that $w^{*}=u_{n+1}$.

Conditions (1), (2), (3) and (4) are immediate. In particular, notice that $x\left(u_{n+1}\right)=$ $x\left(u_{n}\right)=e$.

We observe that (5) holds for $v$ because $x(v)=x\left(t^{\prime}\right) x\left(t^{*-1)}=x\left(v^{\prime}\right) x\left(v^{*}\right)\right.$. It holds for $w$ because $x(w)=x(t)=x\left(w^{\prime}\right)=x\left(w^{\prime}\right) e=x\left(w^{\prime}\right) x\left(w^{*}\right)$.

We now check condition (6). By the definition of $X(w)$, we have

$$
\begin{aligned}
X(w) & =x(t) U_{n} \cap X \\
& =x(t)\left(U_{n} \cap X\right) \\
& =x\left(w^{\prime}\right) X\left(u_{n+1}\right) \\
& =x\left(w^{\prime}\right) X\left(w^{*}\right) .
\end{aligned}
$$

We also have

$$
\begin{aligned}
X(v) & =X(t) \backslash\left(x(t) U_{n} \cap X\right) \\
& =X(t) \backslash\left(x(t)\left(U_{n} \cap X\right)\right) \\
& =x\left(t^{\prime}\right) X\left(t^{*}\right) \backslash\left(x\left(t^{\prime}\right) x\left(t^{*}\right)\left(U_{n} \cap X\right)\right) \\
& =x\left(t^{\prime}\right)\left(X\left(t^{*}\right) \backslash x\left(t^{*}\right)\left(U_{n} \cap X\right)\right) \\
& =x\left(t^{\prime}\right)\left(X\left(t^{*}\right) \backslash\left(x\left(t^{*}\right) U_{n} \cap X\right)\right) \\
& =x\left(t^{\prime}\right) X\left(t^{*} 1\right) \\
& =x\left(v^{\prime}\right) X\left(v^{*}\right) .
\end{aligned}
$$

To verify condition (7) for $v$, we note that $X\left(v^{*}\right)=X\left(t^{*} 1\right) \subseteq X\left(t^{*}\right) \subseteq V\left(x\left(t^{\prime}\right)\right)=$ $V\left(x\left(v^{\prime}\right)\right)$. It also holds for $w$, because $X\left(w^{*}\right)=X\left(u_{n+1}\right)=U_{n} \cap X \subseteq V(x(t))=$ $V\left(x\left(w^{\prime}\right)\right)$.

Condition (8) for $w$ is immediate because $h(x(w))=h(x(t))=g_{p}(t)=g_{p}(w)$. To verify condition (8) for $v$, we have $h(x(v))=h\left(x\left(v^{\prime}\right) x\left(v^{*}\right)\right)=h\left(x\left(v^{\prime}\right)\right)+$ $h\left(x\left(v^{*}\right)\right)$ because $x\left(v^{*}\right) \in X\left(v^{*}\right) \subseteq V\left(x\left(v^{\prime}\right)\right)$. Also $x\left(v^{*}\right)=x\left(t^{*} 1\right)=b_{t^{*}}$ and so

$$
\begin{aligned}
h(x(v)) & =g_{p}\left(v^{\prime}\right)+h\left(b_{t^{*}}\right) \\
& =g_{p}\left(v^{\prime}\right)+g_{p}\left(t^{* \frown} 1\right) \\
& =g_{p}\left(v^{\prime}\right)+g_{p}\left(v^{*}\right) \\
& =g_{p}\left(v^{\prime}+v^{*}\right) \\
& =g_{p}(v)
\end{aligned}
$$

because the supports of $v^{\prime}$ and $v^{*}$ are disjoint.
To see that (9) holds, we first note that $s$ and $t$ can be assumed to have the same length, because we can add 0 's to $s$ or $t$ to achieve this. By condition (4), this will not change the value of $x(s)$ or $x(t)$. Then $x(t)$ and $x(s)$ belong to disjoint clopen sets if one of the elements $s$ or $t$ has a 1 in a position where the other has a 0 . Also, if there is an assigned sequence $\left\langle W_{n}\right\rangle_{n=1}^{\infty}$, then $X\left(u_{n+1}\right)=U_{n} \cap X \subseteq W_{n}$, so (13) holds.

Now $a_{n}$ was chosen to satisfy (i). Further, since $a_{n} \notin x\left(t_{n}\right) U_{n}$, one has $a_{n} \notin$ $X\left(t_{n} \frown 0\right)$ so, since $a_{n} \in X\left(t_{n}\right)$, one has $a_{n} \in X\left(t_{n} \frown 1\right)$ and thus (ii) holds. To verify (iii), assume that $h\left(a_{n}\right)=g_{p}\left(t_{n} \frown 1\right)$. Observe that $t_{n} \frown 1=t_{n}^{\prime}+t_{n}^{* \frown} 1$ so $g_{p}\left(t_{n} \frown 1\right)=g_{p}\left(t_{n}^{\prime}\right)+g_{p}\left(t_{n}^{* \frown} 1\right)$. Also, $a_{n}=x\left(t_{n}^{\prime}\right) c_{n}$ and $c_{n} \in X\left(t_{n}^{*}\right) \subseteq V\left(x\left(t_{n}^{\prime}\right)\right)$ so $h\left(a_{n}\right)=h\left(x\left(t_{n}^{\prime}\right)\right)+h\left(c_{n}\right)$. Thus $h\left(c_{n}\right)=g_{p}\left(t_{n}^{* \frown} 1\right)$ so $x\left(t_{n}^{* \frown} 1\right)=b_{t_{n}^{*}}=c_{n}$. Therefore $a_{n}=x\left(t_{n}^{\prime}\right) c_{n}=x\left(t_{n}^{\prime}\right) x\left(t_{n}^{* \frown} 1\right)=x\left(t_{n} \frown 1\right)$.

Thus we can extend our definition of $x$ and $X$ to sequences in $F$ of length $n+1$ so that conditions (1)-(9) and (13), as well as hypotheses (i), (ii), and (iii) remain true. This shows that these functions can be defined on the whole of $F$ with these conditions remaining valid.

It is now easy to show by induction on $k$ using condition (5) that if the canonical representation of $t$ is

$$
t=s_{i_{0}}^{m_{0}}+s_{i_{1}}^{m_{1}}+\cdots+s_{i_{k}}^{m_{k}},
$$

then $x(t)=x\left(s_{i_{0}}^{m_{0}}\right) x\left(s_{i_{1}}^{m_{1}}\right) \cdots x\left(s_{i_{k}}^{m_{k}}\right)$, so that condition (10) holds.
To verify condition (11) notice that for any $t \in F$ we have

$$
h(x(t))=h\left(x\left(t^{\prime}\right) x\left(t^{*}\right)\right)=h\left(x\left(t^{\prime}\right)\right)+h\left(x\left(t^{*}\right)\right)
$$

because $x\left(t^{*}\right) \in X\left(t^{*}\right) \subseteq V\left(x\left(t^{\prime}\right)\right)$. Thus one can show by induction on $k$ that if the canonical representation of $t$ is

$$
t=s_{i_{0}}^{m_{0}}+s_{i_{1}}^{m_{1}}+\cdots+s_{i_{k}}^{m_{k}}
$$

then $h(x(t))=h\left(x\left(s_{i_{0}}^{m_{0}}\right)\right)+h\left(x\left(s_{i_{1}}^{m_{1}}\right)\right)+\cdots+h\left(x\left(s_{i_{k}}^{m_{k}}\right)\right)$.
To check condition (12), we show first that each $a \in X$ eventually occurs as a value of $x$. Suppose instead that $X \backslash x[F] \neq \emptyset$ and let $a=\min X \backslash x[F]$. Then $a$ has only finitely many predecessors so $a=a_{n}$ for some $n$. Pick $m \in \mathbb{Z}_{p}$ such that $h\left(a_{n}\right)=g_{p}\left(t_{n} \frown 1\right)+m$. If one had $m=0$, then one would have by (iii) that $a_{n}=x\left(t_{n} \frown 1\right)$ so $m \geq 1$. By (i) and the assumption that $a_{n} \notin x[F]$, one has $a_{n+1}=a_{n}$. Also by (ii) $a_{n} \in X\left(t_{n} \frown 1\right)$ and $a_{n+1} \in X\left(t_{n+1} \frown 1\right) \subseteq X\left(t_{n+1}\right)$ so $t_{n+1}=t_{n} \frown 1$. Then $g_{p}\left(t_{n+1} \frown 1\right)=g_{p}\left(t_{n} \frown 1\right)+1$ so $h\left(a_{n+1}\right)=h\left(a_{n}\right)=$ $g_{p}\left(t_{n} \frown 1\right)+m=g_{p}\left(t_{n+1} \frown 1\right)+(m-1)$. Repeating this argument $m$ times, one has $h\left(a_{n+m}\right)=g_{p}\left(t_{n+m}{ }^{-} 1\right)$ so by (iii), $a_{n}=a_{n+m}=x\left(t_{n+m}-1\right)$, a contradiction.

To complete the verification of condition (12), we note that, for every $n \in \omega$ and every $t \in F$, we have $x\left(u_{n} t\right) \in X\left(u_{n} t\right) \subseteq X\left(u_{n}\right)$ and so $x\left[u_{n} F\right] \subseteq X\left(u_{n}\right)$. On the other hand, suppose that $a \in X \backslash x\left[u_{n} F\right]$. We have already established that $a=x(v)$ for some $v \in F \backslash u_{n} F$. Since $e \in x\left[u_{n} F\right], a \neq e$ and hence $v \notin\left\{u_{m}: m \in \omega\right\}$ so in particular supp $v \neq \emptyset$. If $k=\min \operatorname{supp} v$, then $k \leq n$. We have $x(v) \in X\left(s_{k-1}^{k}\right)$ and $X\left(u_{n}\right) \subseteq X\left(u_{k}\right)$. Now $X\left(s_{k-1}^{k}\right) \cap X\left(u_{k}\right)=\emptyset$ and so $a=x(v) \notin X\left(u_{n}\right)$. Thus $X\left(u_{n}\right) \subseteq x\left[u_{n} F\right]$.

From this point until the statement of Zelenyuk's Theorem, $G$ will denote a discrete group with identity $e$ and $C$ will denote a finite subsemigroup of $G^{*}$.

Definition 7.5. (a) $C^{\sim}=\{x \in \beta G: x C \subseteq C\}$.
(b) $\varphi$ is the filter of subsets $U$ of $G$ for which $C \subseteq \bar{U}$.
(c) $\tilde{\varphi}^{\sim}$ is the filter of subsets $U$ of $G$ for which $C^{\sim} \subseteq \bar{U}$.

Observe that $C^{\sim}$ is a semigroup and $e \in C^{\sim}$. Note also that $\varphi=\bigcap C$ and $\tilde{\varphi}=\bigcap C^{\sim}$.

Lemma 7.6. We can define a left invariant topology on $G$ for which $\widetilde{\varphi}$ is the filter of neighborhoods of $e$. If we also have $x C=C$ for every $x \in C^{\sim}$, then this topology has a basis of clopen sets.

Proof. Given $U \in \varphi$, we put $U^{\wedge}=\{a \in G: a C \subseteq \bar{U}\}$ and observe that $e \in U^{\wedge}$.
We begin by showing that
(i) for each $U \in \varphi, U^{\wedge} \in \tilde{\varphi^{\sim}}$,
(ii) $\left\{U^{\wedge}: U \in \varphi\right\}$ is a base for the filter $\widetilde{\varphi}$, and
(iii) for all $U \in \varphi$ and all $a \in U^{\wedge}, a^{-1} U^{\wedge} \in \tilde{\varphi^{\sim}}$.

To verify (i), suppose that $x \in C^{\sim} \backslash \overline{U^{\sim}}$. Since $U^{\curlywedge} \notin x$,

$$
G \backslash U^{\wedge}=\{a \in G: a y \notin \bar{U} \text { for some } y \in C\} \in x
$$

Since $C$ is finite, there exists $y \in C$ such that $\{a \in G: a y \notin \bar{U}\} \in x$ and hence $x y \notin \bar{U}$. This contradicts the assumption that $x \in C^{\sim}$.

Since (i) holds, to verify (ii) it will be sufficient to show that $\bigcap_{U \in \varphi} \overline{U^{\sim}}=C^{\sim}$. (For then if one had some $V \in \widetilde{\varphi}$ such that for all $U \in \varphi, U^{\wedge} \backslash V \neq \emptyset$ one would have that $\left\{\overline{U^{\wedge} \backslash V}: U \in \varphi\right\}$ is a collection of closed subsets of $\beta G$ with the finite intersection property, and hence there would be some $x \in \bigcap_{U \in \varphi} \overline{U^{\wedge} \backslash V}$.)

Suppose, on the contrary, that there is an element $x \in \bigcap_{U \in \varphi} \overline{U^{\sim}} \backslash C^{\sim}$. Then $x y \notin C$ for some $y \in C$. We can choose $U \in \varphi$ such that $x y \notin \bar{U}$. This implies that $x \notin \overline{U^{\sim}}$, a contradiction.

To verify (iii), let $U \in \varphi$ and $a \in U^{\wedge}$ be given and suppose that $a^{-1} U^{\wedge} \notin \tilde{\varphi}$. Then there is an element $y \in C^{\sim} \backslash \overline{a^{-1} U^{\sim}}$. Then

$$
G \backslash a^{-1} U^{\curlywedge}=\{b \in G: a b z \notin \bar{U} \text { for some } z \in C\} \in y
$$

Since $C$ is finite, we can choose $z \in C$ such that $\{b \in G: a b z \notin \bar{U}\} \in y$. This implies that $a y z \notin \bar{U}$ contradicting the assumptions that $y z \in C$ and $a \in U^{\wedge}$.

Now that (i), (ii), and (iii) have been verified, let $\mathscr{B}=\left\{a U^{\wedge}: U \in \varphi\right\}$. We claim that $\mathscr{B}$ is a basis for a left invariant topology on $G$ with $\widetilde{\varphi}$ as the set of neighborhoods of $e$.

To see that $\mathcal{B}$ is a basis for a topology, let $U, V \in \varphi$, let $a, b, c \in G$, and assume that $c \in a U^{\wedge} \cap b V^{\wedge}$. Now $a^{-1} c \in U^{\wedge}$ so by (iii), $c^{-1} a U^{\wedge} \in \tilde{\varphi}$ so by (ii) we may pick $W_{1} \in \varphi$ such that $W_{1} \subseteq c^{-1} a U^{\wedge}$. Similarly, we may pick $W_{2} \in \varphi$ such that $c W_{2} \subseteq b V^{\wedge}$ and hence $c\left(W_{1} \cap W_{2}\right) \subseteq a U^{\wedge} \cap b V^{\wedge}$.

That the topology generated by $\mathfrak{B}$ is left invariant is trivial.
To see that $\tilde{\varphi}$ is the set of neighborhoods of $e$, notice that by (ii), each member of $\tilde{\varphi}$ is a neighborhood of $e$. So let $W$ be a neighborhood of $e$ and pick $a \in G$ and $U \in \varphi$ such that $e \in a U^{\wedge} \subseteq W$. Then $a^{-1} \in U^{\wedge}$ so by (iii), $a U^{\wedge} \in \widetilde{\varphi}$ and hence $W \in \tilde{\varphi}$.

Finally we suppose that $x C=C$ for every $x \in C^{\sim}$. We shall show that in this case, for each $U \in \varphi, U^{\wedge}$ is closed.

To this end let $U \in \varphi$ and let $a \in G \backslash U^{\wedge}$. We show that $V=G \backslash a^{-1} U^{\wedge} \in \tilde{\varphi^{\sim}}$ so that $a V$ is a neighborhood of $a$ missing $U^{\wedge}$. So let $y \in C^{\sim}$. We show that $y \in \bar{V}$.

Now $a y C=a C \nsubseteq \bar{U}$ since $a \notin U^{\wedge}$ so pick $z \in C$ such that $a y z \notin U^{\wedge}$. Then $\{b \in G: a b z \notin \bar{U}\} \in y$ and $\{b \in G: a b z \notin \bar{U}\} \subseteq\{b \in G: a b C \nsubseteq \bar{U}\}=V$.

Since each $\lambda_{a}$ is a homeomorphism we have shown that $\mathscr{B}$ consists of clopen sets.

Lemma 7.7. Assume that $x C=C$ for every $x \in C^{\sim}$. The following statements are equivalent:
(a) The topology defined in Lemma 7.6 is Hausdorff.
(b) $\{a \in G: a C \subseteq C\}=\{e\}$.
(c) $\cap \widetilde{\varphi}=\{e\}$.

Proof. (a) implies (b). Let $a \in G \backslash\{e\}$ and pick $U \in \widetilde{\varphi}$ such that $a \notin U$. Since $C^{\sim} \subseteq \bar{U}$, one has $a \notin C^{\sim}$.
(b) implies (c). Let $a \in G \backslash\{e\}$. Then by assumption $a \notin C^{\sim}$. Also, $C^{\sim}=$ $\bigcap_{x \in C} \rho_{x}^{-1}[C]$ so $C^{\sim}$ is closed in $\beta G$. Pick $U \subseteq G$ such that $C^{\sim} \subseteq \bar{U}$ and $a \notin U$. Then $U \in \widetilde{\varphi}$ so $a \notin \cap \widetilde{\varphi}$.
(c) implies (a). Let $a \in G \backslash\{e\}$. By Lemma 7.6 there is some clopen $U \in \widetilde{\varphi}$ such that $a \notin U$. Then $U$ and $G \backslash U$ are disjoint neighborhoods of $e$ and $a$.

We shall now assume, until the statement of Zelenyuk's Theorem, that $C$ is a finite subgroup of $G^{*}$. We shall denote the identity of $C$ by $u$. We note that, since $C$ is a group, $x C=C$ for every $x \in C^{\sim}$.

Lemma 7.7.1. There is a left invariant topology on $G$ with a basis of clopen sets such that $\widetilde{\varphi}$ is the filter of neighborhoods of $e$. If $\bigcap \tilde{\varphi}=\{e\}$, then the topology is Hausdorff.

Proof. This is immediate from Lemmas 7.6 and 7.7.
Lemma 7.8. $\cap \tilde{\varphi}=\{a \in G: a C \subseteq C\}$ and $\bigcap \tilde{\varphi}$ is a finite subgroup of $G$.
Proof. Observe that $\bigcap \varphi^{\sim}=C^{\sim} \cap G=\{a \in G: a C \subseteq C\}$. (For if $a \in C^{\sim} \cap G$, then for each $U \in \widetilde{\varphi^{\sim}}, a \in U$. And if $a \in G \backslash C^{\sim}$, then for each $p \in C^{\sim}, G \backslash\{a\} \in p$ so $G \backslash\{a\} \in \tilde{\varphi}$.) Therefore $\bigcap \tilde{\varphi}$ is a subgroup of $G$. Suppose that $\bigcap \tilde{\varphi}$ is infinite. By the pigeonhole principle, there exists $a \neq b$ in $G$ such that $a u=b u$, contradicting Lemma 6.28.

Lemma 7.9. There is a left invariant topology on $G$ with a basis of clopen sets such that $\tilde{\varphi}$ is the filter of neighborhoods of e. If $G$ has no nontrivial finite subgroups, then the topology is Hausdorff.

Proof. By Lemma 7.7.1 we only need to observe that if $G$ has no nontrivial finite subgroups, then $\bigcap \tilde{\varphi}=\{e\}$, a fact which follows from Lemma 7.8.

Definition 7.10. (a) Fix a family $\left\langle U_{y}\right\rangle_{y \in C}$ of pairwise disjoint subsets of $G$ such that $U_{y} \in y$ for every $y \in C$.
(b) For each $y \in C$, we put $A_{y}=\left\{a \in G: a z \in \overline{U_{y z}}\right.$ for every $\left.z \in C\right\}$.

Observe that $A_{y}=\bigcap_{z \in C}\left\{a \in G: a^{-1} U_{y z} \in z\right\}$ and that $e \in A_{u}$.
Lemma 7.11. For each $y \in C, A_{y} \in y$, and if $y$ and $w$ are distinct members of $C$, then $A_{y} \cap A_{w}=\emptyset$.

Proof. Let $y \in C$. For each $z \in C, U_{y z} \in y z$ so $\left\{a \in G: a^{-1} U_{y z} \in z\right\} \in y$. Thus $\bigcap_{z \in C}\left\{a \in G: a^{-1} U_{y z} \in z\right\} \in y$.

Now let $y$ and $w$ be distinct members of $C$ and suppose that $a \in A_{y} \cap A_{w}$. Then $U_{y}=U_{y u} \in a u$ and $U_{w}=U_{w u} \in a u$ so $U_{y} \cap U_{w} \neq \emptyset$, a contradiction.

Definition 7.12. (a) $X=\bigcup_{y \in C} A_{y}$.
(b) We define $f: X \rightarrow C$ by stating that $f(a)=y$ if $a \in A_{y}$.
(c) For each $z \in C$ and $a \in X, V_{z}(a)=\left\{b \in A_{z}: a b \in A_{f(a) z}\right\}$.
(d) For each $a \in X, V(a)=\bigcup_{z \in C} V_{z}(a)$.

Notice that for each $a \in X, V(a) \subseteq X$ and $a V(a) \subseteq X$. Notice also that $f(e)=u$ so that for each $z \in C, V_{z}(e)=A_{z}$ and consequently $V(e)=X$.

Lemma 7.13. For each $a \in X$ and each $b \in V(a), f(a) f(b)=f(a b)$.
Proof. Let $a \in X$ and let $b \in V(a)$. Pick $z \in C$ such that $b \in V_{z}(a)$. Since $V_{z}(a) \subseteq A_{z}$, we have that $f(b)=z$. Then $a b \in A_{f(a) z}=A_{f(a) f(b)}$ so $f(a b)=$ $f(a) f(b)$.

Lemma 7.14. For each $a \in X, V(a) \in \tilde{\varphi}$.
Proof. We begin by showing that
(i) for each $y \in C$ and each $a \in G, a \in A_{y}$ if and only if $a u \in \overline{A_{y}}$ and
(ii) for all $y, z \in C$ and each $a \in A_{y}, a z \in \overline{A_{y z}}$.

To verify (i), suppose first that $a \in A_{y}$. If $a u \notin \overline{A_{y}}$, then $\left\{b \in G: a b \notin A_{y}\right\} \in u$. Now $a b \notin A_{y}$ implies that $a b z \notin \overline{U_{y z}}$ for some $z \in C$. Since $C$ is finite, we may suppose that there exists $z \in C$ such that $\left\{b \in G: a b z \notin \overline{U_{y z}}\right\} \in u$. This implies that $a u z=a z \notin \overline{U_{y z}}$, a contradiction.

Now suppose that $a u \in \overline{A_{y}}$. Then $\left\{b \in G: a b \in A_{y}\right\} \in u$ so for each $z \in C$, $\left\{b \in G: a b z \in \overline{U_{y z}}\right\} \in u$. Thus, for each $z \in C, a z=a u z \in \overline{U_{y z}}$ so that $a \in A_{y}$.

To verify (ii), suppose instead that $a^{-1} A_{y z} \notin z$ so that $G \backslash a^{-1} A_{y z} \in z$. Now

$$
G \backslash a^{-1} A_{y z}=\bigcup_{w \in C}\left\{b \in G: a b w \notin \overline{U_{y z w}}\right\}
$$

so pick $w \in C$ such that $\left\{b \in G: a b w \notin \overline{U_{y z} w}\right\} \in z$. Then $a z w \notin \overline{U_{y z w}}$ so $a \notin A_{y}$, a contradiction.

Now, having established (i) and (ii), let $a \in X$. We show that $V(a) \in \tilde{\varphi}$. So suppose instead that $V(a) \notin \varphi^{\sim}$ and pick $x \in C^{\sim} \backslash V(a)$. Let $y=f(a)$ and let $z=x u$. Since $x \in C^{\sim}, z \in C$, so $x \notin V_{z}(a)$ and hence

$$
G \backslash V_{z}(a)=\left\{b \in G: b \notin A_{z} \text { or } a b \notin A_{y z}\right\} \in x .
$$

By (i), $\left\{b \in G: b \notin A_{z}\right.$ or $\left.a b \notin A_{y z}\right\}=\left\{b \in G: b u \notin \overline{A_{z}}\right.$ or $\left.a b u \notin \overline{A_{y z}}\right\}$ so either $\left\{b \in G: b u \notin \overline{A_{z}}\right\} \in x$ or $\left\{b \in G: a b u \notin \overline{A_{y z}}\right\} \in x$. That is, $x u \notin \overline{A_{z}}$ or $a x u \notin \overline{A_{y z}}$. Since $x u=z$ this says $z \notin \overline{A_{z}}$, which is impossible, or $a z \notin \overline{A_{y z}}$ which contradicts (ii).

Corollary 7.15. $X$ is open in the left invariant topology defined on $G$ by taking $\tilde{\varphi}^{\sim}$ as the base of neighborhoods of $e$.

Proof. For every $a \in X$, we have $a V(a) \subseteq X$ by the definition of $V(a)$.

Lemma 7.16. For every nonempty $Y \subseteq X$ which is open in the topology defined by $\widetilde{\varphi}$, we have $f[Y]=C$.

Proof. If $U \in \tilde{\varphi^{2}}$, then, for every $y \in C, U \cap A_{y} \neq \emptyset$ because $U \in y$ and $A_{y} \in y$. So $f[U]=C$. If $a \in Y$, then $a U \subseteq Y$ for some $U \in \varphi^{\sim}$ satisfying $U \subseteq V(a)$. By Lemma $7.13 f[a U]=f(a) f[U]$ so $C=f(a) C=f(a) f[U]=f[a U] \subseteq$ $f[Y]$.

Theorem 7.16.1. Let $G$ be a countable discrete group with identity $e$. Assume that $C \subseteq G^{*}$ is a finite group satisfying $C \simeq \mathbb{Z}_{p}$ for some integer $p>1$. Then $\bigcap \tilde{\varphi}=$ $\{a \in G: a C \subseteq C\} \neq\{e\}$.

Proof. We assume that $\bigcap \tilde{\varphi}=\{e\}$ and derive a contradiction.
Let $\gamma$ be an isomorphism from $C$ onto $\mathbb{Z}_{p}$ and for each $i \in \mathbb{Z}_{p}$, let $y_{i}=\gamma^{-1}(i)$. Let $h=\gamma \circ f$. Then $h: X \rightarrow \mathbb{Z}_{p}$ and $h(a)=i$ if and only if $f(a)=y_{i}$.

We assume that $G$ has the topology produced in Lemma 7.7.1. Then by Lemmas 7.7.1, 7.13, 7.14, and 7.16 and Corollary 7.15 (and some other observations made after the definitions) the hypotheses of Lemma 7.4 are satisfied. So we presume we have chosen $x(t)$ and $X(t)$ for each $t \in F$ as guaranteed by Lemma 7.4.

Now $A_{y_{1}} \in y_{1}$ and if $a \in A_{y_{1}}$, then $f(a)=y_{1}$ so $h(a)=1$. If $a=x(t)$, then $h(a)=g_{p}(t)$ by condition (8) of Lemma 7.4 and so $A_{y_{1}} \subseteq\{x(t): t \in$ $F$ and $\left.g_{p}(t)=1\right\}$ and hence

$$
\{x(t): t \in F \text { and } c(t) \equiv 1(\bmod p)\}=\left\{x(t): t \in F \text { and } g_{p}(t)=1\right\} \in y_{1} .
$$

For $r \in\{0,1, \ldots, p-1\}$, let $B_{r}=\left\{x(t): t \in F\right.$ and $\left.c(t) \equiv r p+1\left(\bmod p^{2}\right)\right\}$. Now $A_{y_{1}} \subseteq \bigcup_{r=0}^{p-1} B_{r}$ and by condition (9) of Lemma 7.4 $B_{r} \cap B_{k}=\emptyset$ when $r \neq k$ so we may pick the unique $r \in\{0,1, \ldots, p-1\}$ such that $B_{r} \in y_{1}$.

Now for each $n \in \mathbb{N}, X\left(u_{n}\right)$ is open and $e=x\left(u_{n}\right) \in X\left(u_{n}\right)$ so $X\left(u_{n}\right)$ is a neighborhood of $e$ and hence $X\left(u_{n}\right) \in \tilde{\varphi}=\bigcap C^{\sim} \subseteq \bigcap C \subseteq y_{1}$. Given $t \in F$ and $n \in \mathbb{N}$ one has min supp $t>n$ if and only if $t \in u_{n} F \backslash\left\{u_{m}: m \in \mathbb{N}\right\}$. Also, for each $n \in \mathbb{N}, x\left[u_{n} F\right]=X\left(u_{n}\right)$ by condition (12) of Lemma 7.4 so $\{x(t): t \in F$ and $\min \operatorname{supp} t>n\}=X\left(u_{n}\right) \backslash\{e\} \in y_{1}$.

For each $n \in \mathbb{N}$, let

$$
\begin{aligned}
A_{n}=\left\{x\left(s_{1}+s_{2}+\cdots+s_{n}\right):\right. & \text { for each } i \in\{1,2, \ldots, n\}, s_{i} \in F, \\
& c\left(s_{i}\right) \equiv r p+1\left(\bmod p^{2}\right), \\
& \text { and if } \left.i<n, s_{i} \ll s_{i+1}\right\} .
\end{aligned}
$$

We show by induction on $n$ that $A_{n} \in y_{1}{ }^{n}$. Since $A_{1}=B_{r} \in y_{1}$, the assertion is true for $n=1$.

So let $n \in \mathbb{N}$ and assume that $A_{n} \in y_{1}{ }^{n}$. We claim that

$$
A_{n} \subseteq\left\{a \in G: a^{-1} A_{n+1} \in y_{1}\right\}
$$

so that $A_{n+1} \in y_{1}^{n} y_{1}=y_{1}{ }^{n+1}$. So let $a \in A_{n}$ and pick $s_{1} \ll s_{2} \ll \cdots \ll s_{n}$ in $F$ such that each $c\left(s_{i}\right) \equiv r p+1\left(\bmod p^{2}\right)$ and $a=x\left(s_{1}+s_{2}+\cdots+s_{n}\right)$. Let

$$
D=\left\{x(t): t \in F \text { and min supp } t>\max \operatorname{supp} s_{n}+1\right\}
$$

Then $B_{r} \cap D \in y_{1}$ so it suffices to show that $B_{r} \cap D \subseteq a^{-1} A_{n+1}$. To this end, let $t \in F$ such that min supp $t>\max \operatorname{supp} s_{n}+1$ and $c(t) \equiv r p+1\left(\bmod p^{2}\right)$. By condition (10) of Lemma 7.4,

$$
x\left(s_{1}+s_{2}+\cdots+s_{n}\right) x(t)=x\left(s_{1}+s_{2}+\cdots+s_{n}+t\right)
$$

so $x\left(s_{1}+s_{2}+\cdots+s_{n}\right) x(t) \in A_{n+1}$ as required.
Now $y_{1}{ }^{p+1}=y_{1}$ so $A_{p+1} \in y_{1}$ so pick some $a \in A_{p+1} \cap B_{r}$. Then

$$
a=x\left(s_{1}+s_{2}+\cdots+s_{p+1}\right)
$$

where each $c\left(s_{i}\right) \equiv r p+1\left(\bmod p^{2}\right)$ and $s_{1} \ll s_{2} \ll \cdots \ll s_{p+1}$. Then

$$
\begin{aligned}
c\left(s_{1}+s_{2}+\cdots+s_{p+1}\right) & \equiv(r p+1) \cdot(p+1)\left(\bmod p^{2}\right) \\
& \equiv(r+1) p+1\left(\bmod p^{2}\right)
\end{aligned}
$$

and hence $a \in B_{r+1}$ so $B_{r} \cap B_{r+1} \neq \emptyset$, a contradiction.
Theorem 7.17 (Zelenyuk's Theorem). If $G$ is a countable discrete group with no nontrivial finite subgroups, then $G^{*}$ contains no nontrivial finite groups.

Proof. This follows immediately from Theorem 7.16.1 and Lemma 7.8, since any nontrivial finite group contains a copy of $\mathbb{Z}_{p}$ for some $p>1$.

Corollary 7.18. $\mathbb{N}^{*}$ contains no nontrivial finite subgroups.
Proof. Since $\mathbb{Z}^{*}$ contains no nontrivial finite subgroups, neither does $\mathbb{N}^{*}$.
Lemma 7.18.1. Let $G$ be a countable commutative discrete group with identity e, let $C$ be a finite subgroup of $G^{*}$ with identity $u$, and let $H=\{a \in G: a C \subseteq C\}$. Then $H$ is a finite subgroup of $G$ and $H=\{a \in G: a u \in C\}$. Further, if $a \in G$, $x, y \in C$, and $a x=y$, then $a \in H$.

Proof. By Lemma 7.8, $H$ is a finite subgroup of $G$. To see that $H=\{a \in G: a u \in$ $C\}$, note that, if $a u=x \in C$, then, for any $y \in C$, $a y=a u y=x y \in C$. So $\{a \in G: a u \in C\} \subseteq H$, and the reverse inclusion is obvious. Finally, let $a \in G$, $x, y \in C$, and assume that $a x=y$. Then $a u=y x^{-1} \in C$.

Corollary 7.18.2. Let $G$ be a countable commutative discrete group with identity e. Let $C$ be a finite subgroup of $G^{*}$ with identity $u$. Then there is a finite subgroup $H$ of $G$ for which $C=H u$.

Proof. Put $H=\{a \in G: a C \subseteq C\}$. By Lemma 7.18.1, $H$ is a finite subgroup of $G$ and $H=\{a \in G: a u \in C\}$. If $|C|=1$, then by Lemma 6.28, $H=\{e\}$. Thus $C=H u$. So we may suppose that $|C|>1$. We make the inductive assumption that our claim holds for any countable commutative group $S$ and any finite subgroup of $S^{*}$ with order less than that of $C$.

Let $q \in C \backslash\{u\}$ and let $Q$ denote the subgroup of $C$ generated by $q$. By Theorem 7.16.1 applied to the group $Q$ in place of $C$, there exist $a \in G \backslash\{e\}$ and $x \in Q$, such that $a x \in Q$. Then $a u=a x x^{-1} \in Q$. By Lemma 6.28, $a u \neq e u=u$. Let $F=\{s \in G: s Q \subseteq Q\}$. By Lemma 7.18.1, $F$ is a finite subgroup of $G$ and $F=\{s \in G: s u \in Q\}$. Also $F \subseteq H$ and, since $a \in F, F$ is nontrivial. Let $\pi: G \rightarrow G / F$ denote the canonical homomorphism and let $\widetilde{\pi}: \beta G \rightarrow \beta(G / F)$ denote its continuous extension. By Corollary $4.22, \widetilde{\pi}$ is a homomorphism.

We claim that, for any $x, y \in \beta G, \widetilde{\pi}(x)=\widetilde{\pi}(y)$ implies that $x \in F y$. To see this, assume that $\widetilde{\pi}(x)=\widetilde{\pi}(y)$ and that $x \notin F y$. Then, for each $s \in F$, there exists $X_{s} \in x$ and $Y_{s} \in y$ such that $X_{s} \cap s Y_{s}=\emptyset$. If $X=\bigcap_{s \in F} X_{s}$ and $Y=\bigcap_{s \in F} Y_{s}$, then $X \in x, Y \in y$ and $X \cap F Y=\emptyset$. Thus $\pi[X] \cap \pi[Y]=\emptyset$. This is a contradiction, because $\tilde{\pi}(x) \in \overline{\pi[X]}$ and $\tilde{\pi}(y) \in \overline{\pi[Y]}$ by Lemma 3.30.

It follows that $\tilde{\pi}\left[G^{*}\right] \subseteq(G / F)^{*}$, because $\widetilde{\pi}(x) \neq \pi(y)$ if $x \in G^{*}$ and $y \in G$. We now observe that $\widetilde{\pi}(a u)=\pi(a) \widetilde{\pi}(u)=F \widetilde{\pi}(u)=\widetilde{\pi}(u)$ because $F$ is the identity of $G / F$, hence of $\beta(G / F)$. Since the order of $\widetilde{\pi}[C]$ is less than that of $C$, because $\tilde{\pi}(a u)=\tilde{\pi}(u)$, it follows from our inductive assumption that there is a finite subgroup $\mathcal{M}$ of $G / F$ such that $\widetilde{\pi}[C]=\mathcal{M} \widetilde{\pi}(u)$. Let $K=\pi^{-1}[\mathcal{M}]$. Then $K$ is a finite subgroup
of $G$ for which $\widetilde{\pi}[C]=\pi(K) \widetilde{\pi}(u)$. Since $\widetilde{\pi}[C]=\widetilde{\pi}[K u], C \subseteq F K u$. We claim that $F K \subseteq H$ for which it suffices that $K \subseteq H$, so let $b \in K$. Then $\widetilde{\pi}(b u)=\widetilde{\pi}(v)$ for some $v \in C$ and so $b u \in F C \subseteq H C \subseteq C$. Therefore $b \in H$ as required. We thus have $C \subseteq H u$ while $H u \subseteq C$ by definition.

Recall that a partial multiplication on a set $X$ is a function mapping some subset $Z$ of $X \times X$ to $X$ and that a set with a partial multiplication is a partial semigroup provided $(x y) z=x(y z)$ whenever $x, y, z \in X$ and either side of the equation is defined.

Definition 7.19. Let $X$ be a topological space with a distinguished element $e$ which is also a partial semigropup. We shall say that $X$ is a local left group if there is a left topological group $G$ in which $X$ can be topologically embedded so that the following conditions hold:
(i) $e$ is the identity of $G$,
(ii) the partial multiplication defined on $X$ is that induced by the multiplication of $G$,
(iii) for every $a \in X$, there is a neighborhood $V(a)$ of $e$ in $X$ for which $a V(a) \subseteq X$, and
(iv) for every $a \in X, a X \cap X$ is a neighborhood of $a$ in $X$.

We shall say that $X$ is a regular local left group if $X$ can be embedded in a Hausdorff zero-dimensional left topological group $G$ so that these four conditions hold.

Notice that if $G$ is a left topological group with identity $e$, then every open neighborhood of $e$ in $G$ is a local left group. Notice also that in any local left group, one may presume that $V(e)=X$.

Definition 7.20. Let $X$ and $Y$ be local left groups. We shall say that a mapping $k: X \rightarrow Y$ is a local homomorphism if, for each $a \in X$, there is a neighborhood $V(a)$ of $e$ in $X$ such that $b \in V(a)$ implies that $a b \in X, k(a) k(b) \in Y$ and $k(a b)=k(a) k(b)$. We shall say that $k$ is a local isomorphism if it is a bijective local homomorphism and $k^{-1}$ is a local homomorphism.

Lemma 7.21. Let $X$ and $Y$ be local left groups with distinguished elements e and $f$ respectively and let $k: X \rightarrow Y$ be a local homomorphism. Then $k(e)=f$. If $k$ is continuous at $e$, then $k$ is continuous on all of $X$.

Proof. Pick groups $G$ and $H$ containing $X$ and $Y$ respectively as guaranteed by the definition of local left group. For each $a \in X$ pick $V(a)$ as guaranteed by the definition of local homomorphism. Since $e \in X$ and $e \in V(e)$, one has $k(e)=k(e e)=$ $k(e) k(e)$ so $k(e)$ is an idempotent in $H$ and thus $k(e)=f$.

Now assume that $k$ is continuous at $e$ and let $a \in X$. Let $W$ be a neighborhood of $k(a)$ in $Y$ and pick open $U \subseteq H$ such that $k(a) \in U \cap Y \subseteq W$. Then $Y \cap k(a)^{-1} U$ is a neighborhood of $f$ in $Y$ so pick a neighborhood $T$ of $e$ in $X$ such that $k[T] \subseteq$ $Y \cap k(a)^{-1} U$ and pick open $R \subseteq G$ such that $e \in R \cap X \subseteq V(a) \cap T$. Then $a R \cap X$ is a neighborhood of $a$ in $X$ and, by the definition of local left group, $a X \cap X$ is a neighborhood of $a$ in $X$. We claim that $k[a R \cap a X \cap X] \subseteq W$. To see this let $c \in a R \cap a X \cap X$ and pick $b \in R \cap X$ such that $c=a b$. Then $b \in V(a) \cap T$ so $k(c)=k(a b)=k(a) k(b)$ and $k(b) \in k(a)^{-1} U$. Thus $k(c) \in U \cap Y \subseteq W$.

Theorem 7.22. Let $X$ and $Y$ be countable regular local left groups without isolated points. Then there is a local isomorphism $k: X \rightarrow Y$. If $Y$ is first countable, then $k$ can be chosen to be continuous. If $X$ and $Y$ are both first countable, then $k$ can be chosen to be a homeomorphism.

Proof. We shall apply Lemma 7.4 with $p=1$, so that the functions $h$ and $g_{p}$ are trivial.

Let $e$ and $f$ denote the distinguished elements of $X$ and $Y$ respectively. We can define $x(t) \in X$ and $X(t) \subseteq X$ for every $t \in F$, so that the conditions in the statement of Lemma 7.4 are satisfied. We can also define $y(t) \in Y$ and $Y(t) \subseteq Y$ so that these conditions are satisfied with $x$ replaced by $y$ and $X$ replaced by $Y$.

Define $k: X \rightarrow Y$ by $k(x(t))=y(t)$ for each $t \in F$. By condition (9) of Lemma 7.4, $x(t)=x(s)$ if and only if $y(t)=y(s)$ so $k$ is well defined and one-to-one. By conclusion (12) of Lemma 7.4, $k$ is defined on all of $X$ and $k[X]=Y$.

Now let $a \in X$, pick $t \in F$ such that $a=x(t)$, and let $n=l(t)+1$. Pick (since $X$ is a local left group) a neighborhood $V_{1}(a)$ such that $a b \in X$ for all $b \in V_{1}(a)$ and let $V(a)=V_{1}(a) \cap X\left(u_{n}\right)$. By conditions (1) and (2) of Lemma 7.4 and the fact that $x\left(u_{n}\right)=e, V(a)$ is a neighborhood of $e$ in $X$. Let $b \in V(a)$. Since $b \in V_{1}(a), a b \in X$. By condition (12) of Lemma 7.4 pick $v \in u_{n} F$ such that $b=x(v)$. Then by condition (10) of Lemma 7.4, $x(t+v)=x(t) x(v)=a b$ and $y(t+v)=y(t) y(v)=k(a) k(b)$ and consequently $k(a b)=k(a) k(b)$ as required.

Thus $k$ is a bijective local homomorphism. Since $k^{-1}: Y \rightarrow X$ is characterized by $k(y(t))=x(t)$ for each $t \in F$, an identical argument establishes that $k^{-1}$ is a local homomorphism.

Now assume that $Y$ is first countable, and let $\left\{W_{n}: n \in \mathbb{N}\right\}$ be a neighborhood base at $f$. Then we may assume that for each $n \in \mathbb{N}, Y\left(u_{n+1}\right) \subseteq W_{n}$ by condition (13) of Lemma 7.4. Given any $n \in \mathbb{N}$, by condition (12) of Lemma 7.4, $Y\left(u_{n+1}\right)=y\left[u_{n+1} F\right]=k\left[x\left[u_{n+1} F\right]\right]=k\left[X\left(u_{n+1}\right)\right]$ so $X\left(u_{n+1}\right)$ is a neighborhood of $e$ contained in $k^{-1}\left[W_{n}\right]$. Thus $k$ is continuous at $e$ so, by Lemma 7.21, $k$ is continuous on $X$.

Similarly, if $X$ is first countable, we deduce that $k^{-1}$ is continuous.

Exercise 7.1.1. Let $G$ be a countable group with no nontrivial finite groups. Show that $G^{*}$ contains no nontrivial compact groups. (Hint: An infinite compact subset of $\beta G$ cannot be homogeneous by Theorem 6.38.)

Exercise 7.1.2. Let $G$ be an infinite commutative group which does contain a nontrivial finite subgroup. Show that $G^{*}$ also contains a nontrivial finite subgroup.

Exercise 7.1.3. Let $p \in \mathbb{N}^{*}$. Let $p_{1}=p$ and for $n \in \mathbb{N}$, let $p_{n+1}=p_{n}+p$. (We cannot use $n p$ for the sum of $p$ with itself $n$ times because $n p$ is the product of $n$ with $p$ in $(\beta \mathbb{N}, \cdot)$. As we shall see in Corollary 17.22, $n p$ is never equal to the sum of $p$ with itself $n$ times, if $n>1$ and $p \in \mathbb{N}^{*}$.) Show that, if $p_{n}=p$ for some $n>1$ in $\mathbb{N}, p$ must be idempotent.

### 7.2 Semigroups Isomorphic to $\mathbb{H}$

We remind the reader that $\mathbb{H}$ denotes $\bigcap_{n=1}^{\infty} c \ell_{\beta \mathbb{N}}\left(2^{n} \mathbb{N}\right)$. Recall from Chapter 6 that a good deal is known of the structure of $\mathbb{H}$. (More information will be found in Section 7.3.)

We show in this section that copies of $\mathbb{H}$ arise in many contexts. In particular, $G^{*}$ contains copies of $\mathbb{H}$ whenever $G$ is a countable Abelian group (Corollary 7.30) or a countable free group (Corollary 7.31).

Definition 7.23. Let $X$ be a subset of a semigroup. A function $\psi: \omega \rightarrow X$ will be called an $\mathbb{H}$-map if it is bijective and if $\psi(m+n)=\psi(m) \psi(n)$ whenever $m, n \in \mathbb{N}$ satisfy $\max \operatorname{supp}(m)+1<\min \operatorname{supp}(n)$.
(We remind the reader that, if $n \in \omega, \operatorname{supp}(n) \in \mathscr{P}_{f}(\omega)$ is defined by the equation $n=\sum\left\{2^{i}: i \in \operatorname{supp}(n)\right\}$.)

In the following theorem, and again in Theorem 7.28, we shall be dealing with two topologies at the same time. The spaces $\beta G$ and $\beta X$ are constructed by taking $G$ and $X$ to be discrete, while the "neighborhoods" refer to the left invariant topology on $G$ and the topology it induces on $X$.

Theorem 7.24. Let $G$ be a group with a left invariant zero-dimensional Hausdorff topology, and let $X$ be a countable subspace of $G$ which contains the identity e of $G$ and has no isolated points. Suppose also that, for each $a \in X, a X \cap X$ is $a$ neighborhood of $a$ in $X$ and that, for each $a \in X$, there is a neighborhood $V(a)$ of $e$ in $X$, with $V(e)=X$, for which $a V(a) \subseteq X$.

Then there is a countable set $\left\{V_{n}: n \in \mathbb{N}\right\}$ of neighborhoods of e in $X$ for which $Y=\bigcap_{n=1}^{\infty} c \ell_{\beta X} V_{n} \backslash\{e\}$ is a subsemigroup of $\beta G$. Furthermore, there is an $\mathbb{H}$-map $\psi: \omega \rightarrow X$ such that $\widetilde{\psi}$ defines an isomorphism from $\mathbb{H}$ onto $Y$.

In the case in which the filter of neighborhoods of e in $X$ has a countable base, $Y$ can be taken to be $\bigcap\left\{c \ell_{\beta X} W: W\right.$ is a neighborhood of e in $\left.X\right\} \backslash\{e\}$.

Proof. We apply Lemma 7.4 with $p=1$ so that $\left|\mathbb{Z}_{p}\right|=1$. We define $h: X \rightarrow \mathbb{Z}_{1}$ to be the constant map. We then observe that the hypotheses of Lemma 7.4 are satisfied, and hence $x(t)$ and $X(t)$ can be defined for every $t \in F$ so that the conditions stated in this lemma will hold.

We put $V_{n}=X\left(u_{n}\right)$ and $Y=\bigcap_{n=1}^{\infty} c \ell_{\beta X} X\left(u_{n}\right) \backslash\{e\}$. We show that $Y$ is a semigroup by applying Theorem 4.20 with $\mathcal{A}=\left\{X\left(u_{n}\right) \backslash\{e\}: n \in \mathbb{N}\right\}$. Now for each $n \in \mathbb{N}, X\left(u_{n}\right) \backslash\{e\}=x\left[u_{n} F\right] \backslash\{e\}=\{x(t): t \in F$ and $\min \operatorname{supp}(t)>n\}$ by condition (12) of Lemma 7.4. Given any $m \in \mathbb{N}$ and any $v \in u_{m} F \backslash\{e\}$, let $n=\max \operatorname{supp}(v)+2$. Then if $w \in u_{n} F \backslash\{e\}$ we have $v+w \in u_{m} F \backslash\{e\}$ and $x(v+w)=x(v) x(w)$ by condition (10) of Lemma 7.4 so $x(v)\left(x\left[u_{n} F\right] \backslash\{e\}\right) \subseteq$ $x\left[u_{m} F\right] \backslash\{e\}$ as required by Theorem 4.20.

We define $\theta: F \rightarrow \omega$ by stating that $\theta(t)=\sum\left\{2^{i}: i \in \operatorname{supp} t\right\}$. By condition (9) of Lemma 7.4, for every $t_{1}, t_{2} \in F$, we have $\theta\left(t_{1}\right)=\theta\left(t_{2}\right)$ if and only if $x\left(t_{1}\right)=$ $x\left(t_{2}\right)$. Thus we can define a bijective mapping $\psi: \omega \rightarrow X$ for which $\psi \circ \theta=x$. The mapping $\widetilde{\psi}: \beta \omega \rightarrow \beta X$ is then also bijective (by Exercise 3.4.1). By condition (10) of Lemma 7.4, $\psi(m+n)=\psi(m) \psi(n)$ whenever $m, n \in \omega$ satisfy max $\operatorname{supp}(m)+$ $1<\min \operatorname{supp}(n)$, for we then have $m=\theta(s)$ and $n=\theta(t)$ for some $s, t \in F$ with $s \ll t$. So $\psi$ is an $\mathbb{H}$-map. By Lemma $6.3 \widetilde{\psi}(p+q)=\widetilde{\psi}(p) \widetilde{\psi}(q)$ for every $p, q \in \underset{\sim}{\mathbb{H}}$.

Thus $\widetilde{\psi}_{|\mathbb{H}|}$ is a homomorphism. Furthermore,

$$
\widetilde{\psi}[\mathbb{H}]=\bigcap_{n=1}^{\infty} c \ell_{\beta X} \psi\left[2^{n} \mathbb{N}\right]=\bigcap_{n=1}^{\infty} c \ell_{\beta X} x\left[u_{n} F\right] \backslash\{e\}=Y .
$$

This establishes that $\widetilde{\psi}$ defines a continuous isomorphism from $\mathbb{H}$ onto $Y$.
Finally, if there is a countable base $\left\{W_{n}: n \in \mathbb{N}\right\}$ for the neighborhoods of $e$ in $X$, the sets $X\left(u_{n}\right)$ can be chosen so that $X\left(u_{n+1}\right) \subseteq W_{n}$ for every $n \in \mathbb{N}$ (by condition (13) of Lemma 7.4). So $Y=\bigcap\left\{c \ell_{\beta X} W: W\right.$ is a neighborhood of $e$ in $\left.X\right\} \backslash\{e\}$.

Lemma 7.25. Let $\mathcal{T}$ be a left invariant zero-dimensional Hausdorff topology on $(\mathbb{Z},+)$ with a countable base and assume that $\omega$ has no isolated points in this topology. Then the hypotheses of Theorem 7.24 hold for $G=\mathbb{Z}$ and $X=\omega$.

Proof. Given any $a \in X, a+X$ is a cofinite subset of the Hausdorff space $X$ and hence is open in $X$. For each $a \in X$ let $V(a)=X$.

Theorem 7.24 has several applications to subsemigroups of $\beta \mathbb{N}$. The following is one example and others are given in the exercises.

Corollary 7.26. The set $\bigcap_{n=1}^{\infty} c \ell_{\beta \mathbb{N}}(n \mathbb{N})$ is algebraically and topologically isomorphic to $\mathbb{H}$.

Proof. Let $\mathcal{B}=\{a+n \mathbb{Z}: a \in \mathbb{Z}$ and $n \in \mathbb{N}\}$. Given $a, b, c \in \mathbb{Z}$ and $n, m \in \mathbb{N}$, if $c \in(a+n \mathbb{Z}) \cap(b+m \mathbb{Z})$, then $c \in c+n m \mathbb{Z} \subseteq(a+n \mathbb{Z}) \cap(b+m \mathbb{Z})$ so $\mathscr{B}$ is a
basis for a left invariant topology $\mathcal{T}$ on $\mathbb{Z}$. To see that $\mathcal{T}$ is zero-dimensional, notice that if $c \in \mathbb{Z} \backslash(a+n \mathbb{Z})$, then $c+n \mathbb{Z}$ is a neighborhood of $c$ missing $(a+n \mathbb{Z})$. To see that $\mathcal{T}$ is Hausdorff, let $a$ and $b$ be distinct members of $\mathbb{Z}$ and pick $n \in \mathbb{N}$ with $n>|a-b|$. Then $(a+n \mathbb{Z}) \cap(b+n \mathbb{Z})=\emptyset$.

Thus by Lemma 7.25, Theorem 7.24 applies. So

$$
\bigcap\left\{c \ell_{\beta \omega}(W \backslash\{0\}): W \text { is a neighborhood of } 0 \text { in } \omega\right\}=\bigcap_{n \in \mathbb{N}}\left(c \ell_{\beta \mathbb{N}} n \mathbb{N}\right)
$$

is algebraically and topologically isomorphic to $\mathbb{H}$.

Lemma 7.27. Let $G$ be a countably infinite subgroup of a compact metric topological group $C$. Then with the relative topology, $G$ is a Hausdorff zero-dimensional first countable topological group without isolated points.

Proof. Let $d$ be the metric of $C$. That $G$ is a Hausdorff first countable topological group is immediate. To see that $G$ is zero-dimensional, let $x \in G$ and let $U$ be a neighborhood of $x$ in $G$. Since $G$ is countable, for only countably many $r \in \mathbb{R}$ is $\{y \in C: d(x, y)=r\} \cap G \neq \emptyset$. Pick $r \in \mathbb{R}$ such that $\{y \in C: d(x, y)=$ $r\} \cap G=\emptyset$ and $\{y \in G: d(x, y)<r\} \subseteq U$. Then $\{y \in G: d(x, y)<r\}$ is a clopen neighborhood of $x$ in $G$ which is contained in $U$.

To see that $G$ has no isolated points, it suffices to show that the identity $e$ of $G$ is not isolated. Let $U$ be an open neighborhood of $e$ in $C$. Then $\{x U: x \in G\}$ is an open cover of $c \ell G$. (Given $y \in c \ell G, y U^{-1} \cap G \neq \emptyset$. If $x \in y U^{-1} \cap G$, then $y \in x U$.) Pick finite $F \subseteq G$ such that $G \subseteq \bigcup_{x \in F} x U$. Pick $x \in F$ such that $x U \cap G$ is infinite. Then $U \cap G=U \cap x^{-1} G$ is infinite.

In the following theorem, the condition that $C$ be metrizable is not really necessary, because any countable topological group which can be mapped injectively into a compact topological group can also be mapped injectively into a compact metrizable topological group. However, the proof of this fact would take us rather far from our subject; and it is not needed in any of our applications.

Theorem 7.28. Let $G$ be a countably infinite discrete group which can be mapped into a compact metrizable topological group $C$ by an injective homomorphism h. Let $V=G^{*} \cap \widetilde{h}^{-1}[\{1\}]$, where 1 denotes the identity of $C$ and $\widetilde{h}: \beta G \rightarrow C$ denotes the continuous extension of $h$. Then $V$ is a compact $G_{\delta}$ subsemigroup of $G^{*}$ which contains all the idempotents of $G^{*}$. Furthermore, there is an $\mathbb{H}$-map $\psi: \omega \rightarrow G$ such that $\widetilde{\psi}: \beta \omega \rightarrow \beta G$ defines an isomorphism from $\mathbb{H}$ onto $V$. In addition, for every pair of distinct elements $a, b \in G, a V \cap V b=\emptyset$.

Proof. Let $e$ denote the identity of $G$. By Lemma 7.27, with the relative topology, $h[G]$ is a Hausdorff zero-dimensional first countable left topological group without
isolated points. Thus, giving $G$ the topology $\left\{h^{-1}[U]: U\right.$ is open in $\left.C\right\}, h$ becomes a topological embedding and $G$ enjoys all of these same properties.

For each $a \in G$, let $V(a)=G$. Then $G$ satisfies the hypotheses of Theorem 7.24 with $X=G$. Let $V=\bigcap\left\{c \ell_{\beta G} W: W\right.$ is a neighborhood of $e$ in $\left.G\right\} \backslash\{e\}$. (Notice that one is again considering two topologies on $G$. The space $\beta G$ is constructed taking $G$ to be discrete, while the "neighborhoods" of $e$ are with respect to the topology just introduced.) By Theorem 7.24, $V$ is a semigroup algebraically and topologically isomorphic to $\mathbb{H}$. Further, since $G$ is first countable, $V$ is a $G_{\delta}$ in $\beta G$.

To see that $V=G^{*} \cap \widetilde{h}^{-1}[\{1\}]$, note that, if $p \in G^{*}$, then $p \in V$ if and only $\stackrel{\text { if }}{\sim} h^{-1}[U] \in p$ for every neighborhood $U$ of 1 in $C$, and $h^{-1}[U] \in p$ if and only if $\widetilde{h}(p) \in \bar{U}$. Then, since $\widetilde{h}$ is a homomorphism by Corollary $4.22, V$ contains all of the idempotents of $G^{*}$.

Now let $a, b \in G$ and assume that $a V \cap V b \neq \emptyset$. Pick $x$ and $y$ in $V$ such that $a x=y b$. Since $\widetilde{h}: \beta G \rightarrow C$ is a homomorphism and $\widetilde{h}(x)=\widetilde{h}(y)=1$, we have $h(a)=h(b)$. So $a=b$, because $h$ is injective.

Lemma 7.29. Let $G$ be an Abelian group with identity $e$. For every $a \neq e$ in $G$, there is a homomorphism $h$ from $G$ to the circle group $\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$ for which $h(a) \neq 1$.

Proof. Let $C=\left\{a^{n}: n \in \mathbb{Z}\right\}$ be the cyclic group generated by $a$. We define $f$ on $C$ by stating that $f\left(a^{n}\right)=\exp (i n)$ if $C$ is infinite, and $f\left(a^{n}\right)=\exp \left(\frac{2 n \pi i}{k}\right)$ if $C$ has order $k$. We shall show that $f$ can be extended to $G$. Let $\mathcal{A}=\{(h, H): H$ is a subgroup of $G, C \subseteq H, h$ is a homomorphism from $H$ to $\mathbb{T}$ and $f \subseteq h\}$. Ordering $\mathcal{A}$ by inclusion on both coordinates, we obtain a maximal member $(h, H)$ of $\mathcal{A}$ by Zorn's Lemma.

We claim that $H=G$. Suppose instead that $H \neq G$ and pick $x \in G \backslash H$. Let $H^{\prime}=\left\{x^{n} y: n \in \mathbb{Z}\right.$ and $\left.y \in H\right\}$. Then $H^{\prime}$ is a subgroup of $G$ properly containing $H$. We show that $h$ can be extended to a homomorphism $h^{\prime}$ from $H^{\prime}$ to $G$, contradicting the maximality of $(h, H)$.

Assume first that there is no $n \in \mathbb{Z} \backslash\{0\}$ such that $x^{n} \in H$. Since members of $H^{\prime}$ have a unique expression of the form $x^{n} y$ with $n \in \mathbb{Z}$ and $y \in H$, one may define a homomorphism $h^{\prime}$ on $H^{\prime}$ by $h^{\prime}\left(x^{n} y\right)=h(y)$.

Otherwise, we choose $m$ to be the first positive integer for which $x^{m} \in H$ and choose $\theta \in \mathbb{R}$ satisfying $\exp (i \theta)=h\left(x^{m}\right)$. We observe that, for any $n \in \mathbb{Z}$, we have $x^{n} \in H$ if and only if $n$ is a multiple of $m$. We can now extend $h$ to $H^{\prime}$ by stating that $h^{\prime}\left(x^{n} y\right)=\exp \left(\frac{n i \theta}{m}\right) h(y)$. To see that this is well defined, suppose that $x^{n} y=x^{k} z$ where $n, k \in \mathbb{Z}$ and $y, z \in H$. Then $k-n=q m$ for some $q \in \mathbb{Z}$ and so $y=\left(x^{m}\right)^{q} z$. Thus $h(y)=\left(h\left(x^{m}\right)\right)^{q} h(z)=\exp (q i \theta) h(z)=\exp \left(\frac{(k-n) i \theta}{m}\right) h(z)$. Thus $\exp \left(\frac{n i \theta}{m}\right) h(y)=\exp \left(\frac{k i \theta}{m}\right) h(z)$.

Corollary 7.30. Let $G$ be a commutative countable discrete group. Then there is a compact $G_{\delta}$ subsemigroup $V$ of $G^{*}$ which contains all the idempotents of $G^{*}$. Furthermore, there is an $\mathbb{H}$-map $\psi: \omega \rightarrow G$ such that $\widetilde{\psi}: \beta \omega \rightarrow \beta G$ defines an isomorphism from $\mathbb{H}$ onto $V$. In addition, $V$ has the property that a $V \cap V=\emptyset$ for every $a \in G$ other than the identity.

Proof. Let $e$ denote the identity of $G$. By Lemma 7.29, for every $a \neq e$ in $G$, there is a homomorphism $h_{a}: G \rightarrow \mathbb{T}$ for which $h_{a}(a) \neq 1$. We put $C=G_{\mathbb{T}}$, and observe that $C$ is a compact topological group and, being the countable product of metric spaces, is metrizable. We define $h: G \rightarrow C$ by $(h(x))_{a}=h_{a}(x)$. Then the hypotheses of Theorem 7.28 are satisfied and so the conclusion follows.

Corollary 7.31. Let $G$ denote the free group on a countable set of generators. There is a compact $G_{\delta}$ subsemigroup $V$ of $G^{*}$ which contains all the idempotents of $G^{*}$. Furthermore, there is an $\mathbb{H}$-map $\psi: \omega \rightarrow G$ such that $\widetilde{\psi}: \beta \omega \rightarrow \beta G$ defines an isomorphism from $\mathbb{H}$ onto $V$. In addition, $a V \cap V b=\emptyset$ for every pair of distinct elements $a, b \in G$.

Proof. We shall use $\emptyset$ to denote the identity of $G$. By Theorem 1.23, for every $a \in$ $G \backslash\{\emptyset\}$ there is a finite group $F_{a}$ and a homomorphism $h_{a}: G \rightarrow F_{a}$ for which $h_{a}(a) \neq \emptyset$. We put $C=\times_{a \in G} F_{a}$, where each $F_{a}$ has the discrete topology. Then $C$ is a compact topological group and, being the countable product of metric spaces, is metrizable. We define $h: G \rightarrow C$ by $(h(x))_{a}=h_{a}(x)$. Then the hypotheses of Theorem 7.28 are satisfied and so the conclusion follows.

Theorem 7.32. Let $G$ be an infinite countable discrete group which can be mapped by an injective homomorphism into a compact metrizable topological group. Then the minimal left ideals of $\beta G$ are homeomorphic to those of $\beta \omega$. Furthermore, if $L$ is any minimal left ideal of $\beta \omega$, there is a homeomorphism from $L$ onto a minimal left ideal $M$ of $\beta G$ which maps $L \cap \mathbb{H}$ isomorphically onto a subsemigroup of $M$ containing all the idempotents of $M$.

Proof. By Theorem 7.28, there exist a compact subsemigroup $V$ of $G^{*}$ which contains all the idempotents of $G^{*}$ and an $\mathbb{H}$-map $\psi: \omega \rightarrow G$ for which $\widetilde{\psi}: \beta \omega \rightarrow \beta G$ defines a continuous isomorphism from $\mathbb{H}$ onto $V$.

By Theorem 2.11, all the minimal left ideals of $\beta \omega$ are homeomorphic to each other, and so are all those of $\beta G$. Thus it suffices to establish the final statement of the theorem.

Let $L$ be a minimal left ideal of $\beta \omega$ and pick an idempotent $p \in L$. By Theorem 1.38, $p$ is a minimal idempotent in $\beta \omega$. Since all idempotents of $\beta \omega$ are in $\mathbb{H}$ by Lemma 6.8, all idempotents of $\beta G$ are in $V$, and $\widetilde{\psi}_{\mid \mathcal{H}}$ is an isomorphism onto $V$, $\widetilde{\psi}(p)$ is a minimal idempotent in $\beta G$. Thus $M=(\beta G) \widetilde{\psi}(p)$ is a minimal left ideal of $\beta G$.

We claim that for each $m \in \omega, \widetilde{\psi}(m+p)=\psi(m) \widetilde{\psi}(p)$. Indeed, $\widetilde{\psi} \circ \lambda_{m}$ and $\lambda_{\psi(m)} \circ \widetilde{\psi}$ are continuous functions agreeing on $\{n \in \mathbb{N}: \min \operatorname{supp}(n)>$ $\max \operatorname{supp}(m)+1\}$, which is a member of $p$. So $\widetilde{\psi}[\omega+p]=G \widetilde{\psi}(p)$. Thus

$$
\widetilde{\psi}[L]=\widetilde{\psi}[\beta \omega+p]=c \ell_{\beta G} \widetilde{\psi}[\omega+p]=c \ell_{\beta G}(G \widetilde{\psi}(p))=(\beta G) \widetilde{\psi}(p)=M
$$

Since $\widetilde{\psi}$ is a bijection (by Exercise 3.4.1), $L$ is homeomorphic to $M$. Since $\widetilde{\psi}_{\mid \mathbb{H}}$ is an isomorphism and $V$ contains all of the idempotents of $\beta G$, one has $\widetilde{\psi}[L \cap \mathbb{H}]$ is a subsemigroup of $M$ containing all of the idempotents of $M$.

Exercise 7.2.1. Show that $\bigcap_{n \in \mathbb{Z}} c \ell_{\beta \mathbb{Z}}\left(2^{n} \mathbb{Z}\right)$ is algebraically and topologically isomorphic to $\mathbb{H}$.

Exercise 7.2.2. Show that $\bigcap_{n \in \mathbb{N}} c \ell_{\beta \mathbb{N}}\left(3^{n} \mathbb{N}\right)$ is algebraically and topologically isomorphic to $\mathbb{H}$.

Exercise 7.2.3. Show that $\bigcap_{n \in \mathbb{N}} c \ell_{\beta \mathbb{Z}}\left(3^{n} \mathbb{Z}\right)$ is algebraically and topologically isomorphic to $\mathbb{H}$.

Exercise 7.2.4. Show that $\mathbb{N}^{*}$ is not algebraically and topologically isomorphic to $\mathbb{H}$. (Hint: Consider Exercises 6.1.1 and 6.1.2.)

Exercise 7.2.5. Suppose that $G=\bigoplus_{i \in \mathbb{N}} G_{i}$, where each $G_{i}$ is a nontrivial countable discrete group. (The direct sum of the groups $G_{i}$, is the subgroup of $\times_{i \in \mathbb{N}} G_{i}$ containing the elements equal to the identity on all but finitely many coordinates.) Let $e_{i}$ denote the identity of $G_{i}$ and let $\pi_{i}: G \rightarrow G_{i}$ denote the natural projection map. If $U_{i}=\left\{a \in G: \pi_{j}(a)=e_{j}\right.$ for all $\left.j \leq i\right\}$, show that $\bigcap_{i \in \mathbb{N}} c \ell_{\beta G} U_{i} \backslash\{e\}$ is algebraically and topologically isomorphic to $\mathbb{H}$.

### 7.3 Free Semigroups and Free Groups in $\beta S$

We shall show that there is a high degree of algebraic freedom in $\beta S$. If $S$ is any cancellative discrete semigroup with cardinality $\kappa$, then $S^{*}$ contains algebraic copies of the free group on $2^{2^{\kappa}}$ generators.

Recall that a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in a semigroup $S$ has distinct finite products provided that, whenever $F, G \in \mathcal{P}_{f}(\mathbb{N})$ and $\prod_{n \in F} x_{n}=\prod_{n \in G} x_{n}$, one has $F=G$.

Theorem 7.33. Let $S$ be a discrete semigroup and let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$ which has distinct finite products. If $A=\left\{x_{n}: n \in \mathbb{N}\right\}$, then $\left|A^{*}\right|=2^{\mathfrak{c}}$ and the elements of $A^{*}$ generate a free subsemigroup in $S^{*}$.

Proof. By Corollary $3.57\left|A^{*}\right|=2^{\text {c }}$.
We define a mapping $c: \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \rightarrow \mathbb{N}$ and mappings $f_{i}: \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \rightarrow A$ for each $i \in \mathbb{N}$ as follows. Given $y \in \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$, there is a unique $F \in \mathscr{P}_{f}(\mathbb{N})$ such that $y=\prod_{m \in F} x_{m}$. Let $c(y)=|F|$ and write $F=\left\{m_{1}, m_{2}, \ldots, m_{c(y)}\right\}$, where $m_{1}<m_{2}<\cdots<m_{c(y)}$. If $i \in\{1,2, \ldots, c(y)\}$, let $f_{i}(y)=x_{m_{i}}$ and otherwise let $f_{i}(y)=x_{1}$.

Now let $k \in \mathbb{N}$ and let $p_{1}, p_{2}, \ldots, p_{k} \in A^{*}$. If $i \in\{1,2, \ldots, k\}$, then

$$
\begin{aligned}
\widetilde{f_{i}}\left(p_{1} p_{2} \ldots p_{k}\right) & =\widetilde{f}_{i}\left(\lim _{x_{n_{1}} \rightarrow p_{1} x_{n_{2}} \rightarrow p_{2}} \cdots \lim _{x_{n_{k}} \rightarrow p_{k}} x_{n_{1}} x_{n_{2}} \cdots x_{n_{k}}\right) \\
& =\lim _{x_{n_{1}} \rightarrow p_{1}} \lim _{x_{n_{2}} \rightarrow p_{2}} \cdots \lim _{x_{n_{k}} \rightarrow p_{k}} f_{i}\left(x_{n_{1}} x_{n_{2}} \cdots x_{n_{k}}\right) \\
& =\lim _{x_{n_{1}} \rightarrow p_{1}} \lim _{x_{n_{2}} \rightarrow p_{2}} \ldots \lim _{x_{n_{k}} \rightarrow p_{k}} x_{n_{i}} \\
& =p_{i}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\widetilde{c}\left(p_{1} p_{2} \ldots p_{k}\right) & =\widetilde{c}\left(\lim _{x_{n_{1}} \rightarrow p_{1}} \lim _{n_{2} \rightarrow p_{2}} \cdots \lim _{x_{n_{k}} \rightarrow p_{k}} x_{n_{1}} x_{n_{2}} \cdots x_{n_{k}}\right) \\
& =k
\end{aligned}
$$

Now assume that $k, m \in \mathbb{N}, p_{1}, p_{2}, \ldots, p_{k}, q_{1}, q_{2}, \ldots, q_{m} \in A^{*}$, and $p_{1} p_{2} \cdots p_{k}=$ $q_{1} q_{2} \cdots q_{m}$. Then $\underset{\sim}{k}=\widetilde{c}\left(p_{1} p_{2} \cdots p_{k}\right)=\widetilde{c}\left(q_{1} q_{2} \cdots q_{m}\right)=m$ and given $i \in$ $\{1,2, \ldots, k\}, p_{i}=\widetilde{f}_{i}\left(p_{1} p_{2} \cdots p_{k}\right)=\widetilde{f}_{i}\left(q_{1} q_{2} \cdots q_{m}\right)=q_{i}$.

Thus $A^{*}$ generates a free subsemigroup of $\beta S$.
As a consequence of Theorem 7.33 (with $S=\mathbb{N}$ ) we have the following example.
Example 7.34. If $A=\left\{2^{n}: n \in \mathbb{N}\right\}$, the elements of $A^{*}$ generate a free subsemigroup of $(\beta \mathbb{N},+)$.

Theorem 7.35. Let $\kappa$ be an infinite cardinal and let $\left\langle a_{\lambda}\right\rangle_{\lambda<\kappa}$ be a $\kappa$-sequence in a discrete semigroup $S$ which has distinct finite products. Let

$$
T=\bigcap_{\lambda<\kappa} c \ell\left(\operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\lambda<\mu<\kappa}\right)\right)
$$

Then $T$ is a compact subsemigroup of $\beta S$ and every maximal group in the smallest ideal of $T$ contains an algebraic copy of the free group on $2^{2^{\kappa}}$ generators.

Proof. To see that $T$ is a subsemigroup of $\beta S$, we apply Theorem 4.20. So let $\lambda<\kappa$ and let $x \in \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\lambda<\mu<\kappa}\right)$ be given. Pick a finite subset $L$ of $\{\mu: \lambda<\mu<\kappa\}$ such that $x=\prod_{\mu \in L} a_{\mu}$. Let $\gamma=\max L$. Then $x \cdot \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\gamma<\mu<\kappa}\right) \subseteq \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\lambda<\mu<\kappa}\right)$.

Let $p$ be a minimal idempotent in $T$. We recall that this implies that $p T p$ is a group, by Theorem 1.59.

Let $A=\left\{a_{\mu}: \mu<\kappa\right\}$ and note that $U_{\kappa}(A) \subseteq T$. (To see this, let $q \in U_{\kappa}(A)$ and let $\lambda<\kappa$ be given. Then $\left\{a_{\mu}: \lambda<\mu<\kappa\right\} \in q$ and $\left\{a_{\mu}: \lambda<\mu<\right.$ $\kappa\} \subseteq \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\lambda<\mu<\kappa}\right)$ so $q \in c \ell\left(\operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\lambda<\mu<\kappa}\right)\right)$.) Let $G$ denote the subgroup of $T$ generated by $p \cdot U_{\kappa}(A) \cdot p$. We shall show that $G$ is isomorphic to the free group with $2^{2^{\kappa}}$ generators.

We choose any set in one-one correspondence with $U_{\kappa}(A)$, denoting by $\sigma_{q}$ the element in this set corresponding to the element $q$ in $U_{\kappa}(A)$. (Of course we can choose $U_{\kappa}(A)$ itself, but it may be helpful to think of the set as distinct from $U_{\kappa}(A)$.) Let $F$ be the free group generated by $\left\{\sigma_{q}: q \in U_{\kappa}(A)\right\}$. By the universal property of free groups (Lemma 1.22), there is a homomorphism $g: F \rightarrow G$ for which $g\left(\sigma_{q}\right)=p q p$. We shall show that $g$ is an isomorphism. It will be sufficient to prove that $g$ is one-to-one on every subgroup of $F$ which is generated by finitely many elements of $\left\{\sigma_{q}: q \in U_{\kappa}(A)\right\}$, because any two elements of $F$ belong to such a subgroup of $F$.

Let $q_{1}, q_{2}, \ldots, q_{n}$ be distinct elements of $U_{\kappa}(A)$ and let $D$ be the subgroup of $F$ generated by $\left\{\sigma_{q_{1}}, \sigma_{q_{2}}, \ldots, \sigma_{q_{n}}\right\}$. For each $i \in\{1,2, \ldots, n\}$ choose $B_{i} \in q_{i}$ such that $B_{i} \cap B_{j}=\emptyset$ if $i \neq j$. We may assume $\bigcup_{i=1}^{n} B_{i}=A$ because we can replace $B_{1}$ by $A \backslash \bigcup_{i=2}^{n} B_{i}$.

We define a mapping $h: \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\mu<\kappa}\right) \rightarrow F$ as follows. First, we define $h$ on $A$. If $a_{\mu} \in B_{i}$, then $h\left(a_{\mu}\right)=\sigma_{q_{i}}$. Now given $r \in \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\mu<\kappa}\right)$ there is a unique $L \in \mathcal{P}_{f}(\kappa)$ such that $r=\prod_{\mu \in L} a_{\mu}$. Define $h(r)=\prod_{\mu \in L} h\left(a_{\mu}\right)$. (Recall that this product is taken in increasing order of indices.) Now extend $h$ arbitrarily so that $h: S \rightarrow F$.

By Theorem $2.24 F$ can be embedded in a compact topological group $\widetilde{F}$, and we shall assume that $F \subseteq \widetilde{F}$. Let $\widetilde{h}: \beta S \rightarrow \widetilde{F}$ be the continuous extension of $h$. Note that $h\left[B_{i}\right]=\left\{\sigma_{q_{i}}\right\}$ so that $\widetilde{h}\left(q_{i}\right)=\sigma_{q_{i}}$.

We shall show that $\widetilde{h}_{\mid T}$ is a homomorphism. By Theorem 4.21 it suffices to show that for each $x \in \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\mu<\kappa}\right)$ there is some $\lambda<\kappa$ so that for all $y \in \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\lambda<\mu<\kappa}\right)$, $h(x \cdot y)=h(x) \cdot h(y)$. Given $x \in \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\mu<\kappa}\right)$ with $x=\prod_{\mu \in L} a_{\mu}$, let $\lambda=\max L$. Then given $y \in \operatorname{FP}\left(\left\langle a_{\mu}\right\rangle_{\lambda<\mu<\kappa}\right)$, if $y=\prod_{t \in M} a_{\mu}$, one has $\min M>\max L$ so

$$
\begin{aligned}
h(x \cdot y) & =h\left(\prod_{\mu \in L \cup M} a_{\mu}\right) \\
& =\prod_{\mu \in L \cup M} h\left(a_{\mu}\right) \\
& =\prod_{\mu \in L} h\left(a_{\mu}\right) \cdot \prod_{\mu \in M} h\left(a_{\mu}\right) \\
& =h(x) \cdot h(y) .
\end{aligned}
$$

Thus $\widetilde{h} \circ g$ is a homomorphism. Further, given $i \in\{1,2, \ldots, n\}$, one has $\widetilde{h}\left(g\left(\sigma_{q_{i}}\right)\right)=$ $\widetilde{h}\left(p \cdot q_{i} \cdot p\right)=\widetilde{h}(p) \cdot \widetilde{h}\left(q_{i}\right) \cdot \widetilde{h}(p)=\widetilde{h}\left(q_{i}\right)=\sigma_{q_{i}}$. (Since $p$ is an idempotent in $T$, $\widetilde{h}(p)$ is the identity of $F$.) Since $\widetilde{h} \circ g$ agrees with the identity on the generators of $D$, it agrees with the identity on $D$ and consequently $g$ is injective on $D$ as required.

Corollary 7.36. Every maximal group in the smallest ideal of $\mathbb{H}$ contains a free group on $2^{\text {c }}$ generators.

Proof. The sequence $\left\langle 2^{t}\right\rangle_{t<\omega}$ has distinct finite sums and

$$
\mathbb{H}=\bigcap_{n<\omega} c \ell\left(\operatorname{FS}\left(\left\langle 2^{t}\right\rangle_{n<t<\omega}\right)\right)
$$

so Theorem 7.35 applies.
Corollary 7.37. Every maximal group in the smallest ideal of $(\beta \mathbb{N},+)$ contains a free group on $2^{\text {c }}$ generators.

Proof. By Lemma 6.8, $\mathbb{H}$ contains all of the idempotents of $(\beta \mathbb{N},+)$ and consequently, $K(\beta \mathbb{N}) \cap \mathbb{H} \neq \emptyset$. Thus by Theorem 1.65, $K(\mathbb{H})=K(\beta \mathbb{N}) \cap \mathbb{H}$.

Corollary 7.38. Let $S$ be an infinite right cancellative and weakly left cancellative semigroup. Every neighborhood of every idempotent in $S^{*}$ contains an algebraic copy of the free group on $2^{\mathfrak{c}}$ generators.

Proof. This follows from Theorem 6.32 and Corollary 7.36.
Note that we do not claim that every idempotent in $S^{*}$ is the identity of a free group on $2^{\mathrm{c}}$ generators. In fact, according to Theorem 12.42 it is consistent with ZFC that there are idempotents $p \in \mathbb{N}^{*}$ for which the maximal group $H(p)$ is just a copy of $\mathbb{Z}$.

Corollary 7.39. Let $S$ be an infinite discrete semigroup with cardinality $\kappa$ which is right cancellative and weakly left cancellative. Then $\beta S$ contains an algebraic copy of the free group on $2^{2^{\kappa}}$ generators.

Proof. By Lemma 6.31 there is a sequence $\left\langle a_{\lambda}\right\rangle_{\lambda<\kappa}$ which has distinct finite products so Theorem 7.35 applies.

Corollary 7.40. Let $G$ be a countably infinite group which can be mapped into a compact metrizable topological group by an injective homomorphism. Then every maximal group in the smallest ideal of $\beta G$ contains a free group on $2^{\mathfrak{c}}$ generators.

Proof. By Theorem 7.28, there is a subsemigroup $\widetilde{G}$ of $\beta G$ which is isomorphic to $\mathbb{H}$ and contains all of the idempotents of $G^{*}$. Thus by Theorem $1.65, K(\widetilde{G})=\widetilde{G} \cap$ $K(\beta G)$. Thus, if $p$ is any idempotent in $K(\beta G), p$ is minimal in a copy of $\mathbb{H}$ so $p \widetilde{G} p$ contains a free group on $2^{\mathfrak{c}}$ generators by Corollary 7.36.

We remind the reader that a subspace $Y$ of a topological space $X$ is said to be $C^{*}$ embedded in $X$ if every continuous function from $Y$ into $[0,1]$ can be extended to a continuous function defined on $X$.

Lemma 7.41. Let $S$ be a discrete semigroup and let $p$ be an idempotent in $\beta S$. Then $S p$ is extremally disconnected and is $C^{*}$-embedded in $(\beta S) p$. In fact, any continuous function from $S p$ to a compact Hausdorff space extends to a continuous function defined on $(\beta S) p$.

Proof. Let $U$ and $V$ be disjoint open subsets of $S p$. Define $f: S \rightarrow\{-1,0,1\}$ by stating that $f(s)=-1$ if $s p \in U, f(s)=1$ if $s p \in V$, and $f(s)=0$ otherwise. Let $x \in U$. Then $x p=x \in U$ so $\{s \in S: s p \in U\} \in \underset{\sim}{x}$ so $\widetilde{f}(x)=\underset{\sim}{\sim} 1$, where $\widetilde{f}: \beta S \rightarrow\{-1,0,1\}$ denotes the continuous extension of $\widetilde{f}$. Similarly, $\widetilde{f}(y)=1$ for every $y \in V$. Hence $\bar{U} \cap \bar{V}=\emptyset$, and so $S p$ is extremally disconnected.

To show that $S p$ is $C^{*}$-embedded, let $\varphi: S p \rightarrow Y$ be a continuous mapping into a compact Hausdorff space. The map $\tau: S \rightarrow Y$ defined by $\tau(s)=\varphi(s p)$ extends to a continuous map $\tilde{\tau}: \beta S \rightarrow Y$. Let $t \in S$. Then $\lim _{s \rightarrow p} t s p=t p p=t p$ so

$$
\begin{aligned}
\widetilde{\tau}(t p) & =\lim _{s \rightarrow p} \tau(t s) \\
& =\lim _{s \rightarrow p} \varphi(t s p) \\
& =\varphi\left(\lim _{s \rightarrow p} t s p\right) \\
& =\varphi(t p)
\end{aligned}
$$

so the restriction of $\widetilde{\tau}$ to $(\beta S) p$ is an extension of $\varphi$.

Let $S$ be an infinite discrete semigroup. We know that, for every idempotent $p$ in $\beta S$, the subsemigroup $p(\beta S) p$ of $\beta S$ is a group if and only if $p$ is in the smallest ideal of $\beta S$ by Theorem 1.59. In this case, it is the maximal group containing $p$.

We have also seen that the maximal groups in the smallest ideal of $\beta S$ are disjoint and that they are all algebraically isomorphic (by Theorem 1.64). We shall show that, in spite of being algebraically isomorphic, they lie in at least $2^{\mathfrak{c}}$ different homeomorphism classes, provided that they are infinite.

If $S$ is weakly left cancellative and has cardinality $\kappa$, then there are $2^{2^{\kappa}}$ maximal groups in the smallest ideal of $\beta S$ (by Corollary 6.43).

Theorem 7.42. Let $S$ be a discrete commutative semigroup and let $L$ be a minimal left ideal in $\beta S$. If $L$ is infinite, the maximal groups in $L$ lie in at least $2^{\mathfrak{c}}$ homeomorphism classes.

Proof. Notice that if $e$ is an idempotent in $L$, then the group $e(\beta S) e=e L$. Suppose that $e$ and $f$ are idempotents in $L$ and that there is a homeomorphism $\varphi: e L \rightarrow f L$. We shall show that, given any $x \in e L$ and any $y \in f L$, there is a homeomorphism of $L$ to itself which maps $x$ to $y$. Notice that by Theorem 4.23 Se=eS and $S f=f S$. In particular, $S e=S e e=e S e \subseteq e L$.

We know, by Lemma 7.41, that $\varphi_{\mid S e}$ has a continuous extension $\widetilde{\varphi}$ defined on $L$. Now $e S$ is dense in $e L$, because $c \ell_{\beta S}(e S)=c \ell_{\beta S}(S e)=(\beta S) e=L$ and $e L \subseteq L$. So $\widetilde{\varphi}$ coincides with $\varphi$ on $e L$.

Now $\tau=\varphi^{-1}{ }_{\mid S f}$ also has a continuous extension $\widetilde{\tau}$ defined on $L$. Since $\widetilde{\tau} \circ \widetilde{\varphi}$ and $\widetilde{\varphi} \circ \widetilde{\tau}$ are the identity maps on $e L$ and $f L$ respectively and since these sets are dense in $L$, it follows that they are also the identity maps on $L$. So $\widetilde{\varphi}$ is a homeomorphism.

There is an element $z$ of $f L$ for which $\widetilde{\varphi}(x) z=y$ because $f L$ is a group. Now the map $\rho_{z}$ defines a homeomorphism on $L$ (by Theorem 2.11), and so $\rho_{z} \circ \widetilde{\varphi}$ is a homeomorphism of $L$ to itself which maps $x$ to $y$.

The conclusion now follows from the fact that the points of $L$ lie in at least $2^{\text {c }}$ different homeomorphism classes by Theorem 6.38.

Exercise 7.3.1. Let $G$ be any given finite group. Show that there is an infinite discrete semigroup $S$ for which the maximal groups in the smallest ideal of $\beta S$ are isomorphic to $G$ and are equal to the minimal left ideals of $\beta S$. (Hint: Choose $T$ to be an infinite right zero semigroup and put $S=T \times G$.)

Exercise 7.3.2. Let $S$ denote an infinite discrete commutative group. Prove that none of the maximal groups in the smallest ideal of $\beta S$ can be closed. (Hint: Use Theorem 6.38 and the fact that each maximal group in the smallest ideal of $\beta S$ is infinite.)

### 7.4 Discrete copies of $\mathbb{Z}$

It is trivial that $\mathbb{N}^{*}$ contains algebraic copies of $Z$. If $p$ is any idempotent in $\mathbb{N}^{*}$, then $\mathbb{Z}+p$ is a group in $\mathbb{N}^{*}$ algebraically isomorphic to $\mathbb{Z}$. However, no group of this form can be discrete, because $p \in c \ell(\mathbb{N}+p)$. We shall show that the smallest ideal of $\mathbb{N}^{*}$ does contain many discrete copies of $\mathbb{Z}$.

The elements $u_{n}$ and the group $G(u)$ which we define next depend on the choice of the minimal idempotent $q$, although the notation does not reflect that fact.

Definition 7.43. Let $q$ be a minimal idempotent in $\mathbb{N}^{*}$ and recall that $q+\beta \mathbb{N}+q$ is a group in $\mathbb{N}^{*}$ with identity $q$ by Theorem 2.9. For each element $u \in \beta \mathbb{N}$ and each $n \in \omega$ we define an element $u_{n} \in q+\beta \mathbb{N}+q$ inductively by putting $u_{0}=q$, $u_{1}=q+u+q$ and $u_{n+1}=u_{1}+u_{n}$ if $n>1$ and $u_{n}$ has been defined. For each $n \in \mathbb{N}$, we then define $u_{-n}$ to be the inverse of $u_{n}$ in the group $q+\beta \mathbb{N}+q$. We let $G(u)=\left\{u_{n}: n \in \mathbb{Z}\right\}$.

It is easy to verify that $G(u)$ is a subgroup of $q+\beta \mathbb{N}+q$ and that the mapping $n \mapsto u_{n}$ is a homomorphism from $\mathbb{Z}$ onto $G(u)$.

Lemma 7.44. Let $q$ be a minimal idempotent in $\mathbb{N}^{*}$ and let $u \in \beta \mathbb{N}$. If $q \notin c \ell\left(\left\{u_{n}\right.\right.$ : $n \in \mathbb{Z} \backslash\{0\}\})$, then $G(u)$ is discrete and the mapping $n \mapsto u_{n}$ is injective.

Proof. If $u_{k} \in c \ell\left(\left\{u_{n}: n \in \mathbb{Z} \backslash\{k\}\right\}\right)$ for some $k \in \mathbb{Z}$, then

$$
q=u_{k}+u_{-k} \in c \ell\left(\left\{u_{n}+u_{-k}: n \in \mathbb{Z} \backslash\{k\}\right\}\right)=c \ell\left(\left\{u_{n}: n \in \mathbb{Z} \backslash\{0\}\right\}\right)
$$

Hence, if $q \notin c \ell(G(u) \backslash\{q\}), G(u)$ is discrete.
If the mapping $n \mapsto u_{n}$ is not injective, there exist distinct integers $k$ and $m$ for which $u_{k}=u_{m}$. Then $q=u_{k}+u_{-m}=u_{k-m} \in\left\{u_{n}: n \in \mathbb{Z} \backslash\{0\}\right\}$.

We recall that, for $n \in \mathbb{N}, \operatorname{supp}(n)$ was defined in Definition 6.2.

Theorem 7.45. Let $q$ be a minimal idempotent in $\mathbb{N}^{*}$ and let $u$ and $v$ be distinct elements of $\left\{2^{n}: n \in \omega\right\}^{*}$. Then $G(u) \cap G(v)=\{q\}$. At least one of the groups $G(u)$ and $G(v)$ must be a discrete copy of $\mathbb{Z}$.

Proof. We can choose disjoint subsets $A$ and $B$ of $\omega$ such that $\left\{2^{n}: n \in A\right\} \in u$ and $\left\{2^{n}: n \in B\right\} \in v$. We define mappings $\gamma_{A}$ and $\gamma_{B}$ from $\mathbb{N}$ to $\omega$ by $\gamma_{A}(n)=$ $|\operatorname{supp}(n) \cap A|$ and $\gamma_{B}(n)=|\operatorname{supp}(n) \cap B|$. We let $\widetilde{\gamma_{A}}: \beta \mathbb{N} \rightarrow \beta \mathbb{N}$ and $\widetilde{\gamma_{B}}: \beta \mathbb{N} \rightarrow$ $\beta \mathbb{N}$ be the continuous extensions of $\gamma_{A}$ and $\gamma_{B}$ respectively.

For any $m, n \in \mathbb{N}$ for which $\max (\operatorname{supp}(m))<\min (\operatorname{supp}(n)), \gamma_{A}(m+n)=$ $\gamma_{A}(m)+\gamma_{A}(n)$. It follows from Lemma 6.3 that $\widetilde{\gamma_{A}}$ is a homomorphism on $\mathbb{H}$. The same statement holds for $\widetilde{\gamma_{B}}$.

For each $r \in \mathbb{N}$ let $h_{r}: \mathbb{N} \rightarrow \mathbb{Z}_{r}$ denote the canonical homomorphism and let $\widetilde{h}_{r}: \beta \mathbb{N} \rightarrow \mathbb{Z}_{r}$ denote its continuous extension. By Corollary 4.22, $\widetilde{h}_{r}$ is a homomorphism. Since $q \in \mathbb{H}$ by Lemma 6.8, $\left(\widetilde{h_{r}} \circ \widetilde{\gamma_{A}}\right)(q)$ and $\left(\widetilde{h_{r}} \circ \widetilde{\gamma_{B}}\right)(q)$ are idempotents, and so these elements of $\mathbb{Z}_{r}$ are both 0 .

Since $\gamma_{A}$ is constantly equal to 1 on $\left\{2^{n}: n \in A\right\}$ and constantly equal to 0 , on $\left\{2^{n}: n \in B\right\}$, we have that $\left(\widetilde{h_{r}} \circ \widetilde{\gamma_{A}}\right)(u)=h_{r}(1)=1$ and $\left.\widetilde{\left(h_{r}\right.} \circ \widetilde{\gamma_{A}}\right)(v)=$ $h_{r}(0)=0$ for each $r \in \mathbb{N}$. By an easy induction, for every $n \in \omega$ and every $r \in \mathbb{N}$, $\left(\widetilde{h_{r}} \circ \widetilde{\gamma_{A}}\right)\left(u_{n}\right) \equiv n(\bmod r)$ and $\left.\widetilde{\left(h_{r}\right.} \circ \widetilde{\gamma_{A}}\right)\left(v_{n}\right)=0$. These equations then extend to every $n \in \mathbb{Z}$.

We claim that, if $m \in \mathbb{Z} \backslash\{0\}, u_{m} \notin c \ell(G(v))$. To see this, choose $r>|m|$ in $\mathbb{N}$ and observe that $\left(\widetilde{h_{r}} \circ \widetilde{\gamma_{A}}\right)\left(u_{m}\right) \equiv m(\bmod r) \neq 0$, while $\left(\widetilde{h}_{r} \circ \widetilde{\gamma_{A}}\right)[G(v)]=\{0\}$. In particular, $G(u) \cap G(v)=\{q\}$.

Similarly, by applying $\gamma_{B}$ instead of $\gamma_{A}$, we see that $v_{m} \notin c \ell(G(u))$.
It follows from Theorem 3.40 that $c \ell(G(u) \backslash\{q\}) \cap c \ell(G(v) \backslash\{q\})=\emptyset$. Hence $q \notin$ $c \ell(G(u) \backslash\{q\})$ or $q \notin c \ell(G(v) \backslash\{q\})$. Our claim now follows from Lemma 7.44.

Corollary 7.46. Let $q$ be a minimal idempotent in $\beta \mathbb{N}$. The groups of the form $G(u)$, where $u \in\left\{2^{n}: n \in \mathbb{N}\right\}^{*}$, are all distinct. So there are $2^{\mathfrak{c}}$ groups of this form. They are all discrete copies of $\mathbb{Z}$, with at most one possible exception.

Proof. By Theorem 7.45, $G(u) \neq G(v)$ if $u$ and $v$ are distinct elements of $\left\{2^{n}\right.$ : $n \in \mathbb{N}\}^{*}$. By Corollary 3.57, $\left|\left\{2^{n}: n \in \mathbb{N}\right\}\right|=2^{c}$.

The following corollary shows that there are many semigroups $S$ for which $S^{*}$ contains discrete copies of $\mathbb{Z}$.

Corollary 7.47. Let $S$ be an infinite discrete semigroup which is right cancellative and weakly left cancellative. Then every $G_{\delta}$ subset of $S^{*}$ which contains an idempotent, contains $2^{\mathfrak{c}}$ discrete copies of $\mathbb{Z}$.

Proof. This follows from Theorem 6.32 and the observation that the semigroups $G(u)$, for $u \in\left\{2^{n}: n \in \mathbb{N}\right\}^{*}$, are contained in $\mathbb{H}$.

It is tantalizing that we have been unable to answer the following question.

Question 7.48. Let $q$ be a minimal idempotent in $\beta \mathbb{N}$. Is every group $G(u)$, where $u \in\left\{2^{n}: n \in \mathbb{N}\right\}^{*}$, discrete?

### 7.5 Notes

The material in Section 7.1 as well as Theorem 7.24 are due to Y. Zelenyuk [392].
I. Protasov [330] has generalized Zelenyuk's Theorem by characterizing the finite subgroups of $\beta G$, where $G$ denotes a countable discrete group. Every finite subgroup of $\beta G$ has the form $H p$ for some finite subgroup $H$ of $G$ and some idempotent $p$ in $\beta G$ which commutes with all the elements of $H$. Theorem 7.18.2 is the special case of this result for commutative countable discrete groups. The proof in this special case is much simpler than in the general case.

Our proof of Lemma 7.29 is based on the proof in [183, p. 441]
Corollary 7.36 is from [244], a result of collaboration with J. Pym. Corollary 7.38 extends a result of A. Lisan in [296]. It was subsequently shown in [140], in collaboration with S . Ferri, that if $G$ is an infinite commutative discrete group with cardinality $\kappa$, every maximal group in the smallest ideal of $\beta G$ contains an algebraic copy of the free group on $2^{2^{\kappa}}$ generators. In [415] Y. and Y. Zelenyuk proved that, that, if $G$ is an infinite discrete group of cardinality $\kappa$ which can be embedded in a direct sum of countable groups, then every maximal group in the smallest ideal $\beta G$ contains an algebraic copy of the free group on $2^{2^{\kappa}}$ generators. This implies the result for commutative groups, since every commutative group can be embedded in a direct sum of
copies of $\mathbb{Q}$. Although Corollary 7.39 shows that $G^{*}$ contains copies of the free group on $2^{2^{\kappa}}$, it does not show that these occur in $K(\beta G)$.

Section 7.4 is from [260], where it was also shown that there are discrete copies of the free group on two generators in $\beta \mathbb{N}$, and was extended in [269], where other discrete copies of $\mathbb{Z}$ in $\beta \mathbb{N}$ are described. It was shown in this paper that, for any $u \in \mathbb{H}$, there is a minimal idempotent $q \in \beta \mathbb{N}$ for which $q+u+q$ generates an infinite discrete subgroup of $q+\beta \mathbb{N}+q$.

## Chapter 8

## Cancellation

It may be the case that $\beta S$ does not have any interesting algebraic properties. For example, if $S$ is a right zero or a left zero semigroup, then $\beta S$ is as well and there is nothing very interesting to be said about the algebra of $\beta S$.

However, the presence of cancellation properties in $S$ produces a rich algebraic structure in $\beta S$. To cite one example: we saw in Chapter 6 that, if $S$ is an infinite cancellative semigroup with cardinality $\kappa$, then $\beta S$ contains $2^{2^{\kappa}}$ disjoint left ideals. We also saw in Chapter 7 that $\beta S$ contains copies of the free group on $2^{2^{\kappa}}$ generators.

In the first three sections of this chapter, we shall describe elements of $\beta S$ which are right or left cancelable. If $S$ is a cancellative semigroup with cardinality $\kappa$, we shall show that $\beta S$ contains $2^{2^{\kappa}}$ right cancelable elements. If we also suppose that $S$ is countable, the set of right cancelable elements of $\beta S$ contains a dense open subset of $S^{*}$. In the important case in which $S$ is $\mathbb{N}$ or a countable group, we can strengthen this statement and assert that the set of elements of $\beta S$ that are cancelable on both sides contains a dense open subset of $S^{*}$.

In the final section, we shall suppose that $S$ is $\mathbb{N}$ or a countable group and shall discuss the smallest compact subsemigroup of $S^{*}$ containing a given right cancelable element. We shall show that these semigroups have a rich algebraic structure. Their properties lead to new insights about $\beta S$, allowing us to prove that $\overline{K(\beta S)}$ contains infinite chains of idempotents, as well as $\leq_{R}$-maximal idempotents.

We remark that, if $S$ is an infinite discrete semigroup, $\beta S$ may well contain a rich set of cancelable elements, but cannot be a cancellative semigroup. If it were, $S$ would be cancellative and $S^{*}$ would contain two disjoint left ideals, $L_{1}$ and $L_{2}$, by Theorem 6.42. We could choose an idempotent $p$ in $L_{1}$. Then for any $x \in \beta S$, the equation $x p=x p p$ would imply that $x=x p$ and hence that $\beta S=L_{1}$. This would contradict our assumption that $\emptyset \neq L_{2} \subseteq \beta S \backslash L_{1}$.

### 8.1 Cancellation Involving Elements of $S$

Lemma 8.1. Suppose that $S$ is a discrete semigroup. If s is a left cancelable element of $S$, it is also a left cancelable element of $\beta S$. The analogous statement holds for right cancelable elements as well.

Proof. Let $s \in S$ be left cancelable. Since the map $\lambda_{s}$ is injective on $S$, its extension to $\beta S$ is injective as well (by Exercise 3.4.1). In the same way, if $s \in S$ is right cancelable, $\rho_{s}$ is injective on $\beta S$.

Recall that we showed in Lemma 6.28 that if $s$ is a cancelable element of the semigroup $S, t \in S$, and $p \in \beta S$ one has:
(i) if $S$ is right cancellative and $s p=t p$, then $s=t$, and
(ii) if $S$ is left cancellative and $p s=p t$, then $s=t$.

As a consequence the following holds.
Corollary 8.2. Suppose that $S$ is a discrete cancellative semigroup. If $s$ and $t$ are distinct elements of $S$, then, for every $p \in \beta S, s p \neq t p$ and $p s \neq p t$.

Proof. This is an immediate consequence of Lemma 6.28.
We now consider some of the properties of left cancellative semigroups. In the following example, we show that the assumption that $S$ is left cancellative is not enough to imply that, for every pair of distinct elements $s, t \in S$ and every $p \in \beta S$, $p s \neq p t$.

Example 8.3. There is a countable left cancellative semigroup $S$ containing distinct elements $g$ and $h$ such that $p g=p h$ for some $p \in \beta S$.

Proof. We take $S$ to be the set of all injective functions $f: \mathbb{N} \rightarrow \mathbb{N}$ for which there exist $m, r \in \mathbb{N}$ such that $f(n)=2^{r} n$ whenever $n \geq m$. We observe that $S$ is a semigroup under composition and that $S$ is countable and left cancellative.

We define $g, h \in S$ as follows: if $n \geq 2, g(n)=h(n)=2 n$, while $g(1)=1$ and $h(1)=2$.

We shall show that, for every finite partition $\mathcal{F}$ of $S$, there exists $A \in \mathscr{F}$ such that $A g \cap A h \neq \emptyset$. Let

$$
E=\{f \in S: f(1) \text { and } f(2) \text { are odd, } f(1)<f(2), \text { and } f(n)=2 n \text { for all } n \geq 3\} .
$$

For each $A \in \mathscr{F}$, let $\widehat{A}=\{(f(1), f(2)): f \in E \cap A\}$. Given odd integers $a<b$, there is a unique member $f$ of $E$ with $(f(1), f(2))=(a, b)$. So

$$
\{(a, b): a, b \in 2 \mathbb{N}-1 \text { and } a<b\}=\bigcup_{A \in \mathcal{F}} \widehat{A}
$$

By Ramsey's Theorem (Theorem 5.6), we can choose $A \in \mathcal{F}$ and odd integers $a, b$, and $c$ with $a<b<c$ and $\{(a, b),(b, c)\} \subseteq \widehat{A}$. There exist $f, k \in E \cap A$ such that $(a, b)=(f(1), f(2))$ and $(b, c)=((k(1), k(2))$. Then $k(g(1))=k(1)=b=$ $f(2)=f(h(1))$ and, for every $n \geq 2, k(g(n))=k(2 n)=4 n=f(2 n)=f(h(n))$. So $k g=f h$ and hence $A g \cap A h \neq \emptyset$.

By Theorem 5.7, there is an ultrafilter $p \in \beta S$ such that $B g \cap B h \neq \emptyset$ for every $B \in p$. Since $\{B g: B \in p\}$ is a base for $p g$ and $\{B h: B \in p\}$ is a base for $p h$, it follows that $p g=p h$.

We saw in Theorem 3.35 that if $f: S \rightarrow S, p \in \beta S$, and $\widetilde{f}(p)=p$, then $\{x \in S: f(x)=x\} \in p$. It might seem reasonable to conjecture that if $f, k:$ $S \rightarrow S, p \in \beta S$, and $\widetilde{f}(p)=\widetilde{k}(p)$, then $\{x \in S: f(x)=k(x)\} \in p$. However, the functions $\rho_{g}, \rho_{h}: S \rightarrow S$ and the point $p \in \beta S$ of Example 8.3 provide a counterexample.

In the next lemma we show that an example of this kind cannot occur with two commuting elements of $S$.

Lemma 8.4. Let $S$ be a left cancellative discrete semigroup and let $s$ and t be distinct elements of $S$ such that $s t=t$. Then, for every $p \in \beta S, p s \neq p t$.

Proof. We can define an equivalence relation $\equiv$ on $S$ by stating that $u \equiv v$ if and only if $u s^{n}=v s^{n}$ for some $n \in \mathbb{N}$. (To verify transitivity, note that if $u s^{n}=v s^{n}$ and $v s^{m}=w s^{m}$, then $u s^{n+m}=w s^{n+m}$.) Let $\theta: S \rightarrow S / \equiv$ denote the canonical projection. We shall define a mapping $f: \theta[S] \rightarrow \theta[S]$ which has no fixed points.

For each $u \in S$, we put $f(\theta(u s))=\theta(u t)$. To show that this is well defined, suppose that $\theta(u s)=\theta(v s)$. Then $u s^{n}=v s^{n}$ for some $n \in \mathbb{N}$, and hence $u s^{n} t=$ $v s^{n} t$ so that $u t s^{n}=v t s^{n}$. So $\theta(u t)=\theta(v t)$. Thus $f$ is well defined on $\theta[S s]$. To complete the definition of $f$, we put $f(\theta(w))=\theta(s s)$ for every $\underset{\sim}{w} \in S \backslash \theta^{-1}[\theta[S s]]$. We observe that $\widetilde{f} \widetilde{\theta}(p s))=\widetilde{\theta}(p t)$ for every $p \in \beta S$, where $\widetilde{\theta}: \beta S \rightarrow \beta(S / \equiv)$. (One has that $\widetilde{f} \circ \widetilde{\theta} \circ \rho_{s}$ and $\widetilde{\theta} \circ \rho_{t}$ are continuous functions agreeing on $S$, hence on $\beta S$.)

We claim that $f$ has no fixed points. Certainly if $w \in S \backslash \theta^{-1}[\theta[S S]]$, then $f(\theta(w)) \neq \theta(w)$. Now suppose that $\theta(u s)=\theta(u t)$ for some $u \in S$. Then $u s s^{n}=u t s^{n}$ for some $n$ so that $u s^{n} s=u s^{n} t$ and hence $s=t$, contradicting our assumption that $s$ and $t$ are distinct.

It now follows from Lemma 3.33, that $\theta[S]$ can be partitioned into three sets $A_{0}, A_{1}, A_{2}$, such that $f\left[A_{i}\right] \cap A_{i}=\emptyset$ for every $i \in\{0,1,2\}$. Suppose that $p \in \beta S$ satisfies $\underset{\sim}{p s} \equiv p t$. We can choose $i$ such that $\theta^{-1}\left[A_{i}\right] \in p s$. Then $A_{i} \in \widetilde{\theta}(p s)$ and $f\left[A_{i}\right] \in \widetilde{f}(\widetilde{\theta}(p s))=\widetilde{\theta}(p t)=\widetilde{\theta}(p s)$ so that $A_{i} \cap f\left[A_{i}\right] \neq \emptyset$, a contradiction.

Lemma 8.5. Let $S$ be a discrete left cancellative semigroup and let $s$ and $t$ be distinct elements of $S$. If $p \in \beta S$, then $s p=t p$ if and only if $\{u \in S: s u=t u\} \in p$.

Proof. Let $E=\{u \in S: s u=t u\}$. We suppose that $s p=t p$ and that $E \notin p$. We shall define a mapping $f: S \rightarrow S$ which has no fixed points.

For every $u \in S \backslash E$, we put $f(s u)=t u$. We observe that this is well defined, because every element in $s S$ has a unique expression of the form $s u$. Furthermore, $f(s u) \neq s u$. To complete the definition of $f$, for each $v \in S \backslash s \cdot(S \backslash E)$, we choose $f(v)$ to be an arbitrary element of $s(S \backslash E)$. This is possible, because our assumption that $E \notin p$ implies that $S \backslash E \neq \emptyset$.

By Theorem 3.34, $\widetilde{f}: \beta S \rightarrow \beta S$ has no fixed point. However, $f(s u)=t u$ if $u \in S \backslash E$ and hence $\widetilde{f}(s p)=t p=s p$, a contradiction.

For the converse implication observe that $\lambda_{s}$ and $\lambda_{t}$ are continuous functions agreeing on a member of $p$.

Comment 8.6. Let ( $S \cdot$ ) be a semigroup and define an operation $*$ on $S$ by $x * y=$ $y \cdot x$. Then for all $x \in S$ and all $p \in \beta S$ one has $x * p=\underset{y \in S}{p-\lim _{y \in S}}(x * y)=p-\lim _{y \in S}(y \cdot x)=$ $p \cdot x$ and, similarly, $p * x=x \cdot p$. Consequently, the left-right switches of Example 8.3 and Lemmas 8.4 and 8.5 remain valid.

Exercise 8.1.1. Let $S$ be any semigroup. Show that the set of right cancelable elements of $S$ is either empty or a subsemigroup of $S$, and that the same is true of the set of left cancelable elements. Show that the complement of the first is either empty or a right ideal in $S$, and that the complement of the second is either empty or a left ideal of $S$.

### 8.2 Right Cancelable Elements in $\beta S$

In this section, we shall show that cancellation assumptions about $S$ imply the existence of a rich set of right cancelable elements in $S^{*}$. We shall also show that right cancelability is closely related to topological properties and to the Rudin-Keisler order.

The following theorem gives an intrinsic characterization of ultrafilters which are right cancelable in $\beta S$ for any infinite semigroup $S$. It is intriguing that this is an intrinsic property, characterizing a single ultrafilter without reference to any others, since right cancelability is defined in terms of the set of all ultrafilters in $\beta S$. (Another intrinsic characterization will be given in Theorem 8.19 in the case that $S$ is either ( $\mathbb{N},+$ ) or a countable group.)

Theorem 8.7. Let $S$ be an infinite semigroup, let $p \in \beta S$, and let $T$ be an infinite subset of $S$. Then $s p \neq r p$ whenever $s$ and $r$ are distinct members of $\bar{T}$ if and only if for every $A \subseteq T$ there is some $B \subseteq S$ such that $A=\left\{x \in T: x^{-1} B \in p\right\}$. In particular, $p$ is right cancelable in $\beta S$ if and only if for every $A \subseteq S$, there is some $B \subseteq S$ such that $A=\left\{x \in S: x^{-1} B \in p\right\}$.

Proof. The sufficiency is easy. Given $r \neq s$ in $\bar{T}$, pick $A \in r \backslash s$. Pick $B \subseteq S$ such that $A \cap T=\left\{x \in T: x^{-1} B \in p\right\}$. Then $B \in r \cdot p \backslash s \cdot p$.

To prove the necessity, assume that $\rho_{p}$ is injective on $\bar{T}$ and let $A \subseteq T$. Since $\rho_{p \mid \bar{T}}$ is a homeomorphism, $\bar{A} p$ is a clopen subset of $\bar{T} p$. So by Theorem 3.23 there exists a set $B \subseteq T$ for which $\bar{A} p=\bar{B} \cap \bar{T} p$. If $x \in T$, we have

$$
\begin{aligned}
x \in A & \Leftrightarrow \quad x p \in \bar{B} \\
& \Leftrightarrow \quad x^{-1} B \in p
\end{aligned}
$$

so $A=\left\{x \in T: x^{-1} B \in p\right\}$.

Now right cancellation in $\beta S$ can be made to fail in trivial ways. For example, if $S$ has two distinct left identities $a$ and $b$, then for all $p \in \beta S, a p=b p$. Consequently, one may also wish to know for which points $p \in S^{*}$ is $p$ right cancelable in $S^{*}$ (meaning of course that whenever $q$ and $r$ are distinct elements of $S^{*}, q p \neq r p$ ). The proof of the following theorem is a routine modification of the proof of Theorem 8.7, and we leave it as an exercise.

Theorem 8.8. Let $S$ be an infinite semigroup and let $p \in S^{*}$. Then $p$ is right cancelable in $S^{*}$ if and only if for every $A \subseteq S$, there is some $B \subseteq S$ such that $\left|A \triangle\left\{x \in S: x^{-1} B \in p\right\}\right|<\omega$.

Proof. This is Exercise 8.2.1.
We remind the reader that a subset $D$ of a topological space $X$ is strongly discrete if and only if there is a family $\left\langle U_{a}\right\rangle_{a \in D}$ of pairwise disjoint open subsets of $X$ such that $a \in U_{a}$ for every $a \in D$. It is easy to see that if $D$ is countable and $X$ is regular, then $D$ is strongly discrete if and only if it is discrete.

Lemma 8.9. Let $S$ be a discrete semigroup, let $T$ be an infinite subset of $S$, and let $p \in \beta S$ have the property that $a p \neq b p$ whenever $a$ and $b$ are distinct elements of $T$.
(i) If $q p \neq r p$ whenever $q$ and $r$ are distinct members of $\bar{T}$, then $T p$ is discrete in $\beta S$.
(ii) If $T p$ is strongly discrete in $\beta S$, then $q p \neq r p$ whenever $q$ and $r$ are distinct members of $\bar{T}$.

Proof. (i). If $T p$ is not discrete in $\beta S$, there is an element $a \in T$ such that $a p \in$ $c \ell((T \backslash\{a\}) p)$. Since $\rho_{p}$ is continuous, $c \ell((T \backslash\{a\}) p)=(c \ell(T \backslash\{a\})) p$ and so $a p=x p$ for some $x \in \overline{(T \backslash\{a\})}=\bar{T} \backslash\{a\}$.
(ii). Suppose that $T p$ is strongly discrete in $\beta S$ and pick a family $\left\langle B_{a}\right\rangle_{a \in T}$ of subsets of $S$ such that $B_{a} \cap B_{b}=\emptyset$ whenever $a$ and $b$ are distinct members of $T$ and $a p \in \overline{B_{a}}$ for each $a \in T$. Let $A \subseteq T$ and let $C=\bigcup_{a \in A} B_{a}$. Then $A=$ $\left\{s \in T: s^{-1} C \in p\right\}$. (If $a \in A$, then $a^{-1} B_{a} \subseteq a^{-1} C$ and if $a \in T \backslash A$, then $a^{-1} B_{a} \cap a^{-1} C=\emptyset$.) Thus by Theorem 8.7, $q p \neq r p$ whenever $q$ and $r$ are distinct members of $\bar{T}$.

Theorem 8.10. Let $S$ be an infinite discrete right cancellative and weakly left cancellative semigroup with cardinality $\kappa$. Then the set of right cancelable elements of $\beta S$ contains a dense open subset of $U_{\kappa}(S)$. In particular, $S^{*}$ contains $2^{2^{\kappa}}$ elements which are right cancelable in $\beta S$.

Proof. We apply Theorem 6.30 with $R=S$. By this theorem, every subset $T$ of $S$ with $|T|=\kappa$ contains a subset $V$ with $|V|=\kappa$ such that for every uniform ultrafilter $p$ on $V, a p \neq b p$ whenever $a$ and $b$ are distinct members of $S$ and $S p$ is strongly
discrete in $\beta S$. By Lemma 8.9 , this implies that every uniform ultrafilter on $V$ is right cancelable in $\beta S$. Since the sets of the form $\bar{T} \cap U_{\kappa}(S)$ provide a base for the open subsets of $U_{\kappa}(S)$, it follows that every nonempty open subset of $U_{\kappa}(S)$ contains a nonempty open subset of $U_{\kappa}(S)$ whose elements are all right cancelable in $\beta S$. Thus the set of right cancelable elements of $\beta S$ contains a dense open subset of $U_{\kappa}(S)$.

Finally, the fact that there are $2^{2^{\kappa}}$ right cancelable elements of $\beta S$ follows from the fact that $\left|U_{\kappa}(V)\right|=2^{2^{\kappa}}$ if $|V|=\kappa$ (by Theorem 3.58.)

We now show that, if $S$ is countable, right cancelability in $\beta S$ is equivalent to several other properties. (If $S=T$ in Theorem 8.11 , then statement (3) says that $p$ is right cancelable in $\beta S$.)

Theorem 8.11. Let $S$ be a semigroup, let $p \in \beta S$, and let $T$ be an infinite subset of $S$. Consider the following statements. Statements (1) and (2) are equivalent and imply each of statements (3), (4), (5), and (6) which are equivalent. Statements (7), (8), and (9) are equivalent and are implied by each of statements (3), (4), (5), and (6). If $T$ is countable, all nine statements are equivalent.
(1) $a p \neq b p$ whenever $a$ and $b$ are distinct members of $T$ and $T p$ is strongly discrete.
(2) There is a function $f: S \rightarrow S$ such that for every $q \in \bar{T}, \widetilde{f}(q \cdot p)=q$.
(3) $q p \neq r p$ whenever $q$ and $r$ are distinct members of $\bar{T}$.
(4) For every $A \subseteq T$ there exists $B \subseteq S$ such that $A=\left\{s \in T: s^{-1} B \in p\right\}$.
(5) For every pair of disjoint subsets $A$ and $B$ of $T, \overline{A p} \cap \overline{B p}=\emptyset$.
(6) $\rho_{p \mid \bar{T}}: \bar{T} \rightarrow \bar{T} p$ is a homeomorphism.
(7) $\rho_{p \mid T}: T \rightarrow T p$ is a homeomorphism.
(8) $a p \neq b p$ whenever $a$ and $b$ are distinct members of $T$ and $T p$ is discrete.
(9) For every $a \in T$ and every $q \in \bar{T} \backslash\{a\}$, $a p \neq q p$.

Proof. To see that (1) implies (2) assume that (1) holds. Then there is a family $\left\langle B_{a}\right\rangle_{a \in T}$ of pairwise disjoint subsets of $T$ such that $a p \in \overline{B_{a}}$ for every $a \in T$. We define $f: S \rightarrow S$ by stating that $f(s)=a$ if $s \in B_{a}$, defining $f$ arbitrarily on $S \backslash \bigcup_{a \in S} B_{a}$. Since, given $a \in T, f$ is identically equal to $a$ on $B_{a}$ and since $a p \in \overline{B_{a}}$, it follows that $\widetilde{f}(a p)=a$ for every $a \in T$. Hence, for every $q \in \bar{T}$, we have $\widetilde{f} \circ \rho_{p}$ agrees with the identity on a member of $q$ and thus $\widetilde{f}(q p)=q$.

To see that (2) implies (1) pick a function $f$ as guaranteed by (2). For each $a \in T$ one has that $\widetilde{f} \circ \lambda_{a}(p)=a$ and $\{a\}$ is open in $S$ so pick a member $B_{a}$ of $p$ such that $\widetilde{f} \circ \lambda_{a}\left[\overline{B_{a}}\right]=\{a\}$. If $a \neq b$, then $f\left[a B_{a}\right]=\{a\} \neq\{b\}=f\left[b B_{b}\right]$ so $a B_{a} \cap b B_{b}=\emptyset$.

That (1) implies (3) is Lemma 8.9 (ii). That (3) and (4) are equivalent is Theorem 8.7.

To see that (4) implies (5), let $A$ and $B$ be disjoint subsets of $T$ and pick $C \subseteq S$ such that $A=\left\{s \in T: s^{-1} C \in p\right\}$. Then $A p \subseteq \bar{C}$ and $B p \subseteq \overline{S \backslash C}$.

To see that (5) implies (3), let $q$ and $r$ be distinct members of $\bar{T}$ and pick $A \in q \backslash r$. Then $q p \in \overline{(A \cap T) p}$ and $r p \in \overline{(T \backslash A) p}$ so $q p \neq r p$.

Statements (3) and (6) are equivalent because a continuous function with compact domain (onto a Hausdorff space, which all of our hypothesized spaces are) is a homeomorphism if and only if it is one to one.

That statement (6) implies statement (7) is trivial as is the equivalence of statements (7) and (8).

To see that statement (8) implies statement (9), let $a \in T$ and let $q \in \bar{T} \backslash\{a\}$. Then $q p \in(\bar{T} \backslash\{a\}) p=(\overline{T \backslash\{a\}}) p=\overline{(T \backslash\{a\}) p}=\overline{T p \backslash\{a p\}}$ and $a p \notin \overline{T p \backslash\{a p\}}$.

To see that statement (9) implies statement (8), notice that trivially $a p \neq b p$ whenever $a \neq b$ in $T$. If $T p$ is not discrete then for some $a \in T$ one has $a p \in \overline{T p \backslash\{a p\}}=$ $(\bar{T} \backslash\{a\}) p$, a contradiction.

Finally, if $S$ is countable one has that statement (8) implies statement (1).
We do not know whether the requirement that $S$ is countable is needed for the equivalence of all nine statements in Theorem 8.11.

Question 8.12. Do there exist a semigroup $S$ (necessarily uncountable) and a point $p$ of $\beta S$ such that $p$ is right cancelable in $\beta S$ but $S p$ is not strongly discrete?

Question 8.13. Do there exist a semigroup $S$ (necessarily uncountable) and a point $p$ of $\beta S$ such that $a p \neq b p$ whenever $a$ and $b$ are distinct members of $S$ and $S p$ is discrete, but $p$ is not right cancelable in $\beta S$ ?

Recall that a point $x$ of a topological space $X$ is a weak $P$-point of $X$ provided that whenever $D$ is a countable subset of $X \backslash\{x\}, x \notin c \ell D$.

Corollary 8.14. Assume that $S$ is a countable cancellative semigroup. Then every weak $P$-point in $S^{*}$ is right cancelable in $\beta S$.

Proof. Suppose that $p$ is a weak P-point in $S^{*}$. We shall show that for every $a \in S$ and every $q \in \beta S \backslash\{a\}$ one has $a p \neq q p$. The required result will then follow from Theorem 8.11.

Suppose instead that we have $a \in S$ and $q \in \beta S \backslash\{a\}$ such that $a p=q p$. By Corollary 8.2, $q \in S^{*}$. By Lemma 8.1, $\lambda_{a}$ is one to one, and hence $\lambda_{a \mid S^{*}}$ is a homeomorphism from $S^{*}$ onto $a S^{*}$ so that $a p$ is a weak P-point of $a S^{*}$.

Let $B=\left\{s \in S \backslash\{a\}: s^{-1} a S \in p\right\}$. Since $a S \in a p=q p$, one has $B \in q$ so that $a p=q p \in c \ell(B p)$. But now, given $s \in B$ one has $s p \in \overline{a S}=a \beta S$ so $B p \subseteq a \beta S$. By Corollary 4.33 $B p \subseteq S^{*}$ so $B p \subseteq a S^{*}$. Since $a p \notin B p$ we have a contradiction to the fact that $a p$ is a weak P-point of $a S^{*}$.

In certain cases we shall see that the following necessary condition for right cancelability is also sufficient.

Lemma 8.15. Let $S$ be a weakly left cancellative semigroup and let $p \in \beta S$. If $p$ is right cancelable in $\beta S$, then $p \notin S^{*} p$.

Proof. Suppose that $p=x p$ for some $x \in S^{*}$ and pick $a \in S$. Then $a x \in S^{*}$ by Theorem 4.31, so $a x \neq a$ while $a p=a x p$, a contradiction.

We pause to introduce a notion which will be used in our next characterization.
Definition 8.16. Let $S$ be a discrete space. The Rudin-Keisler order $\leq_{\mathrm{RK}}$ on $\beta S$ is defined by stating that for any $p, q \in \beta S, p \leq_{\mathrm{RK}} q$ if and only if there is a function $f: S \rightarrow S$ for which $\widetilde{f}(q)=p$.

If $p, q \in \beta S$ we shall write $p \approx_{\mathrm{RK}} q$ if $p \leq_{\mathrm{RK}} q$ and $q \leq_{\mathrm{RK}} p$ and we shall write $p<{ }_{\mathrm{RK}} q$ if $p \leq_{\mathrm{RK}} q$ and $q \not \mathrm{KRK}_{\mathrm{RK}} p$.

Theorem 8.17. Let $S$ be a discrete space. The following statements are equivalent:
(a) $p \approx_{\text {RK }} q$.
(b) $p \leq_{\mathrm{RK}} q$ and whenever $f: S \rightarrow S$ and $\widetilde{f}(q)=p$, there exists some $Q \in q$ such that $f_{\mid Q}$ is injective.
(c) There exist $f: S \rightarrow S$ and $Q \in q$ such that $\widetilde{f}(q)=p$ and $f_{\mid Q}$ is injective.
(d) There is a bijection $g: S \rightarrow S$ such that $\widetilde{g}(q)=p$.

Proof. (a) implies (b). Let $f: S \rightarrow S$ such that $\widetilde{f}(q)=p$. Since $q \leq_{\text {RK }} p$, pick $g: S \rightarrow S$ such that $\widetilde{g}(p)=q$. Then $\widetilde{g \circ f}(q)=\widetilde{g}(\widetilde{f}(q))=q$ so by Theorem 3.35, $Q=\{a \in S: g(f(a))=a\} \in q$.

That (b) implies (c) is trivial.
(c) implies (d). By passing to a subset if necessary we may presume that $|S \backslash Q|=$ $|S \backslash f[Q]|$. Thus we may choose a bijection $g: S \rightarrow S$ such that $g_{\mid Q}=f_{\mid Q}$.
(d) implies (a). Since $\widetilde{g}(q)=p, p \leq_{\mathrm{RK}} q$. Since $\widetilde{g^{-1}}(p)=q, q \leq_{\mathrm{RK}} p$.

In the case $S$ is a countable group (or $(\mathbb{N},+)$ ) we see that we can add to the equivalent conditions of Theorem 8.11.

Theorem 8.18. Suppose that $S$ is either $(\mathbb{N},+)$ or a countable group. For every $p \in S^{*}$ the following statements are equivalent:
(1) $p$ is right cancelable in $\beta S$.
(2) $p \notin S^{*} p$.
(3) There is no idempotent $e \in S^{*}$ for which $p=e p$.
(4) For every $x \in S^{*}, x<_{\mathrm{RK}} x p$ and $p<_{\mathrm{RK}} x p$.
(5) For every $x \in S^{*}, p<_{\mathrm{RK}} x p$.

Proof. That (1) implies (2) is Lemma 8.15. To see that (2) implies (1), it suffices by Theorem 8.11 to show that for each $a \in S$ and each $q \in \beta S \backslash\{a\}, a p \neq q p$ so let $a \in S$ and $q \in \beta S \backslash\{a\}$ and suppose that $a p=q p$. In case $S$ is a countable group, we have $p=a^{-1} q p$ and by Corollary $4.33 a^{-1} q \in S^{*}$. In case $S$ is $(\mathbb{N},+)$, the equation becomes $a+p=q+p$ so, in $\beta \mathbb{Z}, p=-a+q+p$. By Exercise 4.3.5, $\mathbb{N}^{*}$ is a left ideal of $\beta \mathbb{Z}$ so $-a+q \in \mathbb{N}^{*}$.

The equivalence of (2) and (3) follows from the fact that $\left\{x \in S^{*}: p=x p\right\}$ is a compact subsemigroup of $S^{*}$ if and only if it is nonempty. Thus, by Theorem 2.5 , this set is nonempty if and only if it contains an idempotent.

To show that (1) implies (4), suppose that $p$ is right cancelable in $\beta S$. By Theorem 8.11, there is a family $\left\langle U_{a}\right\rangle_{a \in S}$ of pairwise disjoint open subsets of $\beta S$ such that $a p \in U_{a}$ for every $a \in S$. We put $P_{a}=\left\{b \in S: a b \in U_{a}\right\}$ and observe that $P_{a} \in p$ for every $a \in S$. Every element $s \in \bigcup_{a \in S} a P_{a}$ can be expressed uniquely in the form $s=a b$ with $a \in S$ and $b \in P_{a}$. We define functions $f, g: S \rightarrow S$ by stating that $f(s)=a$ and $g(s)=b$ if $s$ is expressed in this way, defining $f$ and $g$ arbitrarily on $S \backslash \bigcup_{a \in S} a P_{a}$. Let $x \in S^{*}$. Since $f(a b)=a$ and $g(a b)=b$ if $a \in S$ and $b \in P_{a}$, we have

$$
\begin{aligned}
& \widetilde{f}(x p)=f\left(x-\lim _{a \in S} p-\lim _{b \in P_{a}} a b\right)=x-\lim _{a \in S} p-\lim \underset{b \in P_{a}}{ } f(a b)=x-\lim _{a \in S} p-\lim _{b \in P_{a}} a=x \quad \text { and } \\
& \widetilde{g}(x p)=g\left(x-\lim _{a \in S} p-\lim _{b \in P_{a}} a b\right)=x-\lim _{a \in S} p-\lim _{b \in P_{a}} g(a b)=x-\lim _{a \in S} p-\lim _{b \in P_{a}} b=p
\end{aligned}
$$

So $x \leq_{\mathrm{RK}} x p$ and $p \leq_{\mathrm{RK}} x p$.
If $x \approx_{\mathrm{RK}} x p$, then by Theorem 8.17 there is a set $B \in x p$ such that $f_{\mid B}$ is injective. Let $X=\left\{a \in S: a^{-1} B \in p\right\}$. Then $X \in x$ so is nonempty. Pick $a \in X$ and, since $p \in S^{*}$, pick distinct elements $b$ and $c$ of $a^{-1} B \cap P_{a}$. Then $a b$ and $a c$ are distinct elements of $B$ so $f(a b) \neq f(a c)$. But $a b, a c \in a P_{a}$ so $f(a b)=a=f(a c)$, a contradiction.

Similarly, if $p \approx_{\mathrm{RK}} x p$, then there is a set $C \in x p$ such that $f_{\mid C}$ is injective. Let $Y=\left\{a \in S: a^{-1} C \in p\right\}$. Then $Y \in x$ and $x \in S^{*}$, so pick distinct $a$ and $b$ in $Y$. Pick $c \in a^{-1} C \cap b^{-1} C \cap P_{a} \cap P_{b}$. Then $a c$ and $b c$ are distinct members of $C$ so $g(a c) \neq g(b c)$. But $a c \in a P_{a}$ and $b c \in b P_{b}$, so $g(a c)=c=g(b c)$, a contradiction.

Trivially (4) implies (5) and (5) implies (2).
The equivalence of statements (1), (4), and (5) of Theorem 8.18 will be established under weaker assumptions in Theorem 11.8.

We saw in Theorem 8.7 that for any semigroup $S$ and any $p \in \beta S, p$ is right cancelable in $\beta S$ if and only if for every $A \subseteq S$ there is some $B \subseteq S$ such that
$A=\left\{x \in S: x^{-1} B \in p\right\}$. We see now that, in the case $S$ is a countable group, it is sufficient to know this for $A=\{e\}$.

Theorem 8.19. Suppose that $S$ is either $(\mathbb{N},+)$ or a countable group. An element $p \in \beta S$ is right cancelable in $\beta S$ if and only if there exists $B \in p$ such that, for every $a \in S$ distinct from the identity, $a^{-1} B \notin p$.

Proof. Necessity. In case $S$ is a group with identity $e$, let $A=\{e\}$ and pick $B$ as guaranteed by Theorem 8.7. In case $S$ is $(\mathbb{N},+)$, apply 8.7 with $A=\{1\}$, and if $C$ is such that $\{1\}=\{x \in \mathbb{N}:-x+C \in p\}$, let $B=-1+C$.

Sufficiency. Pick such $B$ and suppose that $p$ is not right cancelable. Then by Theorem 8.18 pick $x \in S^{*}$ such that $p=x p$. Since $B \in p$, one has $\{a \in S$ : $\left.a^{-1} B \in p\right\} \in x$ so there is some $a$ distinct from the identity such that $a^{-1} B \in p$, a contradiction.

In the next theorem, we show that every ultrafilter in $\beta \mathbb{N}$ is right cancelable on a large open subset of $\beta \mathbb{N}$.

Theorem 8.20. Suppose that $S$ is either $(\mathbb{N},+)$ or a countable group. Let $p \in \beta S$. There is a dense open subset $U$ of $\beta S$ such that $U \cap S^{*}$ is dense in $S^{*}$ and $x p \neq y p$ whenever $x$ and $y$ are distinct elements of $U$.

Proof. For each $a \in S$, let $C_{a}=\left\{x \in S^{*}: a p=x p\right\}$. Then $C_{a}$ is a closed subset of $S^{*}$. We claim that it is nowhere dense in $S^{*}$. To see this, suppose we have some infinite subset $A$ of $S$ such that $\bar{A} \cap S^{*} \subseteq C_{a}$. Then by Corollaries 8.2 and $4.33, A p$ is an infinite subset of $S^{*}$ so we can choose an infinite subset $T$ of $A \backslash\{a\}$ for which $T p$ is discrete in $\beta S$. Now by Theorem 8.11, $q p \neq r p$ whenever $q$ and $r$ are distinct members of $\bar{T}$, so for at most one $q \in \bar{T}$ is $q p=a p$ and thus there exists $r \in \bar{T} \cap S^{*}$ such that $r p \neq a p$ so that $r \notin C_{a}$, a contradiction.

Now $\bigcup_{a \in S} C_{a}$ is nowhere dense in $S^{*}$ by Corollary 3.37. Let $U=\beta S \backslash \overline{\bigcup_{a \in S} C_{a}}$. Then $U$ is a dense open subset of $\beta S$ for which $U \cap S^{*}$ is dense in $S^{*}$.

It is immediate that, for every $a \in S$ and every $x \in U, a p \neq x p$. Suppose that $x$ and $y$ are distinct elements of $U$. We can choose disjoint subsets $X$ and $Y$ of $S$ satisfying $X \in x, Y \in y, \bar{X} \subseteq U$, and $\bar{Y} \subseteq U$. We observe that $x p \in \bar{X} p$ and $y p \in \bar{Y} p$. So the equation $x p=y p$ would imply, by Theorem 3.40, that $a p=y^{\prime} p$ for some $a \in X$ and some $y^{\prime} \in \bar{Y}$ or that $x^{\prime} p=b p$ for some $x^{\prime} \in \bar{X}$ and some $b \in Y$. Since this is not possible, $x p \neq y p$.

We now show that the semigroup generated by a right cancelable element of $S^{*}$ provides, under certain conditions on $S$, an example of a semigroup whose closure fails dramatically to be a semigroup.

Theorem 8.21. Let $S$ be a discrete countable cancellative semigroup and let $p \in S^{*}$ be a right cancelable element of $\beta S$. Let $T=\left\{p^{n}: n \in \mathbb{N}\right\}$ and $X=c \ell_{\beta G} T \backslash T$. Then the elements of $X$ generate a free subsemigroup of $\beta S$.

Proof. We shall use the fact that $S^{*}$ is an ideal of $\beta S$ (by Theorem 4.36).
We first note that, if $a \in S, n \in \mathbb{N}$, and $y \in X$, then $a p^{n} \notin(\beta S) y$. This follows from the observation that $y \in c \ell\left\{p^{r}: r>n\right\} \subseteq S^{*} p^{n}$ and that, since $p^{n}$ is right cancelable in $\beta S, a p^{n} \notin S^{*} p^{n}$.

We now show that the equation $a x=u y$, where $x, y \in X, a \in S$ and $u \in \beta S$, implies that $a=u$ and $x=y$. We may assume that $a \neq u$, because $a=u$ implies that $x=y$ by Lemma 8.1.

We note that $a x \in c \ell(a T)$ and $u y \in c \ell((S \backslash\{a\}) y)$. It follows from Theorem 3.40 that $a p^{n}=v y$ for some $n \in \mathbb{N}$ and some $v \in \beta S$, or else $a z=b y$ for some $z \in X$ and some $b \in S \backslash\{a\}$. The first possibility cannot hold because $a p^{n} \notin(\beta S) y$, and so we may assume the second.

Now $a z \in c \ell(a T)$ and $b y \in c \ell(b T)$. So another application of Theorem 3.40 shows that $a z^{\prime}=b y^{\prime}$, where $z^{\prime}, y^{\prime} \in c \ell T$ and either $z^{\prime}$ or $y^{\prime}$ is in $T$. We have seen that $z^{\prime} \in T$ implies that $y^{\prime} \in T$ and vice-versa. So we have $a p^{m}=b p^{n}$ for some $m, n \in \mathbb{N}$. However, this cannot hold if $m=n$ (by Lemma 6.28). It cannot hold if $m<n$, because this would imply that $a=b p^{n-m} \in S^{*}$. Similarly, it cannot hold if $m>n$. So $a x=u y$ does imply that $a=u$ and $x=y$.

We can therefore assert that the elements of $X$ are right cancelable in $\beta S$, by condition (9) of Theorem 8.11. Furthermore, for any $x, y \in X, x \neq y$ implies that $(\beta S) x \cap(\beta S) y=\emptyset$, by Theorem 6.19.

To see that $X$ generates a free subsemigroup of $\beta S$, suppose that $m, n \in \mathbb{N}$ and that $x_{1} x_{2} \cdots x_{m}=y_{1} y_{2} \cdots y_{n}$ where each $x_{i}$ and each $y_{j}$ is in $X$ and the sequences $\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ and $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ are different. We also suppose that we have chosen an equation of this kind for which $m+n$ is as small as possible. Since $(\beta S) x_{m} \cap(\beta S) y_{n}=\emptyset$ if $x_{m} \neq y_{n}$, we have that $x_{m}=y_{n}$. We claim that $m, n>1$. To see this, we note that $m=1$ implies that $n>1$ and that $a x_{1}=a y_{1} y_{2} \cdots y_{n}$ for any $a \in S$. Since $x_{1}$ is right cancelable in $\beta S$, this results in the contradiction that $a \in S^{*}$. Using the fact that $x_{m}$ is right cancelable once again, we have $x_{1} x_{2}, \cdots x_{m-1}=y_{1} y_{2} \cdots y_{n-1}$. This contradicts our assumption that $m+n$ is as small as possible.

We shall show in Corollary 8.26 that right cancelable elements can occur in the closure of the smallest ideal of $\beta S$.

Theorem 8.22. Let $S$ be a discrete countably infinite cancellative semigroup and let $T$ be an infinite subsemigroup of $S$. There is a sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ of minimal idempotents in $\beta T$ with the property that, if $p$ is any accumulation point of $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$, then $S p \cap S^{*} S^{*}=\emptyset$.

Proof. Let $f: S \rightarrow \omega$ denote a function whose existence is guaranteed by Lemma 6.47. Since $f[T]=\omega, \widetilde{f}[\beta T]=\beta \omega$. We observe that $f[S]=\omega$ and hence that $\widetilde{f}^{-1}\left[\omega^{*}\right] \subseteq S^{*}$. Choose an infinite sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ in $\overline{3 \mathbb{N}} \backslash \mathbb{N}$ such that $\left\{x_{n}: n \in \mathbb{N}\right\}$ is discrete. Then $\left\{i+x_{n}: n \in \mathbb{N}\right.$ and $\left.i \in\{-1,0,1\}\right\}$ is discrete. Given $n \in \mathbb{N}$, one may pick $v \in T^{*} \cap \widetilde{f}^{-1}\left[\left\{x_{n}\right\}\right]$. For this $v, \beta T v \subseteq \widetilde{f}^{-1}\left[\left\{x_{n}-1, x_{n}\right.\right.$, $\left.x_{n}+1\right\}$ ] by Lemma 6.54.2, and one may therefore pick by Corollary 2.6 a minimal idempotent $p_{n}$ of $\beta T$ with $\widetilde{f}\left(p_{n}\right) \in\left\{x_{n}-1, x_{n}, x_{n}+1\right\}$. We recall that $T^{*}$ is an ideal of $\beta T$ (by Theorem 4.36), and so $p_{n} \in T^{*}$. The conclusion now follows from Theorem 6.54.4.

Corollary 8.23. Let $S$ be a discrete countably infinite cancellative semigroup and let $T$ be an infinite subsemigroup of $S$. There are elements $p$ in $\overline{E(K(\beta T))}$ which are not in $S^{*} S^{*}$.

Proof. Let $\left\langle e_{n}\right\rangle_{n=1}^{\infty}$ be as guaranteed by Theorem 8.22 and let $p$ be a cluster point of this sequence. Suppose that $p=q r$ for some $q, r \in S^{*}$ and pick $a \in S$. By Theorem 4.31, $a q \in S^{*}$, so $a p=a q r \in S p \cap S^{*} S^{*}$, a contradiction.

Corollary 8.24. If $S$ is a discrete infinite right cancellative and weakly left cancellative semigroup, then the set of idempotents in $S^{*}$ is not closed.

Proof. By Corollary 8.23, the set of idempotents in $\beta \mathbb{N}$ is not closed and therefore the set of idempotents in $\mathbb{H}$ is not closed. Now $S^{*}$ is a compact semigroup (by Theorem 4.31) and therefore contains an idempotent. It follows from Theorem 6.32 that $S^{*}$ contains a copy of $\mathbb{H}$.

Corollary 8.25. Let $S$ be a discrete countably infinite cancellative semigroup. Then $K(\beta S)$ is not closed in $\beta S$.

Proof. This follows from Corollary 8.23 (with $S=T$ ) and the observation that $K(\beta S) \subseteq S^{*} S^{*}$, because $S^{*} S^{*}$ is an ideal of $\beta S$ (by Theorem 4.36).

We shall show in Corollary 8.26 that right cancelable elements can occur in the closure of the set of minimal idempotents in $\beta S$.

Corollary 8.26. Let $S$ be a discrete countably infinite cancellative semigroup and let $\frac{T \text { be an infinite subsemigroup of } S \text {. There are right cancelable elements of } \beta S \text { in }}{E(K(\beta T))}$.

Proof. This is immediate from Theorem 8.22, Corollary 8.2, and condition (9) of Theorem 8.11.

It is an immediate consequence of Theorem 8.22 that the set of minimal idempotents in $\beta \mathbb{Z}$ is not closed.

Exercise 8.2.1. Prove Theorem 8.8 by modifying the proof of Theorem 8.7.
Exercise 8.2.2. Let $S$ be any discrete semigroup and let $x, p \in \beta S$. Show that:
(i) If $p$ is right cancelable, $x p \in K(\beta S)$ if and only if $x \in K(\beta S)$.
(ii) If $p$ is left cancelable, $p x \in K(\beta S)$ if and only if $x \in K(\beta S)$. (Recall that every element in $K(\beta S)$ belongs to a group contained in $K(\beta S)$ by Theorem 1.64).

Exercise 8.2.3. Prove that the topological center of $\mathbb{N}^{*}$ is empty. (Hint: Suppose that $x$ is in the topological center of $\mathbb{N}^{*}$. Show that $x$ is in the center of $\beta \mathbb{N}$ by choosing an element $y \in \mathbb{N}^{*}$ which is right cancelable in $\beta \mathbb{N}$. For every $z \in \beta \mathbb{N}$ we have $x+z+y=\lambda_{x}\left(\lim _{n \rightarrow z}(n+y)\right)=\lim _{n \rightarrow z}(x+n+y)$ and $z+x+y=\lim _{n \rightarrow z}(n+x+y)$, where $n$ denotes a positive integer.)

### 8.3 Right Cancellation in $\beta \mathbb{N}$ and $\beta \mathbb{Z}$

In the case of the semigroups $(\mathbb{N},+)$ and $(\mathbb{Z},+)$, there are additional characterizations of right cancelability.

Theorem 8.27. Let $p \in \beta \mathbb{N}$. Then $p$ is right cancelable in $\beta \mathbb{N}$ if and only if there is an increasing sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that for every $k \in \mathbb{N}$,

$$
\left\{x_{n}: x_{n}+k<x_{n+1}\right\} \in p
$$

Proof. Necessity. Choose by Theorem 8.19 some $B \in p$ such that $-k+B \notin p$ for each $k \in \mathbb{N}$ and let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ enumerate $B$ in increasing order. Then given $k \in \mathbb{N}$, $B \backslash \bigcup_{i=1}^{k}(-i+B) \in p$ and $B \backslash \bigcup_{i=1}^{k}(-i+B) \subseteq\left\{x_{n}: x_{n}+k<x_{n+1}\right\}$.

Sufficiency. Let $B=\left\{x_{n}: n \in \mathbb{N}\right\}$. Then given $k \in \mathbb{N}$,

$$
(-k+B) \cap\left\{x_{n}: x_{n}+k<x_{n+1}\right\}=\emptyset
$$

so $-k+B \notin p$.
The proof of the following theorem is nearly identical, and we leave it as an exercise.

Theorem 8.28. Let $p \in \beta \mathbb{N}$. Then $p$ is right cancelable in $\beta \mathbb{Z}$ if and only if there is an increasing sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that for every $k \in \mathbb{N},\left\{x_{n}: x_{n-1}+k<\right.$ $\left.x_{n}<x_{n+1}-k\right\} \in p$.

## Proof. This is Exercise 8.3.1

In the next example, we show that the condition of Theorem 8.28 is really stronger than the condition of Theorem 8.27.

Example 8.29. There is an element $p \in \beta \mathbb{N}$ which is right cancelable in $\beta \mathbb{N}$ but not in $\beta \mathbb{Z}$.

Proof. We choose an idempotent $q \in \beta \mathbb{N}$ for which $\operatorname{FS}\left(\left\langle 3^{t}\right\rangle_{t=k}^{\infty}\right) \in q$ for each $k \in \mathbb{N}$. (This is possible by Lemma 5.11.) We put $p=-q+q$ and shall show that $p$ is right cancelable in $\beta \mathbb{N}$ but $p$ is not right cancelable in $\beta \mathbb{Z}$. (We recall that $-q \in \beta \mathbb{Z}$ is the ultrafilter generated by $\{-A: A \in q\}$ ). By Exercise 4.3.5, $\mathbb{N}^{*}$ is a left ideal of $\beta \mathbb{Z}$ so $p \in \mathbb{N}^{*}$.

It is easy to check that $-q \in E(\beta \mathbb{Z})$ and thus $-q+p=p$ so that $p \in \mathbb{Z}^{*}+p$ and hence by Theorem 8.18, $p$ is not right cancelable in $\beta \mathbb{Z}$.

Suppose that $p$ is not right cancelable in $\beta \mathbb{N}$. Then $p=z+p$ for some $z \in \mathbb{N}^{*}$, by Theorem 8.18. That is $-q+q=z+-q+q$. Let

$$
A=\left\{\sum_{t \in F} 3^{t}-\sum_{t \in H} 3^{t}+k: k \in \mathbb{N}, F, H \in \mathscr{P}_{f}(\mathbb{N}), ~\left(\begin{array}{l}
\text { min } \left.F>\max H+1, \text { and } k<3^{\min H-1}\right\}
\end{array}\right.\right.
$$

and let

$$
B=\left\{\sum_{t \in F} 3^{t}-\sum_{t \in H} 3^{t}: F, H \in \mathcal{P}_{f}(\mathbb{N}) \text { and } \min F>\max H+1\right\}
$$

Using Theorem 4.15, one easily shows that $A \in z+-q+q$ and $B \in-q+q$.
Now, elements of $B$ are easy to recognize by their ternary representations. That is, if $F, H \in \mathcal{P}_{f}(\mathbb{N}), j=\min F>\max H+1, i=\min H$, and $\max F=\ell$, then $\sum_{t \in F} 3^{t}-\sum_{t \in H} 3^{t}=\sum_{t=i}^{\ell} a_{t} 3^{t}$, where $a_{i}=a_{j-1}=2, a_{t} \in\{1,2\}$ for all $t \in\{i, i+1, \ldots, j-1\}$, and $a_{t} \in\{0,1\}$ if $t \geq j$. That is each such an element has a highest order 2 and a lowest order 2, which is its lowest nonzero ternary digit, and no 0 's between these positions. No element of $A$ can fit that description, so $A \cap B=\emptyset$, a contradiction.

Corollary 8.26 yields some surprising information about $\mathbb{H}$. We know from Example 2.16 that in a compact right topological semigroup $S, c \ell K(S)$ need not be a left ideal. On the other hand, if $S$ is a discrete semigroup, we know from Theorems 2.15 and 2.17 that $c \ell K(\beta S)$ is always a two sided ideal of $\beta S$.

Theorem 8.30. The closure of $K(\mathbb{H})$ is not a left ideal of $\mathbb{H}$.
 $\overline{E(K(\beta \mathbb{N}))}$ which is right cancelable in $\beta \mathbb{Z}$. By Theorem 8.27 , there is an increasing sequence $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that for each $k \in \mathbb{N},\left\{b_{n}: b_{n+1}>b_{n}+k\right\} \in x$.

Now $K(\mathbb{H})=\mathbb{H} \cap K(\beta \mathbb{N})$ by Theorem 1.65. So, by Lemma 6.8, $E(K(\mathbb{H}))=$ $E(K(\beta \mathbb{N}))$ and thus $x \in c \ell K(\mathbb{H})$. We shall show that there is some $w \in \mathbb{H}$ such that $w+x \notin c \ell K(\mathbb{H})$.

Recall that for $a \in \mathbb{N}, \operatorname{supp}(a)$ denotes the binary support of $a$. For $a, b \in \mathbb{N}$, write $a \ll b$ if and only if $\max \operatorname{supp}(a)<\min \operatorname{supp}(b)$. For $a \in \mathbb{N}$, let $f(a)=$ $\max \operatorname{supp}(a)$. Let

$$
X=\left\{a+b_{n}: a \in \mathbb{N}, b_{n+1}>b_{n}+2^{f(a)+1}, \text { and } a \ll b_{n}\right\}
$$

We claim that $\beta \mathbb{N}+x \subseteq \bar{X}$ for which it suffices to show that $\mathbb{N}+x \subseteq \bar{X}$. So let $a \in \mathbb{N}$. Then $\left\{b_{n}: \overline{b_{n+1}}>b_{n}+2^{f(a)+1}\right\} \in x$ and, since $x \in \mathbb{H},\{w \in \mathbb{N}$ : $a \ll w\} \in x$. Since $\left\{b_{n}: b_{n+1}>b_{n}+2^{f(a)+1}\right\} \cap\{w \in \mathbb{N}: a \ll w\} \subseteq-a+X$, $a+x \in \bar{X}$ as required.

Now each $y \in X$ has a unique representation in the form $a+b_{n}$ with $b_{n+1}>$ $b_{n}+2^{f(a)+1}$ so we may define $g: X \rightarrow \mathbb{N}$ by $g\left(a+b_{n}\right)=a$ and extend $g$ arbitrarily to $\mathbb{N}$. Let $B=\left\{b_{n}: n \in \mathbb{N}\right\}$. Then given any $y \in \beta \mathbb{N}$, one has

$$
\widetilde{g}(y+x)=\widetilde{g}\left(y-\lim _{a \in \mathbb{N}} x-\lim _{b \in B}(a+b)\right)=\underset{a \in \mathbb{N}}{y-\lim _{b \in B} x-\lim _{b \in B}} g(a+b)=y-\lim _{a \in \mathbb{N}} a=y
$$

We now show that

$$
\begin{equation*}
\text { if } z \in \mathbb{H} \cap K(\beta \mathbb{N}) \cap \bar{X} \text {, then } \widetilde{g}(z) \in K(\beta \mathbb{N}) \tag{*}
\end{equation*}
$$

To see this, let $z \in \mathbb{H} \cap K(\beta \mathbb{N}) \cap \bar{X}$ and pick an idempotent $e \in K(\beta \mathbb{N})$ such that $z=e+z$. Now if $u, a \in \mathbb{N}$ and $u \ll a$, then $f(u+a)=f(a)$ so if $b_{n+1}>b_{n}+2^{f(a)+1}$ and $a \ll b_{n}$, then $u+a+b_{n} \in X$ and $a+b_{n} \in X$ so $g\left(u+a+b_{n}\right)=u+a=u+g\left(a+b_{n}\right)$.

We now show that $\widetilde{g}(z)=e+\widetilde{g}(z)$ so that $\widetilde{g}(z) \in K(\beta \mathbb{N})$ as required. Suppose instead that $\widetilde{g}(z) \neq e+\widetilde{g}(z)$ and pick disjoint open neighborhoods $U$ of $\widetilde{g}(z)$ and $V$ of $e+\widetilde{g}(z)$. Pick an open neighborhood $R$ of $z$ such that $\widetilde{g}[R] \subseteq U$. Then $e+z \in R$ so pick $C_{1} \in e$ such that $\overline{C_{1}}+z \subseteq R$ and pick $C_{2} \in e$ such that $\overline{C_{2}}+\widetilde{g}(z) \subseteq V$. Pick $u \in C_{1} \cap C_{2}$ and let $m=f(u)+1$. Pick $A_{1} \in z$ such that $u+\overline{A_{1}} \subseteq R$ and pick a neighborhood $W$ of $\widetilde{g}(z)$ such that $u+W \subseteq V$. Pick $A_{2} \in z$ such that $\widetilde{g}\left[\overline{A_{2}}\right] \subseteq W$. Then $A_{1} \cap A_{2} \cap \mathbb{N} 2^{m} \cap X \in z$ so pick $y \in A_{1} \cap A_{2} \cap \mathbb{N} 2^{m} \cap X$. Since $y \in X$, pick $a$ and $n$ such that $y=a+b_{n}, b_{n+1}>b_{n}+2^{f(a)+1}$, and $a \ll b_{n}$. Since $a \ll b_{n}$, $m \leq \min \operatorname{supp}(y)=\min \operatorname{supp}\left(a+b_{n}\right)=\min \operatorname{supp}(a)$ so $u \ll a$. Now $y \in A_{1}$ so $u+a+b_{n} \in R$ so $g\left(u+a+b_{n}\right) \in U$. Also, $y \in A_{2}$ so $g\left(a+b_{n}\right) \in W$ so $u+g\left(a+b_{n}\right) \in V$. This is a contradiction since $g\left(a+b_{n}\right)=u+g\left(a+b_{n}\right)$ so $(*)$ is established.

Now pick any $w \in \mathbb{H} \backslash c \ell K(\beta \mathbb{N})$ (such as $w \in\left\{2^{n}: n \in \mathbb{N}\right\}^{*}$ ). We claim that $w+x \notin c \ell K(\mathbb{H})$ so suppose instead that $w+x \in c \ell K(\mathbb{H})=c \ell(\mathbb{H} \cap K(\beta \mathbb{N}))$. Then since $\beta \mathbb{N}+x \subseteq \bar{X}$ we have $w+x \in c \ell(\mathbb{H} \cap K(\beta \mathbb{N})) \cap \bar{X}$. Since $\bar{X}$ is clopen, $c \ell(\mathbb{H} \cap K(\beta \mathbb{N})) \cap \overline{\bar{X}}=c \ell(\mathbb{H} \cap K(\beta \mathbb{N}) \cap \bar{X})$. Thus

$$
w=\widetilde{g}(w+x) \in \widetilde{g}[c \ell(\mathbb{H} \cap K(\beta \mathbb{N}) \cap \bar{X})] \subseteq c \ell K(\beta \mathbb{N})
$$

by $(*)$. This contradiction completes the proof.

Corollary 8.31. $c \ell K(\mathbb{H}) \subsetneq \mathbb{H} \cap c \ell K(\beta \mathbb{N})$.
Proof. We know that $\mathbb{H} \cap c \ell K(\beta \mathbb{N})$ is an ideal of $\mathbb{H}$ by Theorems 2.15 and 2.17.
We do not know whether it is possible for the sum of two elements in $\beta \mathbb{N} \backslash(K(\beta \mathbb{N}))$ to be in $K(\beta \mathbb{N})$; nor do we know the corresponding possibility for the closure of $K(\beta \mathbb{N})$. However, something can be said in answer to these questions if one of the elements is right cancelable. The answer for the case of $K(\beta \mathbb{N})$ was in fact given in Exercise 8.2.2.

Theorem 8.32. Let $p$ be a right cancelable element in $\beta \mathbb{N} \backslash \overline{K(\beta \mathbb{N})}$. For every $q \in \beta \mathbb{N}, q+p \in \overline{K(\beta \mathbb{N})}$ if and only if $q \in \overline{K(\beta \mathbb{N})}$.

Proof. It follows from Theorem 2.15 that $q+p \in \overline{K(\beta \mathbb{N})}$ if $q \in \overline{K(\beta \mathbb{N})}$. So we shall suppose that $q+p \in \overline{K(\beta \mathbb{N})}$.

By Theorem 8.27, there is a set $P \in p$ which can be arranged as an increasing sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ with the property that, for every $k \in \mathbb{N},\left\{x_{n}: x_{n}+k<x_{n+1}\right\} \in p$. It is convenient to suppose that $x_{1}=1$. Since $p \notin \overline{K(\beta \mathbb{N})}$, we may suppose that $\bar{P} \cap K(\beta \mathbb{N})=\emptyset$.

For each $a \in \mathbb{N}$, let $C_{a}=\left\{x_{n}: 2 a+x_{n}<x_{n+1}\right\}$ and let $B=\bigcup_{a \in \mathbb{N}}\left(a+C_{a}\right)$. By Theorem 4.15, $B \in q+p$. We can define functions $f, g: \mathbb{N} \rightarrow \omega$ by stating that $f(r)=x_{n}$ if and only if $x_{n} \leq r<x_{n+1}$ and $g(r)=r-f(r)$. We observe that, if $b \in B$ is expressed as $b=a+x_{n}$, where $a \in \mathbb{N}$ and $2 a+x_{n}<x_{n+1}$, then $f(b)=x_{n}$ and $g(b)=a$.

This implies that

$$
\widetilde{g}(q+p)=\underset{a \in \mathbb{N}}{q-\lim } \underset{x_{n} \in C_{a}}{ } p-\lim g\left(a+x_{n}\right)=q-\lim a=q .
$$

We shall show that, for any $z \in \bar{B} \cap K(\beta \mathbb{N}), \widetilde{g}(z) \in K(\beta \mathbb{N})$. We first show that $\widetilde{g}(z) \in \mathbb{N}^{*}$. To see this, suppose that $\widetilde{g}(z)=m \in \mathbb{N}$. For every $b \in B \cap g^{-1}[\{m\}]$, we have $b=g(b)+f(b)=m+f(b)$. Since $\underset{\sim}{B} \cap g^{-1}[\{m\}] \in z$, it follows that $z=$ $m+\widetilde{f}(z)$. So $m+\widetilde{f}(z) \in K(\beta \mathbb{N})$ and hence $\widetilde{f}(z)=-m+(m+\widetilde{f}(z)) \in K(\beta \mathbb{N})$. Now $\widetilde{f}(z) \in \bar{P}$, and so this contradicts our assumption that $K(\beta \mathbb{N}) \cap \bar{P}=\emptyset$.

Since $z \in K(\beta \mathbb{N})$, there is an idempotent $e \in K(\beta \mathbb{N})$ for which $z=e+z$. We claim that for each $a \in \mathbb{N}, D_{a}=\{b \in \mathbb{N}: g(a+b)=a+g(b)\} \in z$. To see this, let $a \in \mathbb{N}$. Since $\widetilde{g}(z) \in \mathbb{N}^{*}$ and $B \in z$ one has $\{b \in B: g(b)>a\} \in z$. We claim that $\{b \in B: g(b)>a\} \subseteq D_{a}$. To this end, let $b \in B$ with $g(b)>a$ and let $f(b)=x_{n}$. Then $b=g(b)+x_{n}$ and since $b \in B, 2 g(b)+x_{n}<x_{n+1}$ and thus $x_{n}<a+b<x_{n+1}$ so $g(a+b)=a+b-x_{n}=a+g(b)$. Thus

$$
\begin{aligned}
\widetilde{g}(z) & =\widetilde{g}(e+z) \\
& =e-\lim _{a \in \mathbb{N}} z-\lim _{b \in D_{a}} g(a+b) \\
& =e-\lim _{a \in \mathbb{N}} z-\lim _{b \in D_{a}}(a+g(b)) \\
& =e-\lim _{a \in \mathbb{N}} z-\lim _{b \in D_{a}}\left(\lambda_{a} \circ g\right)(b) \\
& =e-\lim _{a \in \mathbb{N}}(a+\widetilde{g}(z)) \\
& =e+\widetilde{g}(z)
\end{aligned}
$$

This shows that $\widetilde{g}(z) \in K(\beta \mathbb{N})$, as claimed.
Since $q+p \in \overline{K(\beta \mathbb{N})} \cap \bar{B}$, it follows that

$$
q=\widetilde{g}(q+p) \in \widetilde{g}[\overline{K(\beta \mathbb{N})} \cap \bar{B}] \subseteq c \ell \widetilde{g}[K(\beta \mathbb{N}) \cap \bar{B}] \subseteq \overline{K(\beta \mathbb{N})}
$$

Exercise 8.3.1. Prove Theorem 8.28.
Exercise 8.3.2. Show that there is an element of $\beta \mathbb{N}$ which is right cancelable, but not left cancelable, in $\beta \mathbb{N}$. (Hint: Show that the element $p$ produced in Example 8.29 is not left cancelable.)

Exercise 8.3.3. Show that every left cancelable element of $\beta \mathbb{N}$ is also left cancelable in $\beta \mathbb{Z}$. (Hint: Use the fact that there are elements of $\beta \mathbb{N}$ that are right cancelable in $\beta \mathbb{Z}$.)

### 8.4 Left Cancelable Elements in $\beta S$

Left cancelable elements in $\beta S$ are harder to characterize than right cancelable elements, because the maps $\lambda_{p}$ are discontinuous and are therefore harder to work with than the maps $\rho_{p}$. However, there are many semigroups $S$ for which $\beta S$ does contain a rich set of left cancelable elements. These include the important case in which $S=\mathbb{N}$.

We shall derive several results for countable semigroups which can be algebraically embedded in the topological center of a compact cancellative right topological semigroup, in particular for those which can be algebraically embedded in compact topological groups. We recall that this is a property of all discrete countable semigroups
which are commutative and cancellative, and of many noncommutative semigroups as well, including the free group on any countable set of generators. (See the proofs of Corollaries 7.30 and 7.31.)

Lemma 8.33. Suppose that $S$ is a discrete semigroup, that $C$ is a compact cancellative right topological semigroup and that there is an injective homomorphism $h: S \rightarrow \Lambda(C)$. If $D$ is a countable subset of $S$ for which $h[D]$ is discrete, then every element in $c \ell_{\beta S} D$ is left cancelable in $\beta S$.

Proof. We note that our assumptions imply that $S$ is cancellative. We also note that $\widetilde{h}: \beta S \rightarrow C$ is a homomorphism (by Corollary 4.22).

Suppose that $p \in c \ell_{\beta S} D$ and that $p x=p y$, where $x$ and $y$ are distinct elements of $\beta S$. Then $\widetilde{h}(p) \widetilde{h}(x)=\widetilde{h}(p) \widetilde{h}(y)$ so $\widetilde{h}(x)=\widetilde{h}(y)$.

Now $p x \in \overline{D x}$ and $p y \in \overline{D y}$. By Theorem 3.40, we may suppose without loss of generality that $a x=q y$ for some $a \in D$ and some $q \in \bar{D}$. Now $q \neq a$, by Lemma 8.1, and so $D \backslash\{a\} \in q$. Now

$$
\widetilde{h}(q) \in \widetilde{h}[\overline{D \backslash\{a\}}]=c \ell(\widetilde{h}[D \backslash\{a\}])=c \ell(h[D] \backslash\{h(a)\})
$$

and consequently $h(a) \widetilde{h}(x)=\widetilde{h}(q) \widetilde{h}(y) \in c \ell(h[D] \backslash\{h(a)\}) \widetilde{h}(y)$ and so by right cancellation $h(a) \in \overline{h[D] \backslash\{h(a)\}}$ contradicting our assumption that $h[D]$ is discrete.

Theorem 8.34. Let $S$ be a countable discrete semigroup which can be algebraically embedded in the topological center of a compact cancellative right topological semigroup. Then the set of cancelable elements of $\beta S$ contains a dense open subset of $S^{*}$.

Proof. Suppose that $C$ is a compact cancellative right topological semigroup and that $h: S \rightarrow \Lambda(C)$ is an injective homomorphism. Every infinite subset $T$ of $S$ contains an infinite subset $D$ for which $h[D]$ is discrete. By Lemma 8.33, every element of $c \ell_{\beta S} D$ is left cancelable in $\beta S$. So the set of left cancelable elements of $\beta S$ contains a dense open subset of $S^{*}$. The same statement holds for the set of right cancelable elements of $\beta S$, by Theorem 8.10.

Theorem 8.35. Suppose that $S$ is a countable discrete semigroup, that $C$ is a compact cancellative right topological semigroup and that there is an injective homomorphism $h: S \rightarrow \Lambda(C)$. Let $D$ be a countable subset of $S$ with the property that $\widetilde{h}$ is constant on $\bar{D} \cap S^{*}$. Then every element of $\bar{D}$ is cancelable in $\beta S$.

Proof. We note that $\widetilde{h}: \beta S \rightarrow C$ is a homomorphism (by Corollary 4.22) and that $S$ is cancellative.

Every element of $D$ is cancelable in $\beta S$, by Lemma 8.1. So it is sufficient to prove that every element of $\bar{D} \cap S^{*}$ is cancelable in $\beta S$.

Suppose that $p \in \bar{D} \cap S^{*}$ and that $p x=p y$, where $x$ and $y$ are distinct elements of $\beta S$. This implies that $\widetilde{h}(x)=\widetilde{h}(y)$. There is at most one element $s \in D$ for which $h(s)=\widetilde{h}(p)$. Let $B$ denote $D$ with this element deleted, if it exists. Now $p x \in \overline{B x}$ and $p y \in \overline{B y}$. By Theorem 3.40, we may suppose that $a x \equiv q y$ for some $a \in B$ and some $q \in \bar{B}$. Now $a \neq q$, by Lemma 8.1. Furthermore, $\widetilde{h}(a x)=\widetilde{h}(q y)$ and so $h(a) \widetilde{h}(x)=\widetilde{h}(q) \widetilde{h}(y)$ so by right cancellation $h(a)=\widetilde{h}(q)$. This implies that $q \notin D$ and hence that $\widetilde{h}(q)=\widetilde{h}(p)$, contradicting our assumption that $h(a) \neq \widetilde{h}(p)$. So $p$ is left cancelable in $\beta S$.

We now show that, if $a \in S, p \in \bar{D} \cap S^{*}$, and $z \in \beta S \backslash\{a\}$, then $a p \neq z p$. It will then follow from Theorem 8.11 that $p$ is also right cancelable in $\beta S$. By Corollary 8.2, $a p \neq z p$ for $z \in S \backslash\{a\}$.

Suppose then that $a p=z p$ for some $z \in S^{*}$. Since $a p \in \overline{a D}$ and $z p \in \overline{(S \backslash\{a\}) p}$, it follows from Theorem 3.40 that $a c=r p$ for some $c \in D$ and some $r \in \overline{S \backslash\{a\}}$ or $a q=b p$ for some $q \in \bar{D} \cap S^{*}$ and some $b \in S \backslash\{a\}$. But the first possibility cannot occur because $S^{*}$ is a left ideal of $\beta S$ by Corollary 4.33 so the second possibility must hold. Then $\widetilde{h}(q)=\widetilde{h}(p)$. So $a q=b p$ implies that $h(a)=h(b)$ and thus that $a=b$, a contradiction.

Given $n \in \mathbb{N}$, let $h_{n}: \mathbb{Z} \rightarrow \mathbb{Z}_{n}$ denote the canonical projection so that $\widetilde{h_{n}}: \beta \mathbb{Z} \rightarrow$ $\mathbb{Z}_{n}$ denotes its continuous extension.

Corollary 8.36. Suppose that $p \in \mathbb{Z}^{*}$ and that there is a set $A \in p$ and an infinite subset $M$ of $\mathbb{N}$ such that $\widetilde{h_{n}}(x)=\widetilde{h_{n}}(p)$ for every $x \in \bar{A} \cap \mathbb{Z}^{*}$ and every $n \in M$. Then $p$ is cancelable in $(\beta \mathbb{Z},+)$.

Proof. Let $C$ denote the compact topological group $\times_{n \in M} \mathbb{Z}_{n}$. We can define an embedding $h: \mathbb{Z} \rightarrow C$ by stating that $\pi_{n}(h(r))=h_{n}(r)$ for every $n \in M$. It then follows from Theorem 8.35 that $p$ is cancelable in $\beta \mathbb{Z}$.

Recall that a point $x$ of a topological space $X$ is a $P$-point if and only if whenever $\left\langle U_{n}\right\rangle_{n=1}^{\infty}$ is a sequence of neighborhoods of $x$ one has that $\bigcap_{n=1}^{\infty} U_{n}$ is a neighborhood of $x$.

Corollary 8.37. Let $p$ be a P-point of $\mathbb{Z}^{*}$. Then there is a set $A \in p$ such that every $q \in \bar{A} \cap \mathbb{Z}^{*}$ is cancelable in $\beta \mathbb{Z}$.

Proof. For each $n \in \mathbb{N}$ let $B_{n}=\left\{m \in \mathbb{N}: h_{n}(m)=\widetilde{h_{n}}(p)\right\}$. Then each $B_{n} \in p$ so $\bigcap_{n=1}^{\infty} \overline{B_{n}}$ is a neighborhood of $p$ so pick $A \in p$ such that $\bar{A} \cap \mathbb{Z}^{*} \subseteq \bigcap_{n=1}^{\infty} \overline{B_{n}}$. Then Corollary 8.36 applies to $A$ and any $q \in \bar{A} \cap \mathbb{Z}^{*}$.

Corollary 8.38. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be an infinite sequence in $\mathbb{N}$ with the property that $x_{n+1}$ is a multiple of $x_{n}$ for every $n \in \mathbb{N}$. Then every ultrafilter in $\mathbb{N}^{*} \cap \overline{\left\{x_{n}: n \in \mathbb{N}\right\}}$ is cancelable in $(\beta \mathbb{Z},+)$.

Proof. This is Exercise 8.4.1.

By Ramsey's Theorem (Theorem 5.6), every infinite sequence in $\mathbb{N}$ contains an infinite subsequence which satisfies the hypothesis of Corollary 8.38 or the hypothesis of the following theorem. So these two results taken together provide a rich set of left cancelable elements of $\beta \mathbb{N}$.

Theorem 8.39. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be an infinite sequence in $\mathbb{N}$ with the property that, for every $m \neq n$ in $\mathbb{N}, x_{n}$ is not a multiple of $x_{m}$. Then every ultrafilter in $\overline{\left\{x_{n}: n \in \mathbb{N}\right\}}$ is left cancelable in $(\beta \mathbb{N},+)$.

Proof. Let $P=\left\{x_{n}: n \in \mathbb{N}\right\}$, let $p \in \bar{P}$, and suppose that $u$ and $v$ are distinct elements of $\beta \mathbb{N}$ for which $p+u=p+v$.

We now observe that we may suppose that $u, v \in \bigcap_{n \in \mathbb{N}} \overline{n \mathbb{N}}$. To see this, note that there is a cancelable element $r$ of $\beta \mathbb{N}$ for which $u+r \in \bigcap_{n \in \mathbb{N}} \overline{n \mathbb{N}}$ by Exercise 8.4.3. The equation $p+u=p+v$ implies that $\widetilde{h_{n}}(u)=\widetilde{h_{n}}(v)$ for every $n \in \mathbb{N}$, and hence we also have $v+r \in \bigcap_{n \in \mathbb{N}} \overline{n \mathbb{N}}$. Since $u+r \neq v+r$, we can replace $u$ and $v$ by $u+r$ and $v+r$ respectively.

We define functions $f: \mathbb{N} \rightarrow \mathbb{N}$ and $g: \mathbb{N} \rightarrow \omega$ as follows: If some $x_{k}$ divides $n$, then $f(n)=x_{m}$ where $m$ is the first index such that $x_{m}$ divides $n$. If no $x_{k}$ divides $n$, then $f(n)=1$. Let $g(n)=n-f(n)$.

If $s \in \bigcap_{m=1}^{n} x_{m} \mathbb{N}$, then $f\left(x_{n}+s\right)=x_{n}$ and $g\left(x_{n}+s\right)=s$. For each $n \in \mathbb{N}$, let $B_{n}=\bigcap_{m=1}^{n} x_{m} \mathbb{N}$. Then each $B_{n} \in u$ so

$$
\widetilde{g}(p+u)=p_{x_{n} \in P}-\lim u-\lim \lim _{s \in B_{n}} g\left(x_{n}+s\right)=p-\lim u-\lim \lim _{s \in B_{n}} s=u
$$

Similarly, $\widetilde{g}(p+v)=v$. This contradicts our assumption that $p+u=p+v$.
Example 8.40. There is an element of $\beta \mathbb{N}$ which is left cancelable, but not right cancelable, in $\beta \mathbb{N}$.

Proof. As in Example 8.29, we choose $q$ to be an idempotent in $\beta \mathbb{N}$ for which $\operatorname{FS}\left(\left\langle 3^{n}\right\rangle_{n=k}^{\infty}\right) \in q$ for every $k \in \mathbb{N}$. We choose $y \in \mathbb{N}^{*}$ with $\left\{3^{n}: n \in \mathbb{N}\right\} \in y$, and we put $x=q+-q+y$. We shall show that $x$ is left cancelable in $\beta \mathbb{N}$.

Suppose that $u$ and $v$ are distinct elements of $\beta \mathbb{N}$ for which $x+u=x+v$. We may suppose that $u, v \in \bigcap_{n \in \mathbb{N}} \overline{n \mathbb{N}}$. To see this, we observe that by Exercise 8.4.3, there is a cancelable element $r$ of $\beta \mathbb{N}$ such that $u+r \in \bigcap_{n \in \mathbb{N}} \overline{n \mathbb{N}}$. Since $r$ is cancelable, $u+r \neq v+r$. Since $x+u=x+v$ implies that $h_{n}(u) \widetilde{h_{n}}(v)$ for every $n \in \mathbb{N}$, we also have $v+r \in \bigcap_{n \in \mathbb{N}} \overline{n \mathbb{N}}$. So we can replace $u$ and $v$ by $u+r$ and $v+r$ respectively.

Pick $U$ and $V$ disjoint members of $u$ and $v$ respectively. Let

$$
\begin{aligned}
A=\left\{n+3^{\ell}-\sum_{t \in H} 3^{t}+\sum_{t \in F} 3^{t}: \ell\right. & \in \mathbb{N}, n \in \mathbb{N} 3^{\ell+1} \cap U, H, F \in \mathcal{P}_{f}(\mathbb{N}) \\
\ell & >\max H, \text { and } \min H>\max F\}
\end{aligned}
$$

and

$$
\begin{aligned}
B=\left\{n+3^{\ell}-\sum_{t \in H} 3^{t}+\sum_{t \in F} 3^{t}: \ell\right. & \in \mathbb{N}, n \in \mathbb{N} 3^{\ell+1} \cap V, H, F \in \mathcal{P}_{f}(\mathbb{N}) \\
\ell & >\max H, \text { and } \min H>\max F\}
\end{aligned}
$$

Using Theorem 4.15, one easily shows that $A \in q+-q+y+u=x+u$ and $B \in q+-q+y+v=x+v$.

Now consider the ternary expansion of any number $s$ of the form $n+3^{\ell}-\sum_{t \in H} 3^{t}+$ $\sum_{t \in F} 3^{t}$ where $\ell \in \mathbb{N}, n \in \mathbb{N} 3^{\ell+1}, H, F \in \mathcal{P}_{f}(\mathbb{N}), \ell>\max H$, and $\min H=$ $j>\max F$. Pick a number $k \in \mathbb{N}$ such that $n<3^{k+1}$. Then $s=\sum_{t=0}^{k} a_{t} 3^{t}$ where $a_{t} \in\{0,1\}$ if $t \in\{0,1, \ldots, j-1\}, a_{j}=2, a_{t} \in\{1,2\}$ if $t \in\{j+1, j+$ $2, \ldots, \ell-1\}, a_{\ell}=0$, and $a_{t} \in\{0,1,2\}$ if $t \in\{\ell, \ell+1, \ldots, k\}$. That is, knowing that $s$ can be written in this form, one can read $\ell$ just by looking at the ternary expansion, because $\ell$ is the position of the lowest order 0 occurring above the lowest order 2 . Since $\ell$ is determined from the form of the ternary expansion, so is $n$. That is, $n=$ $\sum_{t=\ell+1}^{k} a_{t} 3^{t}$. Since $U \cap V=\emptyset$, one concludes that $A \cap B=\emptyset$, a contradiction.

So $x$ is left cancelable in $\beta \mathbb{N}$. It is not right cancelable, because $q+x=x$.
Theorem 8.41. Let $S$ be a discrete countable cancellative semigroup and let $p$ be a $P$-point in $S^{*}$. Then $p$ is cancelable in $\beta S$.

Proof. Suppose that $p x=p y$, where $x$ and $y$ are distinct elements of $\beta S$.
Let $D=\{a \in S: a x \in S y\}$. If $a \in D$, there is a unique element $b \in S$ for which $a x=b y$ (by Corollary 8.2). Thus we can define a function $f: D \rightarrow S$ by stating that $a x=f(a) y$ for every $a \in D$. We observe that $f$ has no fixed points, by Lemma 8.1. We can extend $f$ to a function $g: S \rightarrow S$ which also has no fixed points. By Lemma 3.33, there is a set $A \in p$ such that $A \cap g[A]=\emptyset$. Similarly, if $E=\{b \in S: b y \in S x\}$, we can choose a function $h: S \rightarrow S$ such that $b y=h(b) x$ for every $b \in E$ and $B \cap h[B]=\emptyset$ for some $B \in p$.

We note that the equation $s x=p y$ has at most one solution with $s \in S$, and that the same is true of the equation $p x=s y$ (by Corollary 8.2). Hence we can choose $P \in p$ such that $P \subseteq A \cap B$ and, for every $a \in P, a x \neq p y$ and $p x \neq a y$. For each $a \in P$, let $C_{a}=\left\{u \in S^{*}: a x=u y\right.$ or $\left.u x=a y\right\}$. Since each $C_{a}$ is closed $\left(C_{a}=\rho_{y}{ }^{-1}[\{a x\}] \cup \rho_{x}{ }^{-1}[\{a y\}]\right), p \notin C_{a}$, and $p$ is a P-point of $S^{*}$, it follows that $p \notin \overline{\bigcup_{a \in P} C_{a}}$. So we can choose $Q \in p$ with $Q \subseteq P$, such that $\bar{Q} \cap C_{a}=\emptyset$ for every $a \in P$.

Now $p x \in \overline{Q x}$ and $p y \in \overline{Q y}$. It follows without loss of generality from Theorem 3.40, that $a x=u y$ for some $a \in Q$ and some $u \in \bar{Q}$. This equation implies that $u \notin S^{*}$, since otherwise we should have $u \in \bar{Q} \cap C_{a}$. So $u \in S$ and $u=g(a)$, and hence $u \in A \cap g[A]$. This contradicts the fact that $A \cap g[A]=\emptyset$.

We have thus shown that $p$ is left cancelable in $\beta S$. By Corollary 8.14, $p$ is also right cancelable in $\beta S$.

The reader may have noticed that all the criteria for left cancelability given in this section, apart from that of being a P-point in an arbitrary countable cancellative semigroup, describe a clopen subset of $S^{*}$ all of whose elements are left cancelable. Thus these criteria cannot be used to find left cancelable elements in $\overline{K(\beta S)}$. There are several questions about left cancelable elements of $\beta \mathbb{N}$ which remain open, although the corresponding questions for right cancelable elements are easily answered.

Question 8.42. Is every element in $\mathbb{N}^{*} \backslash\left(\mathbb{N}^{*}+\mathbb{N}^{*}\right)$ left cancelable?
Question 8.43. Are weak P-points in $\mathbb{N}^{*}$ left cancelable?
Question 8.44. Are there left cancelable elements in $\overline{K(\beta S)}$ ?
Exercise 8.4.1. Prove Corollary 8.38.
Exercise 8.4.2. Let $\mathbb{H}^{\circ}$ denote the interior of $\mathbb{H}$ in $\mathbb{N}^{*}$. Prove that $\mathbb{H}^{\circ}$ is dense in $\mathbb{H}$ and that every element of $\mathbb{H}^{\circ}$ is cancelable in $\beta \mathbb{Z}$.

Exercise 8.4.3. Let $p \in \beta \mathbb{N}$. Show that there is a cancelable element $r \in \beta \mathbb{N}$ for which $\widetilde{h_{n}}(r+p)=\widetilde{h_{n}}(p+r)=0$ for every $n \in \mathbb{N}$. (Hint: For every $k \in \mathbb{N}$, $\left\{m \in \mathbb{Z}: h_{k}(m)=\widetilde{h_{k}}(-p)\right\} \in-p$. Thus for each $n \in \mathbb{N}$, one can choose $m_{n} \in$ $\bigcap_{k=1}^{n}\left\{m \in \mathbb{Z}: h_{k}(m)=\widetilde{h_{k}}(-p)\right\}$. Show that one can assume that this $m_{n} \in \mathbb{N}$ and that $h_{k}\left(m_{n}+p\right)=0$ for every $k \in\{1,2, \ldots, n\}$. The set $A=\left\{m_{n}: n \in \mathbb{N}\right\}$ then satisfies the hypotheses of Corollary 8.36.)

### 8.5 Compact Semigroups Determined by Right Cancelable Elements in Countable Groups

In this section we assume that $G$ is a countably infinite discrete group and we discuss the smallest compact subsemigroup of $\beta G$ containing a given right cancelable element of $\beta G$. We show that it has a rich structure. Furthermore, all the subsemigroups of $\beta G$ arising in this way are algebraically and topologically isomorphic to ones which arise in $\beta \mathbb{N}$.

We shall use some special notation in this section. Throughout this section, we shall suppose that $G$ is a countable group and shall denote its identity by $e$. We shall also suppose that we have chosen an element $p \in G^{*}$ which is right cancelable in $\beta G$.

We assume that we have arranged the elements of $G$ as a sequence, $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$, with $e=s_{1}$. We shall write $a<b$ if $a, b \in G$ and $a$ precedes $b$ in this sequence.

Given $F, H \subseteq G$, let $F^{-1} H=\bigcup_{t \in F} t^{-1} H$. We can choose $P \in p$ with the property that $e \notin P$ and $F^{-1} P \notin p$ whenever $F \in \mathscr{P}_{f}(G \backslash\{e\})$ (by Theorem 8.19).

If $A \subseteq G$, we use $\operatorname{FP}(A)$ to mean the set of finite products of distinct terms of $A$ written in increasing order. That is, if $A=\left\{s_{t}: t \in B\right\}$, then $\operatorname{FP}(A)=\operatorname{FP}\left(\left\langle s_{t}\right\rangle_{t \in B}\right)$.

We shall assume that $P$ has been arranged as an increasing sequence $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$. (That is, if $b_{n}=s_{t}$ and $b_{n+1}=s_{k}$, then $t<k$.)

Definition 8.45. Let $n \in \mathbb{N}$.
(a) $F_{n}=\left\{u^{-1} v: u, v \in \operatorname{FP}\left(\left\{a \in G: a \leq b_{n}\right\}\right)\right.$ and $\left.u \neq v\right\}$.
(b) $P_{n}=P \backslash\left(F_{n} \cup F_{n}^{-1} P\right)$.

Observe that for each $n \in \mathbb{N}, P_{n} \in p$ and $\left\{a \in G: a \leq b_{n}\right\} \backslash\{e\} \subseteq F_{n}$.
Definition 8.46. (a) $T=\left\{b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}\right.$ : for each $\left.i \in\{2,3, \ldots, k\}, b_{n_{i}} \in P_{n_{i-1}}\right\}$.
(b) For each $n \in \mathbb{N}$,

$$
T_{n}=\left\{b_{n_{1}} b_{n_{2}} \ldots b_{n_{k}}: \text { for each } i \in\{2,3, \ldots, k\}, b_{n_{i}} \in P_{n_{i-1}} \text { and } b_{n_{1}} \in P_{n}\right\}
$$

(c) $T_{\infty}=\bigcap_{n=1}^{\infty} \overline{T_{n}}$.

We shall call a product of the form $b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}$ as given in the definition of $T$ a $P$-product. Notice that $P \subseteq T$. (If $i=0$, we define the empty product $b_{n_{1}} b_{n_{2}} \cdots b_{n_{i}}$ to be $e$.)

Definition 8.47. Let $S$ be a discrete semigroup and let $q \in \beta S$.

$$
C_{q}=\bigcap\{D \subseteq \beta S: D \text { is a compact subsemigroup of } \beta S \text { and } q \in D\}
$$

Notice that $C_{q}$ is the smallest compact subsemigroup of $\beta S$ which contains $q$. We may denote this by $C_{q}(\beta S)$ in a context in which more than one semigroup $S$ is being considered.

Lemma 8.48. Suppose that $k, l \in \mathbb{N}$, that $b_{m_{1}} b_{m_{2}} \cdots b_{m_{k}}$ and $b_{n_{1}} b_{n_{2}} \cdots b_{n_{l}}$ are $P$-products and that $a b_{m_{1}} b_{m_{2}} \cdots b_{m_{k}}=b_{n_{1}} b_{n_{2}} \cdots b_{n_{l}}$ for some $a \in G$ satisfying $a<b_{m_{1}}$ and $a^{-1}<b_{m_{1}}$. Then $l \geq k$ and, if $i=l-k$, we have $a=b_{n_{1}} b_{n_{2}} \cdots b_{n_{i}}$ and $m_{j}=n_{i+j}$ for every $j \in\{1,2, \ldots, k\}$.

Proof. We shall first show that $b_{m_{k}}=b_{n_{l}}$. Suppose that $n_{l-1} \geq m_{k-1}$. We then have $b_{n_{l}}=u^{-1} v b_{m_{k}}$, where $u=b_{n_{1}} b_{n_{2}} \cdots b_{n_{l-1}}$ and $v=a b_{m_{1}} b_{m_{2}} \cdots b_{m_{k-1}}$. This implies that $u=v$, because otherwise we should have $b_{n_{l}} \in F_{n_{l-1}}^{-1} P$, contradicting our assumption that $b_{n_{l}} \in P_{n_{l-1}}$. However, $u=v$ implies that $b_{m_{k}}=b_{n_{l}}$.

Similarly, if $m_{k-1} \geq n_{l-1}$, the equation $b_{m_{k}}=v^{-1} u b_{n_{l}}$ implies that $b_{m_{k}}=b_{n_{l}}$.
So $b_{m_{k}}=b_{n_{l}}$ and these terms can be cancelled from the equation and the argument repeated until we have $a=b_{n_{1}} b_{n_{2}} \cdots b_{n_{i}}$ if $i=l-k \geq 0$, or else $a b_{m_{1}} b_{m_{2}} \cdots b_{m_{j}}=$ $e$ if $j=k-l>0$. The first possibility is what we wish to prove, and so it will
be sufficient to rule out the second. This is done by noting that, if $j>1$, since $b_{m_{j}} \neq e$, the equation $a b_{m_{1}} b_{m_{2}} \cdots b_{m_{j}}=e$ implies that $b_{m_{j}} \in F_{m_{j-1}}$, which is a contradiction. If $j=1$, it implies that $a^{-1}=b_{m_{1}}$, contradicting our assumption that $a^{-1}<b_{m_{1}}$.

Lemma 8.49. The expression for an element of $T$ as a $P$-product is unique.
Proof. We apply Lemma 8.48 with $a=e$. We observe that we cannot express $e$ as a $P$-product $b_{n_{1}} b_{n_{2}} \cdots b_{n_{i}}$ with $i>0$. To see this, note that otherwise, if $i=1$, we should have $b_{n_{1}}=e$, contradicting our assumption that $e \notin P$. If $i>1$, we should have $b_{n_{i}} \in F_{n_{i-1}}$, contradicting our definition of a $P$-product.

Thus, if $b_{m_{1}} b_{m_{2}} \cdots b_{m_{k}}=b_{n_{1}} b_{n_{2}} \cdots b_{n_{l}}$, where these are $P$-products, Lemma 8.48 implies that $k=l$ and that $m_{i}=n_{i}$ for every $i \in\{1,2, \ldots, k\}$.

Lemma 8.49 justifies the following definition.
Definition 8.50. Define $\psi: T \rightarrow \mathbb{N}$ by stating that $\psi(x)=k$ if $x=b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}$, where this is a $P$-product.

As usual $\widetilde{\psi}: \bar{T}: \rightarrow \beta \mathbb{N}$ is the continuous extension of $\psi$.
Theorem 8.51. Let $G$ be a countably infinite discrete group and let $p \in G^{*}$ be right cancelable in $\underset{\sim}{\beta} G$. Then $T_{\infty}$ is a compact subsemigroup of $G^{*}$ which contains $C_{p}$. Furthermore, $\widetilde{\psi}$ is a homomorphism on $T_{\infty}$ satisfying $\widetilde{\psi}(p)=1$ and $\widetilde{\psi}\left[C_{p}\right]=\beta \mathbb{N}$.

Proof. Let $x \in T_{m}$ and express $x$ as a $P$-product: $x=b_{m_{1}} b_{m_{2}} \cdots b_{m_{k}}$. If $n>m_{k}$ and if $y \in T_{n}$, then $x y \in T_{m}$ and $\psi(x y)=\psi(x)+\psi(y)$. It follows from Theorems 4.20 and 4.21 that $T_{\infty}$ is a subsemigroup of $G^{*}$ and that $\widetilde{\psi}$ is a homomorphism on $T_{\infty}$.

For every $n \in \mathbb{N}$ and every $A \in p$, we can choose $b \in P_{n} \cap A$. So $A \cap T_{n} \cap$ $\widetilde{\psi}^{-1}[\{1\}] \neq \emptyset$. It follows that

$$
\emptyset \neq \bigcap_{A \in p} \bigcap_{n \in \mathbb{N}} c \ell\left(A \cap T_{n} \cap \widetilde{\psi}^{-1}[\{1\}]\right) \subseteq\{p\} \cap T_{\infty} \cap \widetilde{\psi}^{-1}[\{1\}]
$$

This shows that $p \in T_{\infty}$ and hence that $C_{p} \subseteq T_{\infty}$. It also shows that $\widetilde{\psi}(p)=1$ and hence that $\widetilde{\psi}\left[C_{p}\right]=\beta \mathbb{N}$, because $\widetilde{\psi}\left[C_{p}\right]$ is a compact subsemigroup of $\beta \mathbb{N}$ which contains 1.

Theorem 8.51 allows us to see that $C_{p}$ has a rich algebraic structure.
Corollary 8.52. Let $G$ be a countably infinite discrete group and let $p \in G^{*}$ be right cancelable in $\beta G$. The semigroup $C_{p}$ has $2^{\mathfrak{c}}$ minimal left ideals and $2^{\mathfrak{c}}$ minimal right ideals. Each of these contains $2^{\mathfrak{c}}$ idempotents.

Proof. We apply Theorem 6.44. The result then follows because, if $L$ is a left ideal of $\beta \mathbb{N}, \widetilde{\psi}^{-1}[L] \cap C_{p}$ is a left ideal of $C_{p}$; and the corresponding remark holds for right ideals. We recall that every left ideal of $C_{p}$ contains a minimal left ideal and every right ideal of $C_{p}$ contains a minimal right ideal, and the intersection of any left ideal and any right ideal contains an idempotent (by Corollary 2.6 and Theorem 2.7).

We remind the reader that, if $e$ and $f$ are idempotents in a semigroup, we write $f \leq e$ if $e f=f e=f$.

Lemma 8.53. Let $e_{1}$ and $e_{2}$ be idempotents in $\beta \mathbb{N}$ with $e_{2}<e_{1}$, and let $f_{1}$ be an idempotent in $C_{p}$ for which $\widetilde{\psi}\left(f_{1}\right)=e_{1}$. There is an idempotent $f_{2}$ in $C_{p}$ for which $f_{2}<f_{1}$ and $\widetilde{\psi}\left(f_{2}\right)=e_{2}$.

Proof. First notice that $\widetilde{\psi}^{-1}\left[\left\{e_{2}\right\}\right] \cap C_{p} f_{1} \neq \emptyset$, because $\left(\widetilde{\psi}^{-1}\left[\left\{e_{2}\right\}\right] \cap C_{p}\right) f_{1}$ is contained in this set. So $\widetilde{\psi}^{-1}\left[\left\{e_{2}\right\}\right] \cap C_{p} f_{1}$ is a compact semigroup and thus contains an idempotent $f$ (by Theorem 2.5). We put $f_{2}=f_{1} f$. It is easy to check that $f_{2}$ is an idempotent satisfying $\widetilde{\psi}\left(f_{2}\right)=e_{2}$ and $f_{2}<f_{1}$.

Corollary 8.54. Let $G$ be a countably infinite discrete group and let $p \in G^{*}$ be right cancelable in $\beta G$. The semigroup $C_{p}$ contains infinite decreasing chains of idempotents.

Proof. There is a decreasing sequence of idempotents $\left\langle e_{n}\right\rangle_{n=1}^{\infty}$ in $\beta \mathbb{N}$ by Theorem 6.12. By Lemma 8.53 we can inductively choose a decreasing sequence $\left\langle f_{n}\right\rangle_{n=1}^{\infty}$ of idempotents in $C_{p}$ for which $\widetilde{\psi}\left(f_{n}\right)=e_{n}$ for every $n \in \mathbb{N}$.

Corollary 8.55. Let $G$ be a countably infinite discrete group and let $p \in G^{*}$ be right cancelable in $\beta G$. Every maximal group in the smallest ideal of $C_{p}$ contains a copy of the free group on $2^{\mathfrak{c}}$ generators.

Proof. Let $q$ be a minimal idempotent in $C_{p}$. Then $\widetilde{\psi}(q)$ is a minimal idempotent in $\beta \mathbb{N}$ by Lemma 8.53 and so $(\widetilde{\psi}(q)) \beta \mathbb{N}(\widetilde{\psi}(q))$ contains a group $F$ which is a copy of the free group on $2^{\mathfrak{c}}$ generators (by Corollary 7.36). For each generator $x$ in $F$, we can choose $y \in q C_{p} q$ such that $\widetilde{\psi}(y)=x$. These elements generate a group in $q C_{p} q$ which can be mapped homomorphically onto $F$ and which is therefore free.

Comment 8.56. If we do not specify that $p$ is right cancelable, the preceding results may no longer hold. For example, if $p$ is an idempotent, $C_{p}$ is just a singleton. Less trivially, if $p=1+e$, where $e$ is a minimal idempotent in $\beta \mathbb{Z}, C_{p}$ is contained in the minimal left ideal $\beta \mathbb{Z}+e$ of $\beta \mathbb{Z}$ and contains no chains of idempotents of length greater than 1 .

Theorem 8.57. Let $G$ be a countably infinite discrete group and let $p \in G^{*}$ be right cancelable in $\beta G$. The semigroup $C_{p}$ does not meet $K(\beta G)$.

Proof. We can choose $x \in \bar{P} \cap G^{*}$ with $x \neq p$. We can then choose $Q \subseteq P$ such that $Q \in x$ and $Q \notin p$. We put $P^{\prime}=P \backslash Q$. Let $\left\langle b_{n}^{\prime}\right\rangle_{n=1}^{\infty}$ enumerate $P^{\prime}$ in increasing order. Then define $F_{n}^{\prime}, P_{n}^{\prime}, T^{\prime}, T_{n}^{\prime}$, and $T_{\infty}^{\prime}$ in terms of $P^{\prime}$ analogously to Definitions 8.45 and 8.46. Notice that for each $n, F_{n} \subseteq F_{n}^{\prime}$, and hence $P_{n}^{\prime} \subseteq P_{n}, T_{n}^{\prime} \subseteq T_{n}$, and $T_{\infty}^{\prime} \subseteq T_{\infty}$.

We claim that $T_{\infty}^{\prime} \cap K(\beta G)=\emptyset$. Suppose instead that we have some $y \in T_{\infty}^{\prime} \cap$ $K(\beta G)$. Then by Theorem 1.67, $y \in(\beta G) x y$. So pick some $u \in \beta G$ such that $y=u x y$. For each $a \in G$, the set $X_{a}=\left\{b_{n}: b_{n} \in Q, b_{n}>a\right.$, and $\left.b_{n}>a^{-1}\right\} \in x$. For each $b_{n} \in X_{a}$, we have $T_{n} \in y$. So $\left\{a b_{n} v: a \in G, b_{n} \in X_{a}\right.$, and $\left.v \in T_{n}\right\} \in u x y$, by Theorem 4.15. Since $T^{\prime} \in y$, there must be elements $a \in G, b_{n} \in X_{a}$, and $v \in T_{n}$ for which $a b_{n} v \in T^{\prime}$. We note that $b_{n} v$ is a $P$-product and so, by Lemma 8.48, it follows that $b_{n} \in P^{\prime}$. This contradicts our assumption that $b_{n} \in Q$ and establishes that $T_{\infty}^{\prime} \cap K(\beta G)=\emptyset$.

Now $C_{p} \subseteq T_{\infty}^{\prime}$ (by Theorem 8.51 with $P^{\prime}$ in place of $P$ ) and hence $C_{p} \cap K(\beta G)=\emptyset$.

Corollary 8.58. If $G$ is a countably infinite discrete group, there is a right cancelable element $p$ in $\beta G$ for which $C_{p} \subseteq c \ell(K(\beta G)) \backslash K(\beta G)$.

Proof. We can choose a right cancelable element $p$ of $\beta G$ in $\overline{K(\beta G)}$ (by Corollary 8.26). Since $\overline{K(\beta G)}$ is a compact subsemigroup of $\beta G$ (by Theorem 4.44), $C_{p} \subseteq$ $\overline{K(\beta G)}$. By Theorem 8.57, $C_{p} \cap K(\beta G)=\emptyset$.

Lemma 8.59. Let $G$ be a countably infinite discrete group, let $p \in G^{*}$ be right cancelable in $\beta G$, and let $q$ be an idempotent in $C_{p}$. Then there is some idempotent $r \in(\beta G) p$ which is $\leq_{R}$-maximal in $G^{*}$ such that $q \leq_{R} r$.

Proof. We can choose a $\leq_{R}$-maximal idempotent $r$ in $G^{*}$ for which $q \leq_{R} r$ by Theorem 2.12.

Suppose that $r \notin(\beta G) p$. There is then a set $E \in r$ such that $(\beta G) p \cap \bar{E}=\emptyset$. For every $a \in G$, we have $E \notin a p$ and hence $B_{a}=a^{-1}(G \backslash E) \in p$.

We consider the set $A$ of all $P$-products $b_{n_{1}} b_{n_{2}} \ldots b_{n_{k}}$ with the property that, for each $i \in\{1,2, \ldots, k\}, b_{n_{i}} \notin E$ and, if $i>1, b_{n_{i}} \in B_{u}$ for every $u \in F_{n_{i-1}}$. We observe that, for a $P$-product of this form, we have $\prod_{j=1}^{i-1} b_{n_{j}} \in A$ for every $i \in\{2,3, \ldots, k\}$. We also note that $A \cap E=\emptyset$.

For each $n \in \mathbb{N}$, we define $A_{n}$ to be the set of all $P$-products $b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}$ in $A \cap$ $T_{n}$ for which $b_{n_{1}} \in B_{u}$ whenever $u \in F_{n}$. We shall show that $\bigcap_{n \in \mathbb{N}} \frac{A_{n}}{A_{n}}$ is a compact semigroup which contains $p$. That it is a compact semigroup follows from Theorem 4.20 and the observation that, if $u \in A_{m}$ is expressed as a $P$-product $b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}$, then $u A_{n} \subseteq A_{m}$ whenever $n>n_{k}$. Now, for each $n \in \mathbb{N}$, we have $A_{n} \in p$, because $\bigcap_{u \in F_{n}}\left\{b_{r}: b_{r} \in P_{n}\right.$ and $\left.b_{r} \in B_{u}\right\} \in p$. So $p \in \bigcap_{n \in \mathbb{N}} \overline{A_{n}}$.

Since $\bigcap_{n \in \mathbb{N}} \overline{A_{n}}$ is a compact semigroup which contains $p, C_{p} \subseteq \bigcap_{n \in \mathbb{N}} \overline{A_{n}}$ and so $q \in \bigcap_{n \in \mathbb{N}} \overline{A_{n}}$. For each $a \in G$, let $Q_{a}$ denote the set of $P$-products $b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}$
with $b_{n_{1}}>a$ and $b_{n_{1}}>a^{-1}$. Then $Q_{a} \in q$ and so $\left\{a u: a \in E\right.$ and $\left.u \in Q_{a}\right\} \in r q$ (by Theorem 4.15). Since $A \in q=r q$, there exists $a \in E$ and $u \in Q_{a}$ such that $a u \in A$. By Lemma 8.48, it follows that $a \in A$. This contradicts the assumption that $a \in E$.

The following theorem may be surprising because all idempotents in $K(\beta \mathbb{N})$ are $\leq_{R}$-minimal (by Theorems 1.36 and 1.38).

Theorem 8.60. Let $G$ be a countably infinite discrete group. For every $q \in G^{*} \backslash$ $K(\beta G)$, there is $a \leq_{R}$-maximal idempotent of $G^{*}$ in $\overline{K(\beta G)} \cap(\beta G) q$.

Proof. By Theorem 6.56 we can choose an element $x \in G^{*}$ for which $x q$ is right cancelable in $\beta G$. By Corollary 8.26, there is an element $p \in \overline{K(\beta G)}$ which is right cancelable in $\beta G$. Since $p x q$ is also right cancelable, it follows from Lemma 8.59 that there is a $\leq_{R}$-maximal idempotent of $G^{*}$ in $\underline{(\beta G)}$ pxq. Now $\overline{K(\beta G)}$ is an ideal of $\beta G$ (by Theorem 4.44), and so $(\beta G) p x q \subseteq \overline{K(\beta G)}$.

Theorem 8.61. Let $G$ be a countably infinite discrete group and let $p \in G^{*}$ be right cancelable in $\beta G$. There is an injective mapping $\phi: T \rightarrow \mathbb{N}$ with the following properties:
(1) $\widetilde{\phi}\left[T_{\infty}\right] \subseteq \mathbb{H}$.
(2) $\widetilde{\phi}$ defines an isomorphism from $T_{\infty}$ onto $\widetilde{\phi}\left[T_{\infty}\right]$.
(3) $\widetilde{\phi}(p) \in \overline{\left\{2^{n}: n \in \mathbb{N}\right\}}$.

Proof. We define $\phi$ by stating that $\phi\left(b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}\right)=\sum_{i=1}^{k} 2^{n_{i}}$ whenever $b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}$ is a $P$-product. Then $\phi$ is well defined by Lemma 8.49, and is trivially injective. We note that, if $b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}} \in T_{n}$, then $b_{n_{1}} \in P_{n}$ and so $b_{n_{1}} \notin\{a \in$ $\left.G: a \leq b_{n}\right\}$ and hence $n_{1}>n$. It follows that $\phi\left[T_{n}\right] \subseteq 2^{n} \mathbb{N}$ and that $\widetilde{\phi}\left[T_{\infty}\right] \subseteq \mathbb{H}$.

Suppose that $x \in T$ is expressed as a $P$-product $b_{n_{1}} b_{n_{2}} \ldots b_{n_{k}}$. Then, if $n>n_{k}$ and $y \in T_{n}$, we have $\phi(x y)=\phi(\underset{\sim}{x})+\phi(y)$. It follows from Theorem 4.21 that $\underset{\sim}{\phi}$ is a homomorphism on $T_{\infty}$. Since $\widetilde{\phi}$ is injective (by Exercise 3.4.1), it follows that $\widetilde{\phi}$ defines an isomorphism from $T_{\infty}$ onto $\widetilde{\phi}\left[T_{\infty}\right]$.

Now $\phi[P] \subseteq\left\{2^{n}: n \in \mathbb{N}\right\}$. Since $P \in p,\left\{2^{n}: n \in \mathbb{N}\right\} \in \widetilde{\phi}(p)$.
Corollary 8.62. Let $G$ be a countably infinite discrete group and let $p \in G^{*}$ be right cancelable in $\beta G$. There is an element $q \in \mathbb{N}^{*}$, for which $\left\{2^{n}: n \in \mathbb{N}\right\} \in q$ and $C_{p}(\beta G)$ is algebraically and topologically isomorphic to $C_{q}(\beta \mathbb{N})$.
Proof. We put $q=\widetilde{\phi}(p)$, where $\phi$ is the mapping defined in Theorem 8.61. Then $\widetilde{\phi}\left[C_{p}(\beta G)\right]$ is a compact subsemigroup of $\beta \mathbb{N}$ which contains $q$, and hence $\widetilde{\phi}\left[C_{p}(\beta G)\right] \supseteq C_{q}(\beta \mathbb{N})$. Similarly, $\widetilde{\phi}^{-1}\left[C_{q}(\beta \mathbb{N})\right] \cap T_{\infty}$ is a compact subsemigroup of $\beta \underset{\sim}{\mathbb{N}}$ containing $p$ and so $C_{p}(\beta G) \subseteq \widetilde{\phi}^{-1}\left[C_{q}(\beta \mathbb{N})\right]$. So $\widetilde{\phi}\left[C_{p}(\beta G)\right]=C_{q}(\beta \mathbb{N})$ and $\widetilde{\phi}$ defines an isomorphism from $C_{p}(\beta G)$ onto $C_{q}(\beta \mathbb{N})$.

Theorem 8.63. Let $G$ be a countably infinite discrete group and let $p \in G^{*}$ be right cancelable in $\beta G$. Then $T_{\infty}$ is algebraically and topologically isomorphic to $\mathbb{H}$.

Proof. By Theorem 7.24 (taking $X=G$ and $V(a)=G$ for all $a \in G$ ), it is sufficient to show that we can define a left invariant zero dimensional topology on $G$ which has the sets $\{e\} \cup T_{n}$ as a basis of neighborhoods of $e$.

As we observed in the proof of Theorem 8.51 , if $x \in T_{m}$ is expressed as a $P$-product $b_{m_{1}} b_{m_{2}} \ldots b_{m_{k}}$, then $x T_{n} \subseteq T_{m}$ if $n>m_{k}$.

Let $\mathscr{B}=\left\{\{x\} \cup x T_{n}: x \in G\right.$ and $\left.n \in \mathbb{N}\right\}$. We claim that $\mathscr{B}$ is a basis for a topology on $G$ such that for each $x \in G,\left\{\{x\} \cup x T_{n}: n \in \mathbb{N}\right\}$ is a neighborhood basis at $x$. To see this, let $x, y \in G$, let $n, k \in \mathbb{N}$, and let $a \in\left(\{x\} \cup x T_{n}\right) \cap\left(\{y\} \cup y T_{k}\right)$.
(i) If $a=x=y$, let $r=\max \{n, k\}$.
(ii) If $a=x=y b_{m_{1}} b_{m_{2}} \ldots b_{m_{i}}$ where $b_{m_{1}} b_{m_{2}} \cdots b_{m_{i}}$ is a $P$-product and $b_{m_{1}} \in$ $P_{k}$, let $r=\max \left\{n, m_{i}+1\right\}$.
(iii) If $a=x b_{l_{1}} b_{l_{2}} \cdots b_{l_{j}}=y$ where $b_{l_{1}} b_{l_{2}} \cdots b_{l_{j}}$ is a $P$-products and $b_{l_{1}} \in P_{n}$ let $r=\max \left\{l_{j}+1, k\right\}$.
(iv) If $a=x b_{l_{1}} b_{l_{2}} \cdots b_{l_{j}}=y b_{m_{1}} b_{m_{2}} \cdots b_{m_{i}}$ where $b_{l_{1}} b_{l_{2}} \cdots b_{l_{j}}$ and $b_{m_{1}} b_{m_{2}} \cdots b_{m_{i}}$ are $P$-products, $b_{l_{1}} \in P_{n}$, and $b_{m_{1}} \in P_{k}$, let $r=\max \left\{l_{j}+1, m_{i}+1\right\}$.
Then $\{a\} \cup a T_{r} \subseteq\left(\{x\} \cup x T_{n}\right) \cap\left(\{y\} \cup y T_{k}\right)$ as required. The topology generated by $\mathscr{B}$ is clearly left invariant.

Suppose that $a \in G \backslash T_{m}$. If we choose $n$ such that $a<b_{n}$ and $a<b_{n}^{-1}$, it follows from Lemma 8.48 that $a T_{n} \cap T_{m}=\emptyset$. Thus the sets $\{e\} \cup T_{n}$ are clopen in our topology.

We now claim that $\bigcap_{n \in \mathbb{N}} T_{n}=\emptyset$, because $a<b_{n}$ implies that $a \notin T_{n}$. To see this, suppose that $a=b_{n_{1}} b_{n_{2}} \cdots b_{n_{l}}$, where this is a $P$-product and $b_{n_{1}} \in P_{n}$. We note that $b_{n_{1}}>b_{n}$, since otherwise we should have $b_{n_{1}} \in F_{n}$. So $b_{n_{1}}>a$ and therefore $l>1$. We then have $b_{n_{l}} \in F_{n_{l-1}}$, contradicting our definition of $P$-product.

This shows that our topology is Hausdorff, and completes the proof.
Lemma 8.64. Let $G$ be a countably infinite discrete group and let $p$ be a right cancelable element of $G^{*}$. Suppose that $x \in \beta G$ and $y \in T_{\infty}$. Then $x y \in \bar{T}$ implies that $x \in \bar{T}$.

Proof. Let $X \in x$ and let $Z$ denote the set of all products of the form $a b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}$, where $b_{n_{1}} b_{n_{2}} \cdots b_{n_{k}}$ is a $P$-product, $a \in X, a<b_{n_{1}}$ and $a^{-1}<b_{n_{1}}$. By Theorem 4.15, $Z \in x y$. Hence, if $x y \in \bar{T}, T \cap Z \neq \emptyset$. It then follows from Lemma 8.48, that $T \cap X \neq \emptyset$ and hence that $T \in x$.

So far, in this section, we have restricted our attention to $\beta G$, where $G$ denotes a countably infinite discrete group. However, some of the results obtained have applications to $(\beta \mathbb{N},+)$ and $(\beta \mathbb{N}, \cdot)$, the following theorem being an example.

Theorem 8.65. Let $S$ be a countably infinite discrete semigroup which can be embedded in a countable discrete group $G$. Then $\overline{K(\beta S)}$ contains $2^{\text {c }}$ nonminimal idempotents, infinite chains of idempotents, and idempotents which are $\leq_{R}$-maximal in $G^{*}$.

Proof. By Corollary 8.26 (with $T$ and $S$ replaced by $S$ and $G$ respectively), there is an element $p \in \overline{K(\beta S)}$ which is right cancelable in $\beta G$. Taking this $p$ to be the element held fixed at the start of this section, we can choose the set $P$ so that $P \subseteq S$. Consequently $T \subseteq S$ so that $\bar{T} \subseteq \beta S$.

Now $\overline{K(\beta S)}$ is a compact subsemigroup of $\beta S$, by Theorem 4.44, and is therefore a compact subsemigroup of $\beta G$. So $C_{p}(\beta G) \subseteq \overline{K(\beta S)}$. By Corollary 8.54, $C_{p}(\beta G)$ contains infinite chains of idempotents, and so the same statement is true of $\frac{C_{p}(\beta S)}{K(\beta S)}$.

Let $e_{1}$ be any nonminimal idempotent in $\beta \mathbb{N}$. Since $e_{1}$ is not minimal, we can choose an idempotent $e_{2}$ in $\beta \mathbb{N}$ for which $e_{2}<e_{1}$. By Lemma 8.53, we can then choose idempotents $f_{1}$ and $f_{2}$ in $C_{p}(\beta G)$ satisfying $f_{2}<f_{1}, \widetilde{\psi}\left(f_{1}\right)=e_{1}$, and $\widetilde{\psi}\left(f_{2}\right)=e_{2}$. Since $f_{1}, f_{2} \in \overline{K(\beta S)}, f_{1}$ is a nonminimal idempotent in $\overline{K(\beta S)}$. There are $2^{\mathfrak{c}}$ possible choices of $e_{1}$ (by Corollary 6.33) and therefore $2^{\mathfrak{c}}$ possible choices of $f_{1}$. So $\overline{K(\beta S)}$ contains $2^{\text {c }}$ nonminimal idempotents.

By Lemma 8.59, if $q$ is an idempotent in $C_{p}(\beta G)$, there is an idempotent $r \in$ $(\beta G) p$ which is $\leq_{R}$-maximal in $G^{*}$ and satisfies $q \leq_{R} r$. Since $q=r q$ and $q \in T_{\infty}$, it follows from Lemma 8.64 that $r \in \bar{T} \subseteq \beta S$.

We know that $r=x p$ for some $x \in \beta G$. By Lemma $8.64, x \in \bar{T}$ and so $r \in$ $(\beta S) p$. Since $\overline{K(\beta S)}$ is an ideal of $\beta S$, it follows that $r \in \overline{K(\beta S)}$.

Most of the results in this section also hold for the semigroups $C_{p}(\beta \mathbb{N})$, where $p$ denotes a right cancelable element of $\mathbb{N}^{*}$. The proofs have to be modified, since $\mathbb{N}$ is not a group, but they are essentially similar to the proofs given above. We leave the details to the reader in the following exercise.

Exercise 8.5.1. Let $p$ be a right cancelable element in $\beta \mathbb{N}$. By Theorem 8.27, there is a set $P \in p$ which can be arranged as an increasing sequence $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ with the property that, for each $k \in \mathbb{N}, P_{k}=\left\{b_{n}: b_{n}+k<b_{n+1}\right\} \in p$. We define $T$ to be the set of all sums of the form $b_{n_{1}}+b_{n_{2}}+\cdots+b_{n_{k}}$, where, for each $i \in\{2,3, \ldots, k\}, b_{n_{i}+1}-b_{n_{i}}>1+2+3+\cdots+b_{n_{i-1}}$. We shall refer to a sum of this kind as a $P$-sum. We define $T_{n}$ to be the set of sums of all $P$-sums for which $b_{n_{1}+1}-b_{n_{1}}>1+2+\cdots+n$ and we put $T_{\infty}=\bigcap_{n \in \mathbb{N}} \overline{T_{n}}$. Prove the following statements:
(1) The expression of an integer in $T$ as a $P$-sum is unique.
(2) $T_{\infty}$ is a compact subsemigroup of $\beta \mathbb{N}$ which contains $C_{p}$.
(3) There is a homomorphism mapping $C_{p}$ onto $\beta \mathbb{N}$.
(4) $C_{p}$ contains $2^{\mathfrak{c}}$ minimal left ideals and $2^{\mathfrak{c}}$ minimal right ideals, and each of these contains $2^{\mathfrak{c}}$ idempotents.
(5) $C_{p}$ contains infinite chains of idempotents.
(6) There is an element $q \in \overline{\left\{2^{n}: n \in \mathbb{N}\right\}}$ for which $C_{q}$ is algebraically and topologically isomorphic to $C_{p}$.
(7) $T_{\infty}$ is algebraically and topologically isomorphic to $\mathbb{H}$.

### 8.6 Notes

Most of the results of Sections 8.1, 8.2, 8.3, and 8.4 are from [70] (a result of collaboration with A. Blass ), [194], [247], and [369]. Theorem 8.22 extends a result of H. Umoh in [379]. Theorem 8.30 is from [198], where it had a much longer proof, which did however provide an explicit description of the elements of $c \ell K(\mathbb{H})$.

We saw in Theorem 8.22 that $K(\beta S)$ is not closed if $S$ is a countably infinite discrete cancellative semigroup. Y. Zelenyuk proved in [411] that $K(\beta S)$ is not closed if $S$ is an infinite discrete semigroup which can be algebraically embedded in a compact topological group.

Theorem 8.63 is due to I. Protasov. Most of the other theorems in Section 8.5 were proved for $\beta \mathbb{N}$ in [136], a result of collaboration with A. El-Mabhouh and J. Pym, [250], and [369], and were proved for countable groups by I. Protasov.

## Chapter 9

## Idempotents

We remind the reader that, if $p$ and $q$ are idempotents in a semigroup $(S, \cdot)$, we write:

$$
\begin{array}{ll}
p \leq_{L} q & \text { if } p \cdot q=p \\
p \leq_{R} q & \text { if } q \cdot p=p \\
p \leq_{q} & \text { if } p \cdot q=q \cdot p=p
\end{array}
$$

These relations are reflexive and transitive, and the third is anti-symmetric as well.
We may write $p<q$ if $p \leq q$ and $p \neq q$. We may also write $p<_{L} q$ if $p \leq_{L} q$ and $q \not L_{L} p$, and $p<_{R} q$ if $p \leq_{R} q$ and $q \not Z_{R} p$.

Let $p$ be an idempotent in a semigroup $S$. We shall say that $p$ is maximal if, for every $q \in E(S), p \leq q$ implies that $p=q$. We shall say that $p$ is right maximal if, for every $q \in E(S), p \leq_{R} q$ implies that $q \leq_{R} p$ and that $p$ is left maximal if, for every $q \in E(S), p \leq_{L} q$ implies that $q \leq_{L} p$.

We do not need to introduce separate terms for the minimal elements of the three relations defined above, because we saw in Theorem 1.36 that, for any idempotent in $S$, being minimal for one of these relations is equivalent to being minimal for each of the others. This is also equivalent to being in the smallest ideal of $S$, if $S$ has a minimal left ideal which contains an idempotent (by Theorem 1.59). In this case, for every idempotent $q \in S$, there exists an idempotent $p \in K(S)$ satisfying $p \leq q$ (by Theorem 1.60).

We have also seen that the study of the relation $\leq$ on $E(\beta \mathbb{N})$ is equivalent to studying commutativity of idempotents in $\beta \mathbb{N}$. Two idempotents in $\beta \mathbb{N}$ are comparable for this relation if and only if they commute (by Corollary 6.24). In fact, this statement holds in $\beta S$, if $S$ is any countable discrete semigroup which can be embedded in a group.

There are seemingly simple questions about the order of idempotents in $\beta S$ which are very hard to answer. At the end of Section 9.3, we shall list some simple and obvious questions which have remained open for several years.

### 9.1 Right Maximal Idempotents

Recall from Theorem 2.12 that right maximal idempotents exist in every compact right topological semigroup. We shall see now that there are $2^{\mathfrak{c}}$ right maximal idempotents in $\mathbb{N}^{*}$. This contrasts with the fact that we do not know of any ZFC proof that there are any left maximal idempotents in $\beta \mathbb{N}$.

Theorem 9.1. There are $2^{\mathfrak{c}}$ right maximal idempotents in $\mathbb{N}^{*}$.
Proof. We remind the reader that, for any $n \in \mathbb{N}, \operatorname{supp}(n) \in \mathcal{P}_{f}(\omega)$ is defined by the equation $n=\sum_{i \in \operatorname{supp}(n)} 2^{i}$. We define $\gamma: \mathbb{N} \rightarrow \omega$ by stating that $\gamma(n)=2^{m}$ where $m=\min \operatorname{supp}(n)$. If $k \in \mathbb{N}$ and $r>\min \operatorname{supp}(k)$, then for all $n \in 2^{r} \mathbb{N}$ one has $\gamma(k+n)=\gamma(k)$. Thus, given $p \in \beta \mathbb{N}$ and $q \in \mathbb{H}$,

$$
\begin{aligned}
\widetilde{\gamma}(p+q) & =p-\lim _{k \in \mathbb{N}} q-\lim _{n \in \mathbb{N}} \gamma(k+n) \\
& =p-\lim _{k \in \mathbb{N}} \gamma(k) \\
& =\widetilde{\gamma}(p) .
\end{aligned}
$$

We note that $\gamma$ is the identity map on $\left\{2^{n}: n \in \omega\right\}$ and hence that $\widetilde{\gamma}$ is the identity map on $c \ell_{\beta \mathbb{N}}\left\{2^{n}: n \in \mathbb{N}\right\}$. Let $X=c \ell_{\beta \mathbb{N}}\left\{2^{n}: n \in \omega\right\} \cap \mathbb{N}^{*}$. Then $|X|=2^{\mathfrak{c}}$ by Theorem 3.59.

For each $x \in X$, let $D_{x}=\widetilde{\gamma}^{-1}[\{x\}] \cap \mathbb{H}$. Then $D_{x}$ is a compact subsemigroup of $\mathbb{H}$ and the sets $D_{x}$ are pairwise disjoint. By Theorem 2.12, we can choose an idempotent $q_{x}$ in $D_{x}$ which is a right maximal idempotent in the semigroup $D_{x}$.

We shall show that $q_{x}$ is a right maximal idempotent in $\mathbb{N}^{*}$. To see this, let $p$ be an idempotent in $\mathbb{N}^{*}$ for which $p+q_{x}=q_{x}$. Then $\widetilde{\gamma}(p)=\widetilde{\gamma}\left(p+q_{x}\right)=\widetilde{\gamma}\left(q_{x}\right)=x$ and so $p \in D_{x}$. This implies that $q_{x}+p=p$ and thus that $q_{x}$ is a right maximal idempotent in $\mathbb{N}^{*}$

We now show that right maximal idempotents in $\mathbb{Z}^{*}$ have remarkable properties.
Lemma 9.2. Let $G$ be a countable discrete group and let $q$ be a right maximal idempotent in $G^{*}$. Then, if $p$ is any element of $\beta G$ which is not right cancelable in $\beta G, p q=q$ implies that $q p=p$.

Proof. By Theorem 8.18, there is an idempotent $e \in G^{*}$ for which $e p=p$. Assume that $p q=q$. Then $e q=e p q=p q=q$ so, since $q$ is right maximal, $q e=e$ so $q p=q e p=e p=p$.

Lemma 9.3. Let $S$ be a countable right cancellative discrete semigroup. Then every compact right zero subsemigroup of $\beta S$ is finite.

Proof. We first note that, if $t \in S$ has a left identity $s \in S$, then $s$ has to be a right identity for $S$. To see this, let $u \in S$. Then $u s t=u t$ so by right cancellation $u s=u$.

Let $D$ denote the set of right identities of $S$. If $q \in \bar{D}$, then $p q=p$ for every $p \in \beta S$, because $p q=p-\lim _{u \in S} \underset{v \in D}{q-\lim } u v=p-\lim u=p$.

Suppose that $C$ is an infinite compact right zero subsemigroup of $\beta S$. Then $q \in C$ implies that $D \notin q$, because otherwise we should have $x q=x$ for every $x \in C$. This implies that $x=q$, because $x q=q$, and hence that $|C|=1$.

Since $C$ is infinite, pick an infinite sequence $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ of distinct elements of $C$ and let $p$ be any accumulation point of the sequence. There is at most one element $p_{n}$ in the sequence for which $p_{n}=p$, and so we can delete this element (if it exists) and assume that $p_{n} \neq p$ for every $n \in \mathbb{N}$. Since $p \in C, p=$ $p p \in c \ell_{\beta S}((S \backslash D) p) \cap c \ell_{\beta S}\left\{p_{n}: n \in \mathbb{N}\right\}$. It follows from Theorem 3.40, that $s p=q$ for some $q \in c \ell_{\beta \mathbb{N}}\left\{p_{n}: n \in \mathbb{N}\right\}$ and some $s \in S \backslash D$, or else $p_{n}=x p$ for some $n \in \mathbb{N}$ and some $x \in \beta S$.

The first possibility implies that $s q=s p q=q q=q$. It follows from Theorem 3.35 that $\{t \in S: s t=t\} \in q$ and hence that $\{t \in S: s t=t\} \neq \varnothing$ and that $s \in D$, a contradiction.

The second possibility implies that $p=p_{n} p=x p p=x p=p_{n}$, again a contradiction.

Theorem 9.4. Suppose that $G$ is a countable discrete group. Let $q$ be a right maximal idempotent in $G^{*}$ and let $C=\left\{p \in G^{*}: p q=q\right\}$. Then $C$ is a finite right zero subsemigroup of $\beta G$ and every member of $C$ is a right maximal idempotent in $G^{*}$.

Proof. $C$ is a compact right topological semigroup and so $K(C) \neq \emptyset$. We note that $q \in K(C)$ because $\{q\}=K(C) q \subseteq K(C)$. Since $\{q\}=C q,\{q\}$ is a minimal left ideal of $C$. Thus all the minimal left ideals of $C$ are singletons, by Theorem 1.64, and so the elements of $K(C)$ are all idempotent. Now every minimal right ideal of $C$ intersects every minimal left ideal of $C$. It follows by Theorem 1.61 that $C$ has a unique minimal right ideal $R$ and therefore that $K(C)=R=E(R)$ (by Theorem 1.64). By Lemma $1.30(\mathrm{~b}), E(R)$ is a right zero semigroup and so $K(C)$ is a right zero semigroup.

We now claim that $E(C)=K(C)$. To see this, let $p \in E(C)$. Since $p q=q$ and $q$ is right maximal, we have $q p=p$ and so $p \in K(C)$.

It follows that $C$ contains no $\leq$-chains of idempotents with more than one element, because all elements of $K(C)$ are $\leq$-minimal in $C$. Now any compact subsemigroup of $G^{*}$ which contains a right cancelable element, must contain infinite $\leq$-chains of idempotents (by Corollary 8.54). So $C$ cannot contain any right cancelable elements of $\beta G$.

We shall show that $C=K(C)$. To see this, let $p \in C$. Since $p$ is not right cancelable in $\beta G$ and $p q=q$, it follows from Lemma 9.2, that $q p=p$ and hence that $p \in K(C)$. Thus, by Lemma 9.3, $C$ is finite.

Finally, let $p \in C$ and assume that $r \in G^{*}$ and $p \leq_{R} r$. Then $r q=r(p q)=$ $(r p) q=p q=q$ and thus $r \in C$ so $p r=r$.

Lemma 9.5. Suppose that $G$ is a countable discrete group. Let $q$ be a right maximal idempotent in $G^{*}$ and let $C=\{p \in \beta G: p q=q\}$. Then, for every $x, y \in \beta G$, the equation $x q=y q$ implies that $x \in y C$ or $y \in x C$.

Proof. Suppose that $x \notin y C$ and $y \notin x C$. Then, for each $p \in C, x \neq y p$ and so there are disjoint clopen subsets $U_{p}$ and $V_{p}$ of $\beta G$ for which $x \in U_{p}$ and $y p \in V_{p}$. If $X_{p}=G \cap U_{p}$ and $Y_{p}=G \cap \rho_{p}^{-1}\left[V_{p}\right]$, then $X_{p} \in x, Y_{p} \in y$ and $\overline{X_{p}} \cap\left(Y_{p} p\right)=\emptyset$, because $\overline{X_{p}} \subseteq U_{p}$ and $Y_{p} p \subseteq V_{p}$. Similarly, there exist $X_{p}^{\prime} \in x$ and $Y_{p}^{\prime} \in y$ for which $\left(X_{p}^{\prime} p\right) \cap \overline{Y_{p}^{\prime}}=\emptyset$. Let $X=\bigcap_{p \in C}\left(X_{p} \cap X_{p}^{\prime}\right)$ and $Y=\bigcap_{p \in C}\left(Y_{p} \cap Y_{p}^{\prime}\right)$. By Lemma 6.28, $C=\{e\} \cup\left\{p \in G^{*}: p q=q\right\}$, so by Theorem 9.4, $C$ is finite and so $X \in x$ and $Y \in y$.

Assume that $x q=y q$. Since $x q \in \overline{X q}$ and $y q \in \overline{Y q}$, it follows from Theorem 3.40 that $b q=u q$ for some $b \in Y$ and some $u \in \bar{X}$, or else $v q=a q$ for some $v \in \bar{Y}$ and some $a \in X$. Assume without loss of generality that $b q=u q$ for some $b \in Y$ and some $u \in \bar{X}$. Then $b^{-1} u q=q$ and hence $b^{-1} u \in C$. If $p=b^{-1} u$, then $b p=u$, contradicting our assumption that $b \in Y_{p}$ and $u \in \overline{X_{p}}$, while $\overline{X_{p}} \cap\left(Y_{p} p\right)=\emptyset$.

Theorem 9.6. Suppose that $G$ is a countable discrete group. Let $q$ be a right maximal idempotent in $G^{*}$, let $C=\{p \in \beta G: p q=q\}$, and let $n=|C|$. Suppose that $x$ is a given element of $\beta G$ and that $Y=\{y \in \beta G: y q=x q\}$. Then $Y$ has either $n$ or $n-1$ elements.

Proof. Let $C^{\prime}=C \backslash\{e\}$, where $e$ denotes the identity of $G$. We note that by Lemma $6.28, C^{\prime}=\left\{p \in G^{*}: p q=q\right\}$ so $C^{\prime}$ is a finite right zero semigroup, by Theorem 9.4, and in particular all elements of $C^{\prime}$ are idempotents. For every $p \in C^{\prime}$, $x p$ is the unique element in $Y \cap(\beta G) p$. To see this, we note that $x p$ is in this set because $x p q=x q$. On the other hand, if $y$ is in this set, then $y=y p=y q p=$ $x q p=x p$.

We shall show that the sets $(\beta G) p$, where $p \in C^{\prime}$, are pairwise disjoint. If $p, p^{\prime} \in C^{\prime}$, then $(\beta G) p \cap(\beta G) p^{\prime} \neq \emptyset$ implies that $p \in(\beta G) p^{\prime}$ or $p^{\prime} \in(\beta G) p$ by Corollary 6.20. Now $p \in(\beta G) p^{\prime}$ implies that $p p^{\prime}=p$ and hence that $p=p^{\prime}$, because $p p^{\prime}=p^{\prime}$. Thus $\left|Y \cap(\beta G) C^{\prime}\right|=\left|C^{\prime}\right|=n-1$.

We claim that there is at most one element of $Y$ in $\beta G \backslash\left((\beta G) C^{\prime}\right)$. Suppose that $y$ and $z$ are distinct elements of $Y$ which are in this set. Since $y q=z q, y \in z C=$ $z C^{\prime} \cup\{z\}$ or $z \in y C=y C^{\prime} \cup\{y\}$ (by Lemma 9.5). However, neither of these possibilities can hold, because $y \notin z C^{\prime}, z \notin y C^{\prime}$ and $y \neq z$.

Thus $|Y|$ is either $n$ or $n-1$, as claimed.
We now show that right maximal idempotents occur in every neighborhood of every idempotent in $S^{*}$, if $S$ is a countable cancellative semigroup.

Theorem 9.7. Let $S$ be a countable cancellative semigroup and let $U$ be a $G_{\delta}$ subset of $S^{*}$. If $U$ contains an idempotent, then $U$ contains a right maximal idempotent of $S^{*}$.

Proof. We may suppose that $S$ has an identity $e$, since an identity can be adjoined to any semigroup. We assume that $S$ has been given a sequential ordering (i.e., a well
ordering of order type $\omega$ ), with $e$ as the first element. If $a, b \in S$, we shall write $a \prec b$ if $a$ precedes $b$ in this ordering. For each $a \in S$, we put $L(a)=\{b \in S: b \preceq a\}$. For each $F \in \mathcal{P}_{f}(S), \Pi F$ will denote the product of the elements of $F$ with these arranged in increasing order. We define $\Pi \emptyset$ to be $e$. If $B \subseteq S, \operatorname{FP}(B)$ will, as usual, denote $\left\{\prod F: F \in \mathcal{P}_{f}(B)\right\}$.

Let $p \in U$ be an idempotent. For each $A \in p$, recall that $A^{\star}=\{s \in A: A \in s p\}$. We remind the reader that $A^{\star} \in p$ and that, for every $s \in A^{\star}, s^{-1} A^{\star} \in p$ (by Lemma 4.14).

We can choose a decreasing sequence $\left\langle A_{n}\right\rangle_{n=1}^{\infty}$ of infinite subsets of $S$ satisfying $A_{n} \in p$ and $\overline{A_{n}} \cap S^{*} \subseteq U$ for every $n$.

We shall inductively define a sequence $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ in $S$. We choose any $a_{1} \in A_{1}^{\star}$. We then suppose that $a_{1}, a_{2}, \ldots, a_{k}$ have been chosen so that the following conditions are satisfied for every $i, j \in\{1,2, \ldots, k\}$ :
(i) If $i<j$, then $a_{i} \prec a_{j}$,
(ii) If $i \leq j$, then $\operatorname{FP}\left(\left\langle a_{n}\right\rangle_{n=i}^{j}\right) \subseteq A_{i}^{\star}$, and
(iii) If $i>1$, then $\operatorname{FP}\left(L\left(a_{i-1}\right)\right) \cap \operatorname{FP}\left(L\left(a_{i-1}\right)\right) a_{i}=\emptyset$.

Now, if $b, c \in \operatorname{FP}\left(L\left(a_{k}\right)\right)$, since $S$ is left cancellative there is at most one element $s \in S$ for which $b=c s$ and hence there are only a finite number of solutions of all the equations of this form. Thus we can choose

$$
a_{k+1} \in A_{k+1}^{\star} \cap \bigcap_{i=1}^{k} \bigcap\left\{b^{-1} A_{i}^{\star}: b \in \operatorname{FP}\left(\left\langle a_{n}\right\rangle_{n=i}^{k}\right)\right\}
$$

with the property that $a_{k} \prec a_{k+1}$ and $b \neq c a_{k+1}$ whenever $b, c \in \operatorname{FP}\left(L\left(a_{k}\right)\right)$. The induction hypotheses are then satisfied.

The sequence $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ having been chosen, we note that, for every $m \in \mathbb{N}$, we have $\operatorname{FP}\left(\left\langle a_{n}\right\rangle_{n=m}^{\infty}\right) \subseteq A_{m}$.

We now show that if $b \in S \backslash\{e\}, F, G \in \mathscr{P}_{f}\left(\left\{a_{n}: n \in \mathbb{N}\right\}\right)$ with $\min F=a_{t}$, $b \preceq a_{t-1}$, and $b \cdot \prod F=\Pi G$, then $F \subsetneq G$ and $b=\prod(G \backslash F)$.

We first establish that with $b, F$, and $G$ as above, one has $\max F=\max G$. Let $a_{i}=\max F$ and let $a_{j}=\max G$. If $i<j$, then $b \cdot \prod F \in \operatorname{FP}\left(L\left(a_{j-1}\right)\right)$ and $\prod\left(G \backslash\left\{a_{j}\right\}\right) \in \operatorname{FP}\left(L\left(a_{j-1}\right)\right)\left(\right.$ even if $\left.G \backslash\left\{a_{j}\right\}=\emptyset\right)$ so $\prod G \in \operatorname{FP}\left(L\left(a_{j-1}\right)\right) a_{j}$, contradicting hypothesis (iii). If $j<i$, then $\prod G \in \mathrm{FP}\left(L\left(a_{i-1}\right)\right)$ and $b \cdot \prod(F \backslash$ $\left.\left\{a_{i}\right\}\right) \in \operatorname{FP}\left(L\left(a_{i-1}\right)\right.$ ). (If $F=\left\{a_{i}\right\}$, this is because $b \preceq a_{t-1}=a_{i-1}$.) Thus, if $j<i$, then $b \cdot \prod F \in \operatorname{FP}\left(L\left(a_{i-1}\right)\right) a_{i}$, again contradicting hypothesis (iii).

Now we establish that $F \subsetneq G$ and $b=\prod(G \backslash F)$ by induction on $|F|$. If $F=\left\{a_{t}\right\}$, then $b a_{t}=\Pi\left(G \backslash\left\{a_{t}\right\}\right) a_{t}$ so, since $S$ is right cancellative, $b=\prod\left(G \backslash\left\{a_{t}\right\}\right)$. Since $b \neq e, G \backslash\left\{a_{t}\right\} \neq \emptyset$ so $F \subsetneq G$.

Now assume that $|F|>1$ and the statement is true for smaller sets. We observe that $|G|>1$. (Indeed, if $G=\left\{a_{j}\right\}$, then we have $b \cdot \prod\left(F \backslash\left\{a_{j}\right\}\right)=e$, so if $a_{i}=\max \left(F \backslash\left\{a_{j}\right\}\right)$, we have $b \cdot \prod\left(F \backslash\left\{a_{j}\right\}\right) \in \operatorname{FP}\left(L\left(a_{i-1}\right)\right) a_{i} \cap \operatorname{FP}\left(L\left(a_{i-1}\right)\right)$,
contradicting hypothesis (iii).) Let $F^{\prime}=F \backslash\left\{a_{j}\right\}$ and $G^{\prime}=G \backslash\left\{a_{j}\right\}$ where $a_{j}=$ $\max F=\max G$. Then by right cancellation, $b \cdot \prod F^{\prime}=\prod G^{\prime}$ so $F^{\prime} \subsetneq G^{\prime}$ and $b=\Pi\left(G^{\prime} \backslash F^{\prime}\right)=\prod(G \backslash F)$.

Now there is an idempotent $q \in \bigcap_{m=1}^{\infty} \overline{\mathrm{FP}\left(\left\langle a_{n}\right\rangle_{n=m}^{\infty}\right)}$ by Lemma 5.11. By Theorem 2.12, there is a right maximal idempotent $r \in S^{*}$ for which $r q=q$. We shall show that $r \in U$.

Let $R \in r$ and let $m \in \mathbb{N}$. We show that $R \cap \operatorname{FP}\left(\left\langle a_{n}\right\rangle_{n=m}^{\infty}\right) \neq \emptyset$. For each $b \in R \backslash\{e\}$, pick $k(b) \in \mathbb{N}$ such that $b \prec a_{k(b)-1}$. Then by Theorem 4.15,

$$
\bigcup_{b \in R \backslash\{e\}} b \cdot \mathrm{FP}\left(\left\langle a_{n}\right\rangle_{n=k(b)}^{\infty}\right) \in r q=q .
$$

Since also $\operatorname{FP}\left(\left\langle a_{n}\right\rangle_{n=m}^{\infty}\right) \in q$, pick $b \in R \backslash\{e\}, F \in \mathscr{P}_{f}\left(\left\{a_{n}: n \geq k(b)\right\}\right)$, and $G \in \mathscr{P}_{f}\left(\left\{a_{n}: n \geq m\right\}\right)$ such that $b \cdot \prod F=\prod G$. Then $F \subsetneq G$ and $b=\prod(G \backslash F) \in$ $\mathrm{FP}\left(\left\langle a_{n}\right\rangle_{n=m}^{\infty}\right)$.

Since for each $R \in r$ and $m \in \mathbb{N}, R \cap \operatorname{FP}\left(\left\langle a_{n}\right\rangle_{n=m}^{\infty}\right) \neq \emptyset$, we have that

$$
r \in S^{*} \cap \bigcap_{m=1}^{\infty} \overline{\operatorname{FP}\left(\left\langle a_{n}\right\rangle_{n=m}^{\infty}\right)} \subseteq S^{*} \cap \bigcap_{m=1}^{\infty} \overline{A_{m}} \subseteq U
$$

We do not know whether the sum of two elements in $\mathbb{N}^{*} \backslash K(\beta \mathbb{N})$ can be in $K(\beta \mathbb{N})$, or whether the sum of two elements in $\mathbb{N}^{*} \backslash \overline{K(\beta \mathbb{N})}$ can be in $\overline{K(\beta \mathbb{N})}$. We do know that, if $p$ is a right cancelable element of $\beta \mathbb{N}$, then, for any $q \in \beta \mathbb{N}, q+p \in K(\beta \mathbb{N})$ implies that $q \in K(\beta \mathbb{N})$ by Exercise 8.2.2, and that, if $p$ is a right cancelable element of $\beta \mathbb{N} \backslash \overline{K(\beta \mathbb{N})}$, then $q+p \in \overline{K(\beta \mathbb{N})}$ implies that $q \in \overline{K(\beta \mathbb{N})}$ by Theorem 8.32. There are idempotents $p$ in $\beta \mathbb{N}$ which also have this property. As a consequence of the next theorem, one sees that if $p$ is a right maximal idempotent in $\mathbb{N}^{*}$ and if $q \in \beta \mathbb{N} \backslash K(\beta \mathbb{N})$, then $q+p \notin K(\beta \mathbb{N})$. The corresponding statement for $\overline{K(\beta \mathbb{N})}$ is also true: if $p$ is a right maximal idempotent in $\beta \mathbb{N} \backslash \overline{K(\beta \mathbb{N})}$ and if $q \in \beta \mathbb{N} \backslash \overline{K(\beta \mathbb{N})}$, then $q+p \notin \overline{K(\beta \mathbb{N})}$. We shall not prove this here. However, a proof can be found in [252].

Theorem 9.8. Let $G$ be a countably infinite discrete group and let $p$ be a right maximal idempotent in $G^{*}$. Then, if $q \in \beta G \backslash K(\beta G)$, qp $\notin K(\beta G)$.

Proof. Suppose that $q p \in K(\beta G)$. Then $q p=e q p$ for some minimal idempotent $e \in \beta G$ by Theorem 1.64. Let $C=\left\{x \in G^{*}: x p=p\right\}$. By Theorem 9.4, $C$ is a finite right zero semigroup.

Now $q \notin(\beta G) C$. To see this we observe that, if $q=u r$ for some $u \in \beta G$ and some $r \in C$, then $q=q r=q(p r)=(q p) r \in K(\beta G)$, contradicting our assumption that $q \notin K(\beta G)$. Since $(\beta G) C$ is compact, we can choose $Q \in q$ satisfying $\bar{Q} \cap(\beta G) C=\emptyset$. Since $q \notin K(\beta G), q \neq e q$ and so we may also suppose that $Q \notin e q$.

We also claim that $e q \notin(\beta G) C$. If we assume the contrary, then $e q=u r$ for some $u \in \beta G$ and some $r \in C$. By Corollary 6.20, this implies that $q \in(\beta G) r$ or $r \in(\beta G) q$. We have ruled out the first possibility, and the second implies that $p=r p \in(\beta G) q p \subseteq K(\beta G)$. However, by Exercise 9.1.4, $p \notin K(\beta G)$. So we can choose $Y \in e q$ satisfying $\bar{Y} \cap(\beta G) C=\emptyset$ and $Y \cap Q=\emptyset$.

Now $q p \in c \ell(Q p)$ and $e q p \in c \ell(Y p)$. It follows from Theorem 3.40 that $a p=y p$ for some $a \in Q$ and some $y \in \bar{Y}$, or else $x p=b p$ for some $x \in \bar{Q}$ and some $b \in Y$.

If we assume the first possibility, the fact that $a \neq y$ implies that $y \in G^{*}$, by Lemma 6.28 and thus $a^{-1} y \in G^{*}$ by Theorem 4.31. The equation $p=a^{-1} y p$ then implies that $a^{-1} y \in C$ and hence that $y \in(\beta G) C$, contradicting our choice of $Y$. The second possibility results in a contradiction in a similar way.

Definition 9.9. Let $S$ be a semigroup and let $p$ be an idempotent in $S$. Then $p$ is a strongly right maximal idempotent of $S$ if and only if the equation $x p=p$ has the unique solution $x=p$ in $S$.

Observe that trivially a strongly right maximal idempotent is right maximal.
We now show that strongly right maximal idempotents exist in $\mathbb{N}^{*}$, by giving a proof which illustrates the power of the methods introduced by Y. Zelenyuk. As we shall see in Theorem 12.39, strongly summable ultrafilters are strongly right maximal. However, by Corollary 12.38 , the existence of strongly summable ultrafilters cannot be deduced in ZFC. It was an open question for several years whether the existence of strongly right maximal idempotents in $\mathbb{N}^{*}$ could be deduced in ZFC. This question has now been answered by I. Protasov.

We do not know whether it can be shown in ZFC that there are any right maximal idempotents in $\mathbb{N}^{*}$ which are not strongly right maximal. However, Y. Zelenyuk has shown that Martin's Axiom does imply the existence of idempotents of this kind [391].

Theorem 9.10. There is a strongly right maximal idempotent in $\mathbb{N}^{*}$. Furthermore, for every right maximal idempotent $e$ in $\mathbb{Z}^{*}$, there is an $\mathbb{H}$-map $\psi$ from $\omega$ onto a subset of $\mathbb{Z}$ for which $\widetilde{\psi}^{-1}(e)$ is defined and is a strongly right maximal idempotent in $\mathbb{N}^{*}$.

Proof. We know that there are right maximal idempotents in $\mathbb{Z}^{*}$ by Theorem 2.12. Let $e$ be an idempotent of this kind, let $C=\left\{x \in \mathbb{Z}^{*}: x+e=e\right\}$, and let $C^{\sim}=\{x \in \beta \mathbb{Z}: x+C \subseteq C\}$. By Theorem $9.4 C$ is a finite right zero subsemigroup of $\beta \mathbb{Z}$ so in particular, $x+C=C$ for every $x \in C$. Then $C^{\sim}=\{0\} \cup C$. (Certainly $\{0\} \cup C \subseteq C^{\sim}$. Assume $x \in C^{\sim} \backslash\{0\}$. Then by Lemma 6.28, $x \notin \mathbb{Z}$. Let $y=x+e$. Then $y \in C$ so $x+e=x+e+e=y+e=e$.) Let $\widetilde{\varphi}=\bigcap C^{\sim}=\left\{U \subseteq \mathbb{Z}: C^{\sim} \subseteq \bar{U}\right\}$. By Lemmas 7.6 and 7.7, there is a left invariant zero-dimensional topology $\tau$ on $\mathbb{Z}$ for which $\varphi^{\sim}$ is the filter of neighborhoods of 0 .

We choose a set $U \subseteq \mathbb{Z}$ such that 0 and $e$ are in $\bar{U}$ but $f \notin \bar{U}$ if $f \in C^{\sim} \backslash\{0, e\}$. We note that for every $f \in C^{\sim} \backslash\{0, e\},\{n \in \mathbb{Z}: n+f \in \overline{\mathbb{Z} \backslash U\}} \in e$ because $e+f=f \in \overline{\mathbb{Z} \backslash U}$. We put

$$
V=U \cap \bigcap_{f \in C^{\sim} \backslash\{0, e\}}\{n \in \mathbb{Z}: n+f \in \overline{\mathbb{Z} \backslash U}\}
$$

and observe that $0 \in V$ and $V \in e$. Let $X=V^{\star}=\{n \in V:-n+V \in e\}$ and note that $0 \in X$ and $X \in e$. Let $n \in X$. We shall show that
(i) there exists $W(n) \in \widetilde{\varphi}$ for which $n+(W(n) \cap X) \subseteq X$,
(ii) $(n+X) \cap X$ is a neighborhood of $n$ in $X$ for the relative topology induced by $\tau$, and
(iii) $n$ is not isolated in the relative topology on $X$ induced by $\tau$.

Before verifying (i), (ii), and (iii), note that if $x_{W} \in W$ for each $W \in \widetilde{\varphi^{\sim}}$, then the net $\left\langle x_{W}\right\rangle_{W \in \phi^{\sim}}$ (directed by reverse inclusion) has a cluster point $f$ in $C^{\sim}$. To see this, suppose instead that for each $f \in C^{\sim}$ one has some $U(f) \in f$ and some $W(f) \in \widetilde{\varphi^{\sim}}$ such that $x_{W^{\prime}} \notin U(f)$ for all $W^{\prime} \in \tilde{\varphi}$ with $W^{\prime} \subseteq W(f)$. Let $W^{\prime}=\left(\bigcup_{f \in C^{\sim}} U(f)\right) \cap\left(\bigcap_{f \in C^{W}} W(f)\right)$. Then $W^{\prime} \in \tilde{\varphi}^{\sim}$. Pick $f \in C^{\sim}$ such that $x_{W^{\prime}} \in U(f)$. Then since $W^{\prime} \subseteq W(f)$, we have a contradiction.

To verify (i), suppose that for every $W \in \widetilde{\varphi^{\prime}}$, there exists $r_{W} \in W \cap X$ such that $n+r_{W} \notin X$. Pick a cluster point $f \in C^{\sim}$ of the net $\left\langle r_{W}\right\rangle_{W \in \phi^{\sim}}$. Since each $r_{W} \in X$ one has $f \in \bar{X}$, and thus $f=0$ or $f=e$. Since each $r_{W} \in \mathbb{Z} \backslash(-n+X)$ one has $f \in \overline{\mathbb{Z} \backslash(-n+X)}$. But $0 \in-n+X$ and by Lemma 4.14, $-n+X=-n+V^{\star} \in e$ so $e \in \overline{-n+X}$, a contradiction.

To verify (ii) we show that there is some $W \in \widetilde{\varphi}$ such that $(n+W) \cap X \subseteq$ $(n+X) \cap X$. Suppose instead that for each $W \in \widetilde{\varphi}$ there is some $s_{W} \in W$ such that $n+s_{W} \in X$ but $s_{W} \notin X$. Pick a cluster point $f \in C^{\sim}$ of the net $\left\langle s_{W}\right\rangle_{W \in \phi^{\sim}}$. Since each $s_{W} \in \mathbb{Z} \backslash X, f \notin \bar{X}$ and since each $s_{W} \in-n+X, n+f \in \bar{X}$. But since $f \notin \bar{X}$, one has $f \notin\{0, e\}$ so, since $n \in V, n+f \notin \bar{U} \supseteq \bar{X}$, a contradiction.

To verify (iii), let $W \in \tilde{\varphi}$. We show that there exists $m \in W \backslash\{0\}$ such that $n+m \in X$ (so that $(n+W) \cap X \neq\{n\}$ ). Since $W \in \widetilde{\varphi^{\sim}}, e \in C^{\sim} \subseteq \bar{W}$ so $W \backslash\{0\} \in e$. Also, $n \in V^{\star}$ so by Lemma 4.14, $-n+V^{\star} \in e$. Pick $m \in(W \backslash\{0\}) \cap\left(-n+V^{\star}\right)$.

Having established (i), (ii), and (iii), for each $n \in X$ pick $W(n) \in \widetilde{\varphi}$ as guaranteed by (i), choosing $W(0)=X$. Now we have shown that the hypotheses of Theorem 7.24 are satisfied with $G=\mathbb{Z}$ and $V(n)=W(n) \cap X$. Thus there is a countable set $\left\{V_{n}: n \in \mathbb{N}\right\}$ of neighborhoods of 0 in $X$ for which $Y=\bigcap_{n=1}^{\infty} c \ell_{\beta X} V_{n} \backslash\{0\}$ is a subsemigroup of $\beta \mathbb{Z}$ and there is an $\mathbb{H}$-map $\psi: \omega \rightarrow X$ such that $\widetilde{\psi}_{\mid \mathbb{H}}$ is an isomorphism from $\mathbb{H}$ onto $Y$. For each $n$, there is some $W_{n} \in \widetilde{\varphi}$ such that $W_{n} \cap X \subseteq V_{n}$ and thus each $V_{n} \in e$ so $e \in Y$.

Now the equation $x+e=e$ has the unique solution $x=e$ in $\bar{X} \backslash\{0\}$. It follows that the equation $x+\widetilde{\psi}^{-1}(e)=\widetilde{\psi}^{-1}(e)$ has the unique solution $x=\widetilde{\psi}^{-1}(e)$ in $\mathbb{H}$ and
hence that $\widetilde{\psi}^{-1}(e)$ is a strongly right maximal idempotent in $\mathbb{H}$. Since by Lemma 6.8 all idempotents of $\mathbb{N}^{*}$ are in $\mathbb{H}, \widetilde{\psi}^{-1}(e)$ is a strongly right maximal idempotent in $\mathbb{N}^{*}$.

Theorem 9.11. There are $2^{\mathfrak{c}}$ strongly right maximal idempotents in $\mathbb{H}$. Consequently there are $2^{\mathfrak{c}}$ strongly right maximal idempotents in $\mathbb{N}^{*}$.

Proof. We know that there are $2^{\mathfrak{c}}$ right maximal idempotents in $\mathbb{Z}^{*}$ by Theorem 9.1. For each idempotent $e$ of this kind, there is an $\mathbb{H}$ map $\psi_{e}$ from $\omega$ onto a subset of $\mathbb{Z}$ for which ${\widetilde{\psi_{e}}}^{-1}(e)$ is defined and is a strongly right maximal idempotent in $\mathbb{H}$ (by Theorem 9.10). For any given $e$, there are at most c right maximal idempotents $f$ in $\mathbb{Z}^{*}$ for which $\widetilde{\psi}_{e}^{-1}(e)=\widetilde{\psi}_{f}^{-1}(f)$, because this equation implies that $\widetilde{\psi}_{f}\left(\widetilde{\psi}_{e}^{-1}(e)\right)=$ $f$, so that $\widetilde{\psi}_{f}$ is a $\mathbb{H}$-map taking $\widetilde{\psi}_{e}^{-1}(e)$ to $f$, and there are at most $\mathrm{c} \mathbb{H}$-maps from $\omega$ to subsets of $\mathbb{Z}$. Thus there are $2^{\mathfrak{c}}$ distinct elements of the form $\widetilde{\psi}_{e}^{-1}(e)$.

Corollary 9.12. Let $G$ be a countably infinite discrete group which can be algebraically embedded in a metrizable compact topological group. Then there are $2^{\text {c }}$ strongly right maximal idempotents in $G^{*}$.

Proof. This follows immediately from Theorem 9.11 and Theorem 7.28.

Exercise 9.1.1. Which idempotent in $(\beta \mathbb{Z},+)$ is the unique $\leq_{R}$-maximal idempotent and the unique $\leq_{L}$-maximal idempotent?

Exercise 9.1.2. Let $S$ be a semigroup and let $p, q \in E(S)$. Show that $p \leq_{R} q$ if and only if $p S \subseteq q S$ and that $p \leq_{L} q$ if and only if $S p \subseteq S q$.

Exercise 9.1.3. Let $q$ be an element of $\beta \mathbb{N}$ which is not right cancelable in $\beta \mathbb{N}$. Show that there is a right maximal idempotent $p \in \beta \mathbb{N}$ for which $p+q=q$. (Hint: Use Theorems 8.18 and 2.12.)

The following exercise contrasts with the fact that we do not know whether idempotents in $K(\beta \mathbb{Z})$ can be left maximal.

Exercise 9.1.4. Let $G$ be a countably infinite discrete group. Show that no idempotent in $K(\beta G)$ can be right maximal in $G^{*}$. (Hint: Use Theorems 6.44 and 9.4.)

Exercise 9.1.5. Let $p$ and $q$ be any two given elements of $\beta \mathbb{Z}$. Show that the equation $x+p=q$ either has $2^{\mathfrak{c}}$ solutions in $\beta \mathbb{Z}$ or else has only a finite number. (Hint: You may wish to use Theorem 3.59.)

### 9.2 Topologies Defined by Idempotents

In this section we investigate left invariant topologies induced on a group $G$ in each of two natural ways by idempotents in $G^{*}$. The first of these is the topology induced on $G$ by the map $a \mapsto a p$ from $G$ to $G p$.

Theorem 9.13. Let $G$ be an infinite discrete group and let $p$ be an idempotent in $G^{*}$. There is a left invariant zero-dimensional Hausdorff topology on $G$ such that the filter $\tilde{\varphi}$ of neighborhoods of the identity e consists of the subsets $U$ of $G$ for which $\{x \in \beta G: x p=p\} \subseteq c \ell_{\beta G} U$. This topology is extremally disconnected and is the same as the topology on $G$ induced by the mapping $\left(\rho_{p}\right)_{\mid G}: G \rightarrow G^{*}$. Furthermore, if $\left(\rho_{p}\right)_{\mid G}$ and $\left(\rho_{q}\right)_{\mid G}$ induce the same topology on $G$, then $p \beta G=q \beta G$. Consequently there are at least $2^{\mathfrak{c}}$ distinct topologies which arise in this way.

Proof. Let $\theta_{p}=\left(\rho_{p}\right)_{\mid G}$. Notice that by Lemma 6.28, $\theta_{p}$ is injective. In particular $\{a \in G: a p=p\}=\{e\}$ so by Lemmas 7.6 and 7.7, with $C=\{p\}$ (so that $C^{\sim}=\{x \in \beta G: x p=p\}$ ), we can define a zero-dimensional Hausdorff left invariant topology on $G$, for which $\tilde{\varphi}$ is the filter of neighborhoods of $e$.
We show first that the topology we have defined on $G$ is the one induced by $\theta_{p}$. Let $\mathcal{T}$ be the topology defined by $\varphi^{\mathcal{T}}$ and let $\mathcal{V}$ be the topology induced by $\theta_{p}$. In the proof of Lemma 7.6 we showed in statement (ii) that the sets of the form $U^{\mathcal{L}}=\{a \in$ $\left.G: a p \in c \ell_{\beta G} U\right\}$ where $U \in p$ form a basis for the neighborhoods of $e$ in $\mathcal{T}$ and in statement (iii) that each $U^{\wedge} \in \mathcal{T}$. Hence $\left\{b U^{\wedge}: b \in G\right.$ and $\left.U \in p\right\}$ forms a basis for $\mathcal{T}$. Given $b \in G$ and $U \in p, b U^{\wedge}=\theta_{p}{ }^{-1}\left[\lambda_{b^{-1}}{ }^{-1}\left[c \ell_{\beta G} U\right]\right]$ so $\mathcal{T} \subseteq \mathcal{V}$. To see that $\mathcal{V} \subseteq \mathcal{T}$, let $U \in \mathcal{V}$ and let $b \in U$. Pick $V \subseteq G$ such that $b \in \theta_{p}{ }^{-1}\left[c \ell_{\beta G} V\right] \subseteq U$. Then $b^{-1} V \in p$ and $b \in b\left(b^{-1} V\right) \subseteq U$.

Since $G p$ is extremally disconnected as a subspace of $\beta G$ (by Lemma 7.41), it follows that $G$ is extremally disconnected.

Now suppose that $p$ and $q$ are idempotents in $G^{*}$ which define the same topology on $G$. Then the map $\psi=\theta_{q} \circ \theta_{p}^{-1}$ is a homeomorphism from $G p$ to $G q$ for which $\psi(a p)=a q$ for all $a \in G$. Now $q=\psi(p)=\psi(p p)=\lim _{a \rightarrow p} \psi(a p)=\lim _{a \rightarrow p} a q=$ $p q$ so $q$ belongs to the principal right ideal of $\beta G$ defined by $p$. Similarly, since $\theta_{p} \circ \theta_{q}{ }^{-1}$ is a homeomorphism, $p$ belongs to the principal right ideal of $\beta G$ defined by $q$. Thus $p \beta G=q \beta G$. Now $\beta G$ contains at least $2^{\mathfrak{c}}$ disjoint minimal right ideals (by Corollary 6.41). Choosing an idempotent in each will produce at least $2^{\mathfrak{c}}$ different topologies on $G$.

The second method of inducing a topology on $G$ by an idempotent $p$ is more direct, taking $\{A \cup\{e\}: a \in p\}$ as a neighborhood base for $e$.

Theorem 9.14. Let $G$ be an infinite discrete group with identity $e$ and let $p \in G^{*}$. Let $\mathcal{N}=\{A \cup\{e\}: A \in p\}$ and let $\mathcal{T}=\left\{U \subseteq G:\right.$ for all $\left.a \in U, a^{-1} U \in p\right\}$.

Then $\mathcal{T}$ is the finest left invariant topology on $G$ such that each neighborhood of $e$ is a member of $\mathcal{N}$. The filter of neighborhoods of e is equal to $\mathcal{N}$ if and only if $p$ is idempotent. In this case, the topology $\mathcal{T}$ is Hausdorff.

Proof. It is immediate that $\mathcal{T}$ is a left invariant topology on $G$. (For this fact, one only needs $p$ to be a filter on $G$.) Let $V$ be a neighborhood of $e$ with respect to $\mathcal{T}$. Pick $U \in \mathcal{T}$ such that $e \in U \subseteq V$. Then $U \in p$ and thus $V \in p$. Also $V=V \cup\{e\}$ so $V \in \mathcal{N}$.

Now let $\mathcal{V}$ be a left invariant topology on $G$ such that every neighborhood of $e$ with respect to $\mathcal{V}$ is a member of $\mathcal{N}$. To see that $\mathcal{V} \subseteq \mathcal{T}$, let $U \in \mathcal{V}$ and let $a \in U$. Then $a^{-1} U$ is a neighborhood of $e$ with respect to $\mathcal{V}$ so $a^{-1} U=A \cup\{e\}$ for some $A \in p$ and thus $a^{-1} U \in p$.

Let $\mathcal{M}$ be the set of neighborhoods of $e$ with respect to $\mathcal{T}$. Assume first that $\mathcal{M}=$ $\mathcal{N}$. To see that $p p=p$, let $A \in p$. Then $A \cup\{e\}$ is a neighborhood of $e$ so pick $U \in \mathcal{T}$ such that $e \in U \subseteq A \cup\{e\}$. Then $U \in p$. We claim that $U \subseteq\{a \in G$ : $\left.a^{-1} A \in p\right\}$. To this end, let $a \in U$. Then $a^{-1} U \in p$ and $a^{-1} U \subseteq a^{-1} A \cup\left\{a^{-1}\right\}$ so $a^{-1} A \cup\left\{a^{-1}\right\} \in p$ so $a^{-1} A \in p$.

Now assume that $p p=p$. To see that $\mathcal{M}=\mathcal{N}$, let $V \in \mathcal{N}$. Then $V \in p$. Let $B=V^{\star}=\left\{x \in V: x^{-1} V \in p\right\}$. Then $B \in p$. We show that $B \cup\{e\} \in \mathcal{T}$. (Then $e \in B \cup\{e\} \subseteq V$ so $V \in \mathcal{M}$.) To see this, let $x \in B \cup\{e\}$. Now $e^{-1} B=B \in p$ and, if $x \neq e$, then by Lemma 4.14, $x^{-1} B \in p$.

Finally assume that $p p=p$ and let $a \neq e$. Then $a p \neq e p$ by Lemma 6.28, so pick $B \in p \backslash a p$. Let $A=B \backslash\left(a^{-1} B \cup\left\{a, a^{-1}\right\}\right)$. Then $a A \cup\{a\}$ and $A \cup\{e\}$ are disjoint neighborhoods of $a$ and $e$ respectively.

The following theorem tells us, among other things, that the topologies determined by $p$ in Theorems 9.13 and 9.14 agree if and only if $p$ is strongly right maximal.

We saw in Corollary 9.12 that, if $G$ is a countable group which can be embedded in a compact metrizable topological group, there are $2^{\mathfrak{c}}$ strongly right maximal idempotents in $G^{*}$.

Theorem 9.15. Let $G$ be a group with identity e and let $p$ be an idempotent in $G^{*}$. Let $\mathcal{T}$ be the left invariant topology on $G$ such that $\mathcal{N}=\{A \cup\{e\}: A \in p\}$ is the filter of neighborhoods of $e$. Then $\mathcal{T}$ is Hausdorff and the following statements are equivalent:
(a) The topology $\mathcal{T}$ is regular.
(b) The idempotent $p$ is strongly right maximal in $G^{*}$.
(c) The map $\left(\rho_{p}\right)_{\mid G}$ is a homeomorphism from $(G, \mathcal{T})$ onto $G p$.
(d) The topology $\mathcal{T}$ is regular and extremally disconnected.
(e) The topology $\mathcal{T}$ is zero-dimensional.

Proof. The topology $\mathcal{T}$ is Hausdorff by Theorem 9.14.
(a) implies (b). Let $q \in G^{*}$ such that $q p=p$ and suppose that $q \neq p$. Pick $B \in q \backslash p$ with $e \notin B$. Now $G \backslash B=(G \backslash B) \cup\{e\}$ is a neighborhood of $e$ so pick a neighborhood $U$ of $e$ which is closed with respect to $\mathcal{T}$ such that $U \subseteq G \backslash B$. Then $U \in p=q p$ so pick $b \in B$ such that $b^{-1} U \in p$. Since $U$ is closed, $G \backslash U$ is a neighborhood of $b$ so $b^{-1}(G \backslash U) \in p$, a contradiction.
(b) implies (c). By Theorem 9.13, the topology induced on $G$ by the map $\left(\rho_{p}\right)_{\mid G}$ has $\tilde{\varphi}=\left\{U \subseteq G:\{x \in \beta G: x p=p\} \subseteq c \ell_{\beta G} U\right\}$ as the filter of neighborhoods of $e$. Now, by assumption $\{x \in \beta G: x p=p\}=\{p, e\}$. (By Lemma 6.28, ap $\neq p$ if $a \in G \backslash\{e\}$.) Thus, given $U \subseteq G,\{x \in \beta G: x p=p\} \subseteq c \ell_{\beta G} U$ if and only if $U \in p$ and $e \in U$. Consequently $\tilde{\varphi}=\mathcal{N}$ so this topology is $\mathcal{T}$.
(c) implies (d). By Theorem 9.13, the topology induced on $G$ by the map $\left(\rho_{p}\right)_{\mid G}$ is regular and extremally disconnected.

Each of the implications (d) implies (e) and (e) implies (a) is trivial.
Theorem 9.16. Let $G$ be a discrete group with identity $e$, and let $p$ be an idempotent in $G^{*}$. Let $\mathcal{T}$ be the left invariant topology defined on $G$ by taking $\{A \cup\{e\}: A \in p\}$ as a base for the neighborhoods of $e$. Let $\mathcal{V}$ be any topology on $G$ for which $G$ has no isolated points. Then $\mathcal{V}$ cannot be strictly finer than $\mathcal{T}$.

Proof. By Theorem 9.14, $\mathcal{T}=\left\{U \subseteq G:\right.$ for all $\left.a \in U, a^{-1} U \in p\right\}$. Suppose that $\mathcal{T} \subsetneq \mathcal{V}$ and pick $V \in \mathcal{V} \backslash \mathcal{T}$. Since $V \notin \mathcal{T}$ pick $a \in V$ such that $a^{-1} V \notin p$. Then $G \backslash a^{-1} V \in p$ so $\left(G \backslash a^{-1} V\right) \cup\{e\}$ is a neighborhood of $e$ with respect to the topology $\mathcal{T}$ and thus $a\left(\left(G \backslash a^{-1} V\right) \cup\{e\}\right)=(G \backslash V) \cup\{a\}$ is a neighborhood of $a$ with respect to $\mathcal{T}$, and thus also with respect to $\mathcal{V}$. But then $((G \backslash V) \cup\{a\}) \cap V=\{a\}$ is a neighborhood of $a$ with respect to $\mathcal{V}$, a contradiction.

Corollary 9.17. Let $G$ be an infinite group. If $p$ is a strongly right maximal idempotent in $G^{*}$, then the left invariant topology $\mathcal{T}$ on $G$ defined by taking $\{A \cup\{e\}: A \in p\}$ as the filter of neighborhoods of the identity $e$ is homogeneous, zero-dimensional, Hausdorff, extremally disconnected, and maximal among all topologies without isolated points. Distinct strongly right maximal idempotents give rise to distinct topologies.

Proof. Since the topology is left invariant, it is trivially homogeneous. By Theorem 9.15, $\mathcal{T}$ is Hausdorff, zero-dimensional, and extremally disconnected. By Theorem 9.16, $\mathcal{T}$ is maximal among all topologies without isolated points. By Theorem $9.15, \mathcal{T}$ is the topology induced on $G$ by the function $\left(\rho_{p}\right)_{\mid G}$. Given distinct right maximal idempotents $p$ and $q$, one has $p \neq q p$ so $p \notin q \beta G$. Thus, by Theorem 9.13, $\left(\rho_{p}\right)_{\mid G}$ and $\left(\rho_{q}\right)_{\mid G}$ induce distinct topologies on $G$.

Combined with Corollary 9.12, the following Corollary shows that there are $2^{c}$ distinct homeomorphism classes of topologies on $\mathbb{Z}$ that are homogeneous, zero-
dimensional, Hausdorff, extremally disconnected, and maximal among all topologies without isolated points.

Corollary 9.18. Let $G$ be an infinite group. Let

$$
\kappa=\mid\left\{p \in G^{*}: p \text { is a strongly right maximal idempotent in } G^{*}\right\} \mid .
$$

If $2^{|G|}<\kappa$, then there are at least $\kappa$ distinct homeomorphism classes of topologies on $G$ that are homogeneous, zero-dimensional, Hausdorff, extremally disconnected, and maximal among all topologies without isolated points.

Proof. By Corollary 9.17 distinct strongly right maximal idempotents give rise to distinct topologies on $G$, each of which is homogeneous, zero-dimensional, Hausdorff, extremally disconnected, and maximal among all topologies without isolated points. Since any homeomorphism class has at most $|G|^{|G|}=2^{|G|}$ members, the conclusion follows.

The use of ultrafilters leads to partition theorems for left topological groups. The following theorem and Exercises 9.2.5 and 9.2.6 illustrate results of this kind.

Let $X$ be a topological space. Recall that an ultrafilter $p$ on $X$ is said to converge to a point $x$ of $X$ if and only if $p$ contains the filter of neighborhoods of $x$.

Theorem 9.19. Let $G$ be a countably infinite discrete group with identity e. Suppose that there is a left invariant topology $\tau$ on $G$ for which there is a right cancelable ultrafilter $p \in G^{*}$ converging to $e$. Then $G$ can be partitioned into $\omega$ disjoint subsets which are all $\tau$-dense in $G$.

Proof. Let $\phi: G \times G \rightarrow \mathbb{N}$ be a bijection. For each $b \in G$ let $X_{b}=\left\{a p^{\phi(a, b)}\right.$ : $a \in G\}$. Notice that if $a, b, c, d \in G$ and $a p^{\phi(a, b)}=c p^{\phi(c, d)}$, then $\phi(a, b)=$ $\phi(c, d)$ so that $a=c$ and $b=d$. (If $a p^{n}=c p^{m}$ where, say, $n>m$, one has by the right cancelability of $p$ that $a p^{n-m}=c \in G$, while $G^{*}$ is a right ideal of $\beta G$ by Theorem 4.31.)

We claim that for each $b \in G, c \ell_{\beta G} X_{b} \cap c \ell_{\beta G}\left(\bigcup_{d \in G \backslash\{b\}} X_{d}\right)=\emptyset$. Suppose instead that for some $b \in G, c \ell_{\beta G} X_{b} \cap c \ell_{\beta G}\left(\bigcup_{d \in G \backslash\{b\}} X_{d}\right) \neq \emptyset$. Then by Theorem 3.40, either $X_{b} \cap c \ell_{\beta G}\left(\cup_{d \in G \backslash\{b\}} X_{d}\right) \neq \emptyset$ or $c \ell_{\beta G} X_{b} \cap\left(\bigcup_{d \in G \backslash\{b\}} X_{d}\right) \neq \emptyset$. Since the latter implies a version of the former, we may assume that we have some $x \in X_{b} \cap c \ell_{\beta G}\left(\bigcup_{d \in G \backslash\{b\}} X_{d}\right)$. Then for some $a \in G, x=a p^{\phi(a, b)}$ and $x \in$ $c \ell_{\beta G}\left\{c p^{\phi(c, d)}: c \in G\right.$ and $\left.d \in G \backslash\{b\}\right\}$. As we have already observed, $a p^{\phi(a, b)} \neq$ $c p^{\phi(c, d)}$ if $d \neq b$, so $x \in c \ell_{\beta G}\left\{c p^{m}: c \in G\right.$ and $\left.m>\phi(a, b)\right\}$. Let $n=\phi(a, b)$. Then $a p^{n} \in c \ell_{\beta G}\left\{c p^{m}: c \in G\right.$ and $\left.m>n\right\} \subseteq G^{*} p^{n}$ so $p^{n} \in a^{-1} G^{*} p^{n} \subseteq G^{*} p^{n}$. Thus, by Theorem $8.18 p^{n}$ is not right cancelable, a contradiction.

Since $c \ell_{\beta G} X_{b} \cap c \ell_{\beta G}\left(\bigcup_{d \in G \backslash\{b\}} X_{d}\right)=\emptyset$ for every $b \in G$, we can choose a family $\left\langle A_{b}\right\rangle_{b \in G}$ of pairwise disjoint subsets of $G$ such that $X_{b} \subseteq c \ell_{\beta G} A_{b}$ for each b. We may replace $A_{e}$ by $G \backslash \bigcup_{b \in G \backslash\{e\}} A_{b}$ so that $\left\{A_{b}: b \in G\right\}$ is a partition of $G$.

Now let $b \in G$. We claim that $A_{b}$ is $\tau$-dense in $G$. Notice that for each $n \in \mathbb{N}$, $p^{n}$ converges to $e$ because (by Exercise 9.2.3) the ultrafilters in $G^{*}$ that converge to $e$ form a subsemigroup of $\beta G$. Let $V$ be a nonempty $\tau$-open subset of $G$ and pick $a \in V$. Then $a^{-1} V$ is a $\tau$-neighborhood of $e$ so $a^{-1} V \in p^{\phi(a, b)}$. Since also $A_{b} \in a p^{\phi(a, b)}$, we have $V \cap A_{b} \neq \emptyset$.

Corollary 9.20. Let $G$ be a group with a left invariant topology $\tau$ with respect to which $G$ has no isolated points. If there is a countable basis for $\tau$ then $G$ can be partitioned into $\omega$ disjoint subsets which are all $\tau$-dense in $G$.

Proof. Let $\left\{V_{n}: n \in \mathbb{N}\right\}$ be a basis for the neighborhoods of the identity $e$ of $G$. By Theorem 3.36 the interior in $G^{*}$ of $\bigcap_{n=1}^{\infty} V_{n}{ }^{*}$ is nonempty and thus by Theorem 8.10 there is some $p \in \bigcap_{n=1}^{\infty} V_{n}{ }^{*}$ which is right cancelable in $\beta G$ (where $\beta G$ is the StoneČech compactification of the discrete space $G$ ). Thus Theorem 9.19 applies.

Exercise 9.2.1. Let $S$ be any discrete semigroup and let $p$ be any idempotent in $S^{*}$. Prove that the left ideal $(\beta S) p$ is extremally disconnected. (Hint: Consider Lemma 7.41.)

Exercise 9.2.2. Let $G$ be an infinite discrete group and let $p$ and $q$ be idempotents in $G^{*}$. Show that the following statements are equivalent.
(a) $q \leq_{R} p$.
(b) The function $\psi: G p \rightarrow G q$ defined by $\psi(a p)=a q$ is continuous.
(c) The topology induced on $G$ by $\left(\rho_{p}\right)_{\mid G}$ is finer than or equal to the one induced by $\left(\rho_{q}\right)_{\mid G}$.
(Hint: Consider the proof of Theorem 9.13.)
Exercise 9.2.3. Let $G$ be a group with identity $e$ and let $\tau$ be a nondiscrete left invariant topology on $G$. Let $X_{\tau}=\bigcap\left\{c \ell_{\beta G}(U \backslash\{e\}): U\right.$ is a $\tau$-neighborhood of $e$ in $\left.G\right\}$. (So $X_{\tau}$ is the set of nonprincipal ultrafilters on $G$ which converge to $e$.) Show that $X_{\tau}$ is a compact subsemigroup of $G^{*}$. (Hint: Use Theorem 4.20.) Show that if $\tau^{\prime}$ is also a nondiscrete left invariant topology on $G$, then $\tau=\tau^{\prime}$ if and only if $X_{\tau}=X_{\tau^{\prime}}$.

The following exercise shows that topologies defined by idempotents can be characterized by a simple topological property.

Exercise 9.2.4. Let $G$ be a group with identity $e$ and let $p$ be an idempotent in $G^{*}$. Let $\mathcal{T}$ be the left invariant topology defined on $G$ by choosing the sets of the form $U \cup\{e\}$, where $U \in p$, as the neighborhoods of $e$. Show that for any $A \subseteq G$ and any $x \in G, x \in c \ell_{\mathcal{T}} A$ if and only if either $x \in A$ or $x^{-1} A \in p$. Then show that, for any two disjoint subsets $A$ and $B$ of $G$, we have $c \ell_{\mathcal{T}} A \cap c \ell_{\mathcal{T}} B=$ $\left(A \cap c \ell_{\mathcal{T}} B\right) \cup\left(c \ell_{\mathcal{T}} A \cap B\right)$.

Conversely, suppose that $\mathcal{T}$ is a left invariant Hausdorff topology on $G$ without isolated points such that for any two disjoint subsets $A$ and $B$ of $G$, one has $c \ell_{\mathcal{T}} A \cap$ $c \ell_{\mathcal{T}} B=\left(A \cap c \ell_{\mathcal{T}} B\right) \cup\left(c \ell_{\mathcal{T}} A \cap B\right)$. Let $p=\left\{A \subseteq G: e \in c \ell_{\mathcal{T}}(A \backslash\{e\})\right\}$. Show that $p$ is an idempotent in $G^{*}$ such that the $\mathcal{T}$-neighborhoods of $e$ are the sets of the form $U \cup\{e\}$, where $U \in p$.

Exercise 9.2.5. Let $G$ be a countably infinite discrete group with identity $e$ and let $p$ be an idempotent in $G^{*}$. Let $\tau$ be the left invariant topology defined on $G$ by choosing the sets of the form $U \cup\{e\}$, where $U \in p$, as the neighborhoods of $e$. Show that $G$ cannot be partitioned into two disjoint sets which are both $\tau$-dense in $G$.

Exercise 9.2.6. Let $G$ be a countably infinite discrete group with identity $e$ and let $p$ be a right maximal idempotent in $G^{*}$. Let $D=\left\{q \in G^{*}: q p=p\right\}$. Then $D$ is a finite right zero subsemigroup of $G^{*}$ by Theorem 9.4. Let $\tau$ be the left invariant topology defined on $G$ by choosing the subsets $U$ of $G$ for which $D \cup\{e\} \subseteq c \ell_{\beta G} U$ as the neighborhoods of the identity. Suppose that $|D|=n$. Show that $G$ can be partitioned into $n$ disjoint $\tau$-dense subsets, but cannot be partitioned into $n+1$ disjoint $\tau$-dense subsets. (Hint: Use Corollary 6.20 to show that $(\beta G) q \cap(\beta G) q^{\prime}=\emptyset$ if $q$ and $q^{\prime}$ are distinct elements of $C$.)

The following exercise provides a contrast to Ellis' Theorem (Corollary 2.39).

Exercise 9.2.7. Let $p$ be an idempotent in $\mathbb{N}^{*}$ and let $\mathcal{T}=\{U \subseteq \mathbb{Z}$ : for all $a \in U$, $-a+U \in p\}$. Then by Theorem $9.14,(\mathbb{Z},+, \mathcal{T})$ is a semitopological semigroup which is algebraically a group. Prove that it is not a topological semigroup. (Hint: Either $\left\{2^{2 n}(2 k+1): n, k \in \omega\right\} \in p$ or $\left\{2^{2 n+1}(2 k+1): n, k \in \omega\right\} \in p$.)

### 9.3 Chains of Idempotents

We saw in Corollary 6.34 that nonminimal idempotents exist in $S^{*}$ whenever $S$ is right cancellative and weakly left cancellative. In this section, we shall show that every nonminimal idempotent $p$ in $\mathbb{Z}^{*}$ lies immediately above $2^{c}$ nonminimal idempotents, in the sense that there are $2^{\mathfrak{c}}$ nonminimal idempotents $q \in \mathbb{Z}^{*}$ satisfying $q<p$, which are maximal subject to this condition. This will allow us to construct $\omega_{1}$-sequences of idempotents in $\mathbb{Z}^{*}$, with the property that each idempotent in the sequence corresponding to a nonlimit ordinal is maximal subject to being less than its predecessor. Whether any infinite increasing chains of idempotents exist in $\mathbb{Z}^{*}$ is a difficult open question.

Theorem 9.21. Let $G$ be a countably infinite discrete group, let $p$ be any nonminimal idempotent in $G^{*}$, and let $A \subseteq G$ with $\bar{A} \cap K(\beta G) \neq \emptyset$. Then there is a set $Q \subseteq$ $\left(E\left(G^{*}\right) \cap \bar{A}\right) \backslash K(\beta G)$ such that
(1) $|Q|=2^{\mathrm{c}}$,
(2) each $q \in Q$ satisfies $q<p$, and
(3) each $q \in Q$ is maximal subject to the condition that $q<p$.

Proof. By Theorems 6.56 and 6.58 , there is an infinite subset $B$ of $A$ such that the following statements hold for every $x \in B^{*}$ :
(i) $p \notin(\beta G) x p$,
(ii) $x p$ is right cancelable in $\beta G$,
(iii) $(\beta G) x p$ is maximal subject to being a principal left ideal of $\beta G$ strictly contained in $(\beta G) p$, and
(iv) for all distinct $x$ and $x^{\prime}$ in $B^{*},(\beta G) x p$ and $(\beta G) x^{\prime} p$ are disjoint.

Let $x$ be a given element of $B^{*}$ and let $C$ denote the smallest compact subsemigroup of $\beta G$ which contains $x p$. Pick an idempotent $u \in C$. By Theorem 8.57, $u$ is not minimal in $G^{*}$. We can choose an idempotent $q \in(\beta G) x p$ which is $\leq_{R^{-}}$ maximal in $G^{*}$ and satisfies $q u=u$ (by Lemma 8.59). Let $v=p q$. Using the fact that $q p=q$, it is easy to check that $v$ is idempotent and that $v \leq p$. Now $v \neq p$, because $v \in(\beta G) x p$ and $p \notin(\beta G) x p$, and so $v<p$.

Let $D=\left\{w \in E\left(G^{*}\right): v<w<p\right\}$. Then $D \subseteq\{w \in \beta G: w q=p q\}$ since, if $v<w<p$, one has $p q=v=w v=w p q=w q$. Thus, by Theorem $9.6, D$ is finite. If $D \neq \emptyset$, choose $w$ maximal in $D$. If $D=\emptyset$, let $w=v$. We then have an idempotent $w \in G^{*}$ which satisfies $w<p$ and is maximal subject to this condition.

We shall show that $w \in(\beta G) x p$. Since $v \in(\beta G) w \cap(\beta G) x p$, it follows from Corollary 6.20, that $w \in(\beta G) x p$ or $x p \in(\beta G) w$. The first possibility is what we wish to prove, and so we may assume the second. We also have $w \in(\beta G) p$ and so $(\beta G) x p \subseteq(\beta G) w \subseteq(\beta G) p$. Now $(\beta G) x p$ is maximal subject to being a principal left ideal of $\beta G$ strictly contained in $(\beta G) p$. Thus $(\beta G) w=(\beta G) x p$ or $(\beta G) w=(\beta G) p$. The first possibility implies that $w \in(\beta G) x p$, as claimed. The second can be ruled out because it implies that $p \in(\beta G) w$ and hence that $p w=p$, contradicting our assumption that $p w=w$.

We now claim that $w \notin K(\beta G)$. To see this, since $v \leq w$ it suffices to show that $v \notin K(\beta G)$. We note that $x v u=x p q u=x p u \in C$ and that $C \cap K(\beta G)=\emptyset$ (by Theorem 8.57). So $x v u \notin K(\beta G)$ and therefore $v \notin K(\beta G)$.

Thus we have found a nonminimal idempotent $w \in(\beta G) x p$ which satisfies $w<p$, and is maximal subject to this condition. Our theorem now follows from the fact that there are $2^{\mathfrak{c}}$ possible choices of $x$, because $\left|B^{*}\right|=2^{\mathfrak{c}}$ (by Theorem 3.59), and that $(\beta G) x p$ and $(\beta G) x^{\prime} p$ are disjoint if $x$ and $x^{\prime}$ are distinct elements in $B^{*}$.

Lemma 9.22. Let $G$ be a countably infinite discrete group. Let $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$ be a sequence of idempotents in $G^{*}$ such that, for every $n \in \mathbb{N}, q_{n+1}<_{L} q_{n}$. If $q$ is any limit point of the sequence $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$, then $q \in(\beta G) q_{n}$ for every $n \in \mathbb{N}$ and $q$ is right cancelable in $\beta G$.

Proof. For every $n \in \mathbb{N}$, we have $q_{r} \in(\beta G) q_{n}$ whenever $r>n$. Since $(\beta G) q_{n}$ is closed in $\beta G$, it follows that $q \in(\beta G) q_{n}$.

Suppose that $q$ is not right cancelable in $\beta G$. Then $q=u q$ for some idempotent $u \in G^{*}$ (by Theorem 8.18). So $q \in c \ell((G \backslash\{e\}) q)$ and $q \in c \ell\left\{q_{n}: n \in \mathbb{N}\right\}$, where $e$ denotes the identity of $G$. It follows from Theorem 3.40 that $a q=q^{\prime}$ for some $a \in G \backslash\{e\}$ and some $q^{\prime} \in c \ell\left\{q_{n}: n \in \mathbb{N}\right\}$, or else $q_{n}=x q$ for some $n \in \mathbb{N}$ and some $x \in \beta G$.

Assume first that $q_{n}=x q$ for some $n \in \mathbb{N}$ and some $x \in \beta G$. Then $q \in \beta G q_{n+1}$ so $q_{n} \in \beta G q_{n+1}$ and thus, $q_{n} \leq_{L} q_{n+1}$, a contradiction.

Thus we have $a q=q^{\prime}$ for some $a \in G \backslash\{e\}$ and some $q^{\prime} \in c \ell\left\{q_{n}: n \in \mathbb{N}\right\}$. Since $a q \in c \ell\left\{a q_{n}: n \in \mathbb{N}\right\}$ and $q^{\prime} \in c \ell\left\{q_{n}: n \in \mathbb{N}\right\}$, another application of Theorem 3.40, allows us to deduce that $a q_{n}=q^{\prime \prime}$ or else $a q^{\prime \prime}=q_{n}$ for some $n \in \mathbb{N}$ and some $q^{\prime \prime} \in c \ell\left\{q_{n}: n \in \mathbb{N}\right\}$. Since the equation $a q^{\prime \prime}=q_{n}$ implies that $a^{-1} q_{n}=q^{\prime \prime}$, we need only refute the first of these equations. Assume first that $q^{\prime \prime}=q_{m}$ for some $m \in \mathbb{N}$. Then $q_{m}=a q_{n}=a q_{n} q_{n}=q_{m} q_{n}$ so $q_{m} \leq_{L} q_{n}$. Also $a q_{n} q_{m}=q_{m} q_{m}=$ $q_{m}=a q_{n}$ so by Lemma 8.1, $q_{n} q_{m}=q_{n}$ so that $q_{n} \leq_{L} \quad q_{m}$. Thus $m=n$ and consequently $a q_{n}=e q_{n}$ so by Lemma 6.28, $a=e$, a contradiction.

Thus $q^{\prime \prime}$ is a limit point of the sequence $\left\langle q_{n}\right\rangle_{n=1}^{\infty}$. So, as already established, $q^{\prime \prime} \in$ $(\beta G) q_{n+1}$ and thus $q_{n}=a^{-1} q^{\prime \prime} \in(\beta G) q_{n+1}$ so that $q_{n} \leq_{L} q_{n+1}$, a contradiction.

Theorem 9.23. Let $G$ be a countably infinite discrete group and let $p$ be any nonminimal idempotent in $G^{*}$. There is an $\omega_{1}$-sequence $\left\langle p_{\alpha}\right\rangle_{\alpha<\omega_{1}}$ of distinct nonminimal idempotents in $G^{*}$ with the following properties:
(1) $p_{0}=p$,
(2) for every $\alpha, \beta \in \omega_{1}, \alpha<\beta$ implies that $p_{\beta}<_{L} p_{\alpha}$,
(3) for each nonlimit ordinal $\alpha$ in $\omega_{1}, p_{\alpha}<p_{\alpha-1}$ and $p_{\alpha}$ is maximal subject to satisfying this relation, and
(4) for each limit ordinal $\alpha \neq 0$ in $\omega_{1}, p_{\alpha}$ is a right maximal idempotent in $G^{*}$.

Proof. We construct the sequence inductively, first putting $p_{0}=p$. We then assume that $\beta \in \omega_{1}$ and that $p_{\alpha}$ has been defined for every $\alpha<\beta$ so that $\left\langle p_{\alpha}\right\rangle_{\alpha<\beta}$ has the required properties.

If $\beta$ is not a limit ordinal, we can choose $p_{\beta}$ to be a nonminimal idempotent which satisfies $p_{\beta}<p_{\beta-1}$ and is maximal subject to this condition by Theorem 9.21. Then $\left\langle p_{\alpha}\right\rangle_{\alpha \leq \beta}$ has the required properties.

Suppose then that $\beta$ is a limit ordinal. We can choose a cofinal sequence $\left\langle\alpha_{n}\right\rangle_{n=1}^{\infty}$ in $\beta$. Let $q$ be a limit point of the sequence $\left\langle p_{\alpha_{n}}\right\rangle_{n=1}^{\infty}$. By Lemma 9.22, $q \in(\beta G) p_{\alpha_{n}}$ for every $n \in \mathbb{N}$ and so $q \in(\beta G) p_{\alpha}$ for every $\alpha<\beta$. Furthermore, $q$ is right cancelable in $\beta G$. So we can choose an idempotent $p_{\beta} \in(\beta G) q$ which is $\leq R^{-}$ maximal in $G^{*}$ (by Lemma 8.59). The fact that $p_{\beta} \in(\beta G) p_{\alpha}$ for every $\alpha<\beta$, implies that $p_{\beta} \leq_{L} p_{\alpha}$. Furthermore, if $\alpha<\beta$, we can choose $\gamma \in \omega_{1}$ satisfying
$\alpha<\gamma<\beta$. We then have $p_{\beta} \leq_{L} p_{\gamma}<_{L} p_{\alpha}$ and this implies that $p_{\beta}<_{L} p_{\alpha}$. Thus the sequence $\left\langle p_{\alpha}\right\rangle_{\alpha \leq \beta}$ has the required properties.

Remark 9.24. Theorems 9.21 and 9.23 are valid with $(\mathbb{N},+)$ in place of $G$. This is an immediate consequence of the fact that $\mathbb{N}^{*}$ is a left ideal of $(\beta \mathbb{Z},+)$ by Exercise 4.3.5.

We conclude this section by listing some open questions which are tantalizingly easy to formulate, but very hard to answer.

We shall see, as a consequence of Theorems 12.29 and 12.45 , that it is consistent that there are idempotents $p$ in $\beta \mathbb{N}$ such that, if $p=q+r$, then both $q$ and $r$ are in $\mathbb{Z}+p$. In particular, such idempotents are both $\leq_{R}$-maximal and $\leq_{L}$-maximal.

Question 9.25. Can it be shown in ZFC that $\mathbb{Z}^{*}$ contains left maximal idempotents?
As a consequence of Exercise 9.1.4 we know that no minimal idempotent in $\mathbb{Z}^{*}$ can be right maximal.

Question 9.26. Are there any idempotents in $\mathbb{Z}^{*}$ which are both minimal and maximal?

If $\left\langle p_{n}\right\rangle_{n=1}^{\infty}$ is a sequence of idempotents in $\beta \mathbb{Z}$ such that $p_{n}<_{L} p_{n+1}$ for each $n$, then $\left\langle\beta \mathbb{Z}+p_{n}\right\rangle_{n=1}^{\infty}$ is a strictly increasing chain of principal left ideals. We saw in Chapter 6 that the question of whether such a chain of left ideals exists is itself a difficult open problem.

Question 9.27. Is there an infinite increasing $\leq_{L}$-chain of idempotents in $\beta \mathbb{Z}$ ?
We now show that there are always many minimal idempotents close to a given minimal idempotent in $(\beta \mathbb{N},+)$.

Theorem 9.27.1. Let $p$ be a minimal idempotent in $(\beta \mathbb{N},+)$ and let $L$ and $R$ be respectively the minimal left and minimal right ideals of $(\beta \mathbb{N},+)$ with $p \in L \cap R$. Then for each $C \in p$, there are $2^{c}$ minimal idempotents in $L \cap \bar{C}$ and $2^{c}$ minimal idempotents in $R \cap \bar{C}$.

Proof. Let $C \in p$, let $C^{\star}=\{x \in C:-x+C \in p\}$, and recall that, by Lemma 4.14, for each $x \in C^{\star},-x+C^{\star} \in p$. For each $m \in \omega$, let $S_{m}=2^{m} \mathbb{N} \cap C^{\star} \cap \bigcap\left\{-k+C^{\star}\right.$ : $\left.k \in C^{\star} \cap\{1,2, \ldots, m\}\right\}$. (Or $S_{m}=2^{m} \mathbb{N} \cap C^{\star}$ if $C^{\star} \cap\{1,2, \ldots, m\}=\emptyset$.) Let $V=\bigcap_{m \in \mathbb{N}} \overline{S_{m}}$. For every $m \in \mathbb{N}, 2^{m} \mathbb{N} \in p$ by Lemma 6.6 and so $S_{m} \in p$. Thus $p \in V$.

We show that $V$ is a subsemigroup of $\beta \mathbb{N}$, using Theorem 4.20. So, let $m \in \mathbb{N}$ and let $n \in S_{m}$. It suffices to show that $n+S_{m+n} \subseteq S_{m}$. Let $r \in S_{m+n}$. Certainly $n+r \in 2^{m} \mathbb{N}$. Since $n \in C^{\star} \cap\{1,2, \ldots, m+n\}, r \in-n+C^{\star}$ and so $n+r \in C^{\star}$. Let $k \in C^{\star} \cap\{1,2, \ldots, m\}$. Then $n \in-k+C^{\star}$ so $k+n \in C^{\star} \cap\{1,2, \ldots, m+n\}$ and thus $r \in-(k+n)+C^{\star}$ so that $n+r \in-k+C^{\star}$ as required.

Since $p \in V$ we have by Theorem 6.32 that $V$ contains a copy of $\mathbb{H}=\bigcap_{n=1}^{\infty} \overline{\mathbb{N} 2^{n}}$. (This copy is guaranteed to be both an algebraic and topological copy, via the same function, but here we only care about the fact that it is an algebraic copy.) By Theorem $6.9,(\beta \mathbb{N},+)$ has $2^{c}$ minimal left ideals, so there is a set $W \subseteq \beta \mathbb{N}$ of idempotents such that $|W|=2^{\mathfrak{c}}$ and whenever $u$ and $v$ are distinct members of $W, u+v \neq u$ and $v+u \neq v$. Since by Lemma $6.6, W \subseteq \mathbb{H}$ and $V$ contains a copy of $\mathbb{H}$, we have a set $E \subseteq V$ of idempotents such that $|E|=2^{\mathfrak{c}}$ and whenever $u$ and $v$ are distinct members of $E, u+v \neq u$ and $v+u \neq v$.

By Corollary 6.20, if $u$ and $v$ are distinct members of $E$, then $(\beta \mathbb{N}+u) \cap(\beta \mathbb{N}+$ $v)=\emptyset$, so in particular $(V+u) \cap(V+v)=\emptyset$. By Corollary 2.6 and Theorem 2.7, given $u \in E, p+V$ contains a minimal right ideal of $V$ and $V+u$ contains a minimal left ideal of $V$, and the intersection of a minimal right ideal of $V$ with a minimal left ideal of $V$ is a group. Let $\alpha_{u}$ be the identity of this group. Then $\alpha_{u} \in$ $(p+V) \cap(V+u)$ and $\alpha_{u}$ is a minimal idempotent in $V$. Then $\left\{\alpha_{u}: u \in E\right\}$ is a set of $2^{\mathfrak{c}}$ idempotents in $p+V \subseteq R$, each minimal in $V$. Since $p \in V \cap K(\beta \mathbb{N})$ we have that $K(V)=V \cap K(\beta \mathbb{N})$ by Theorem 1.65 , so that each $\alpha_{u}$ is minimal in $\beta \mathbb{N}$.

Now we verify the assertion about $L$. For each $x \in \mathbb{N}$ recall that $\operatorname{supp}(x) \in \mathscr{P}_{f}(\omega)$ is defined by $x=\sum_{t \in \operatorname{supp}(x)} 2^{t}$. Inductively choose a sequence $\left\langle r_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that, for each $n \in \mathbb{N}, r_{n} \in S_{n}$ and max $\operatorname{supp}\left(r_{n}\right)<\min \operatorname{supp}\left(r_{n+1}\right)$. Let $X=\left\{r_{n}\right.$ : $n \in \mathbb{N}\}$ and note that $\bar{X} \cap \mathbb{N}^{*} \subseteq V$. Note also that, since $S_{n} \subseteq \mathbb{N} 2^{n}, V \subseteq \mathbb{H}$. Define $\theta: \mathbb{N} \rightarrow \omega$ by $\theta(n)=\min (\operatorname{supp}(n))$ and let $\widetilde{\theta}: \beta \mathbb{N} \rightarrow \beta \omega$ be its continuous extension. By Lemma 6.8, if $x \in \beta \mathbb{N}$ and $q \in \mathbb{H}$, then $\widetilde{\theta}(x+q)=\widetilde{\theta}(x)$.

For each $y \in \widetilde{\theta}\left[\bar{X} \cap \mathbb{N}^{*}\right]$ one has $\{q \in V: \widetilde{\theta}(q)=y\}$ is a right ideal of $V$ so pick an idempotent $\delta_{y} \in\{q \in V: \widetilde{\theta}(q)=y\} \cap L$ which is minimal in $V$. Each $\delta_{y}$ is minimal in $V$, hence in $\beta \mathbb{N}$, and if $y \neq z$, then $\{q \in V: \widetilde{\theta}(q)=y\} \cap\{q \in V$ : $\widetilde{\theta}(q)=z\}=\emptyset$. It thus suffices to show that $\left|\widetilde{\theta}\left[\bar{X} \cap \mathbb{N}^{*}\right]\right|=2^{c}$. To see this, let $v$ be any nonprincipal ultrafilter on $\left\{\theta\left(r_{n}\right): n \in \mathbb{N}\right\}$ (of which there are $2^{c}$ ). For $A \in v$, let $B(A)=\left\{r_{n}: \theta\left(r_{n}\right) \in A\right\}$. Then $\{B(A): A \in v\}$ has the finite intersection property, so pick $q \in \beta \mathbb{N}$ with $\{B(A): A \in v\} \subseteq q$. Since $\bigcap_{A \in v} B(A)=\emptyset, q \in \mathbb{N}^{*}$. And $\widetilde{\theta}(q)=v$.

Corollary 9.27.2. Let $C$ be a central set in $\mathbb{N}$. Then there exists a sequence $\left\langle C_{n}\right\rangle_{n=1}^{\infty}$ of pairwise disjoint central sets in $\mathbb{N}$ with $\bigcup_{n=1}^{\infty} C_{n} \subseteq C$.

Proof. By Theorem 9.27.1, the set of minimal idempotents in $\bar{C}$ is infinite, hence contains an infinite strongly discrete subset. (Alternatively, there are two minimal idempotents in $\bar{C}$ so that $C$ can be split into two central sets, $C_{1}$ and $D_{1}$. Then $D_{1}$ can be split into two central sets, $C_{2}$ and $D_{2}$, and so on.)

Exercise 9.3.1. Suppose that $\kappa$ is a cardinal for which there exists a sequence $\left\langle p_{\alpha}\right\rangle_{\alpha<\kappa}$ in $\beta \mathbb{Z}$ with the properties listed in the statement of Theorem 9.23. Show that $\kappa \leq c$. (Hint: First show that, for each $\alpha \in \kappa, p_{\alpha} \notin c \ell\left\{p_{\beta}: \beta>\alpha\right\}$. This implies that there is a clopen subset $U_{\alpha}$ of $\beta \mathbb{Z}$ such that $p_{\alpha} \in U_{\alpha}$ and $p_{\beta} \notin U_{\alpha}$ if $\beta>\alpha$.)

### 9.4 Identities in $\boldsymbol{\beta} \boldsymbol{S}$

If $S$ is any discrete semigroup, then an identity $e$ of $S$ is also an identity of $\beta S$. This follows from the fact that the equations $s e=s$ and $e s=s$, which are valid for every $s \in S$, extend to $\beta S$ because the maps $\rho_{e}$ and $\lambda_{e}$ are continuous on $\beta S$. In this section, we shall see that this is the only way in which an identity can arise in $\beta S$. We shall show, in fact, that $\beta S$ cannot have a unique right identity which is a member of $S^{*}$.

If $S$ is a weakly left cancellative semigroup, $S^{*}$ is a left ideal in $\beta S$ (by Theorem 4.31) and $\beta S$ can have no right identities in $S^{*}$. However, a simple example of a semigroup $S$ in which $S^{*}$ has right identities, although $S$ has none, is provided by putting $S=(\mathbb{N}, \wedge)$. In this case, every element of $S^{*}$ is a right identity for $\beta S$. (See Exercise 4.1.11.)

In contrast, we shall see that, if $S$ is commutative, then no element of $S^{*}$ can be a left identity for $\beta S$.

Theorem 9.28. Let $S$ be a discrete semigroup. If $\beta S$ has a right identity $q \in S^{*}$, then $\beta S$ has at least $2^{2^{\kappa}}$ right identities in $S^{*}$, where $\kappa=\|q\|$.

Proof. For each $s \in S$, let $I_{s}=\{t \in S: s t=s\}$. Since $s q=s$, we have $q \in \lambda_{s}^{-1}[\{s\}]$. This is an open subset of $\beta S$ and so $I_{s}=S \cap \lambda_{s}^{-1}[\{s\}] \in q$. Choose $A \in q$ with $|A|=\kappa$. Then $\left\{A \cap I_{s}: s \in A\right\}$ is a collection of $\kappa$ sets with the $\kappa$-uniform finite intersection property. It follows from Theorem 3.62 that $\bigcap_{s \in A} \overline{A \cap I_{s}}$ contains $2^{2^{\kappa}} \kappa$-uniform ultrafilters. We shall show that every ultrafilter $p$ in this set is a right identity for $\beta S$.

To see this, let $s \in S$. We can choose $t \in A \cap I_{s}$, because $A$ and $I_{s}$ are both in $q$. Then $I_{t} \in p$. Now $I_{t} \subseteq I_{s}$, because $u \in I_{t}$ implies that $s u=(s t) u=s(t u)=$ $s t=s$. So $I_{s} \in p$. Hence $s p \in c \ell\left\{s u: u \in I_{s}\right\}=\{s\}$ and therefore $s p=s$. It follows from the continuity of $\rho_{p}$ that $x p=x$ for every $x \in \beta S$.

Corollary 9.29. Let $S$ be any discrete semigroup. If $q \in \beta S$ is a unique right identity for $\beta S$, then $q \in S$.

Corollary 9.30. Let $S$ be any discrete semigroup. If $q \in \beta S$ is an identity for $\beta S$, then $q \in S$.

Theorem 9.31. Let $S$ be a left cancellative discrete semigroup. If $p$ is a right identity for $\beta S$, then $p \in S$ and $p$ is an identity for $S$ and hence for $\beta S$.

Proof. Let $s \in S$. Since $s p=s$, we must have $p \in S$, because $S^{*}$ is a left ideal of $\beta S$ (by Theorem 4.31). This implies that $p$ is a left identity for $S$ because, for every $t \in S$, we have $s t=s p t$ and so $t=p t$. So $p$ is an identity for $S$, and we have noted that this implies that $p$ is an identity for $\beta S$.

Theorem 9.32. Let $S$ be a commutative discrete semigroup and let $q \in S^{*}$. Then $q$ cannot be a left identity for $\beta S$.

Proof. If $q$ is a left identity for $\beta S$, then $q s=s$ for every $s \in S$. Since $q s=$ $\lim _{t \rightarrow q} t s=\lim _{t \rightarrow q} s t=s q$, we have $s q=s$ for every $s \in S$. By the continuity of $\rho_{q}$, this implies that $x q=x$ for every $x \in \beta S$. So $q$ is an identity for $\beta S$, contradicting Corollary 9.30.

We obtain a partial analogue to Theorem 9.28.
Theorem 9.33. Let $S$ be a discrete semigroup. If $\beta S$ has a left identity $q \in S^{*}$ with $\|q\|=\kappa$, then $S^{*}$ has at least $2^{2^{\kappa}}$ elements $p$ with the property that $p s=s$ for every $s \in S$.

Proof. The proof of Theorem 9.28 may be copied, with left-right switches, except for the last sentence.

We now see that any right identity on $S^{*}$ is close to being a right identity on $\beta S$.
Theorem 9.34. Let $S$ be any discrete semigroup. If $S^{*}$ has a right identity $q$, then $S$ has a left ideal $V$ such that $q$ is a right identity on $V$ and $S \backslash V$ is finite.

Proof. The map $\rho_{q}: \beta S \rightarrow \beta S$ coincides with the identity map of $\beta S$ on $S^{*}$. So, by Exercise 3.4.8, if $E=\{x \in \beta S: x q=x\}, \beta S \backslash E$ is a finite subset of $S$. So our claim holds with $V=E \cap S$.

Corollary 9.35. Let $S$ be any discrete semigroup. If $S^{*}$ has a right identity $q$ and $\kappa=\|q\|$, then $S^{*}$ has at least $2^{2^{\kappa}}$ right identities.

Proof. Let $q \in S^{*}$ be a right identity for $S^{*}$ and let $V$ be the left ideal of $S$ guaranteed by Theorem 9.34. By Theorem 9.28, with $V$ in place of $S$, there are $2^{2^{\kappa}}$ elements of $S^{*}$ which are right identities on $\bar{V}$. If $p$ is one of these elements and if $x \in S^{*}$, then the fact that $v p=v$ for every $v \in V$ implies that $x p=x$, because $x \in \bar{V}$.

Exercise 9.4.1. Let $S$ be a right cancellative discrete semigroup and let $p$ be a left identity for $\beta S$. Prove that $p \in S$ and that $p$ is an identity for $S$ and hence for $\beta S$. (This is Theorem 9.31 with the words "left" and "right" interchanged.)

### 9.5 Rectangular Semigroups in $\beta \mathbb{N}$

In this section, we shall show that the smallest ideal of $\beta \mathbb{N}$ contains copies of the $2^{\mathfrak{c}} \times 2^{\mathfrak{c}}$ rectangular semigroup by showing that certain compact topological semigroups resemble absolute coretracts in the category of compact right topological semigroups.

Definition 9.36. Let $A$ and $B$ be nonempty sets. A semigroup operation can be defined on $A \times B$ by putting $(a, b)(c, d)=(a, d)$ for every $a, c \in A$ and $b, d \in B$. A semigroup defined in this way is called a rectangular semigroup.

Definition 9.37. Let $A$ be a nonempty set such that $A \cap(A \times A)=\emptyset$. We put $V_{A}=A \cup(A \times A)$ and define a semigroup operation on $V_{A}$ as follows: for every $a, b, c, d \in A$,

$$
\begin{aligned}
a b & =b \\
a(b, c) & =(b, c) \\
(b, c) a & =(b, a) \\
(a, b)(c, d) & =(a, d) .
\end{aligned}
$$

If $A$ is a topological space, let $V_{A}$ have the topology such that $A \times A$ inherits the product topology and $A$ inherits its original topology.

Lemma 9.38. (1) The operation defined on $V_{A}$ is associative.
(2) If $A$ is a topological space, $V_{A}$ is a topological semigroup.
(3) For each $a \in A,\{a\} \times A$ is a minimal right ideal of $V_{A}$ and $A \times\{a\}$ is a minimal left ideal of $V_{A}$.

Proof. We omit the routine proofs of (1) and (2). To prove (3), observe that $\{a\} \times A$ is a right ideal of $V_{A}$ and $A \times\{a\}$ is a left ideal of $V_{A}$. Let $R$ be a left ideal of $V_{A}$ with $R \subseteq\{a\} \times A$ and let $L$ be a left ideal of $V_{A}$ with $L \subseteq A \times\{a\}$. Pick $b, c \in A$ such that $(a, b) \in R$ and $(c, a) \in L$ and let $d \in A$. Then $(a, d)=(a, b) d \in R V_{A} \subseteq R$ and $(d, a)=(d, a)(c, a) \in V_{A} L \subseteq L$.

Theorem 9.39. Let $A$ be a nonempty set such that $A \cap(A \times A)=\emptyset$. Let $S$ be a semigroup which contains a minimal left ideal with an idempotent and let $f: S \rightarrow V_{A}$ be a surjective homomomorphism for which $f^{-1}[A]$ contains a minimal left ideal with an idempotent. Then there is a homomorphism $g: V_{A} \rightarrow S$ for which $f \circ g$ is the identity map of $V_{A}$ and $g[A \times A] \subseteq K(S)$.

Furthermore, let $p$ be any minimal idempotent of $f^{-1}[A]$ and let $z=f(p)$. Let $L$ be any minimal left ideal of $S$ for which $L \subseteq S p$. Then, for each $a \in A$, there is a minimal idempotent $p_{a}$ of $p f^{-1}[A]$ for which $f\left(p_{a}\right)=a$, with $p_{z}=z$, and an idempotent $q_{a} \in p L$ for which $f\left(q_{a}\right)=(a, z)$.

Given $L$ and idempotents $p_{a}$ and $q_{a}$ satisfying the conditions of the paragraph above, we can choose the function $g$ so that $g(a)=p_{a}$ and $g(a, z)=q_{a}$ for every $a \in A$.

Proof. By Corollary 1.47, pick a minimal left ideal $L$ of $S$ such that $L \subseteq S p$. Now $p f^{-1}[A]$ is a minimal right ideal of $f^{-1}[A]$ by Theorem 1.48. Let $M=p f^{-1}[A]$.

Since $M$ is a right ideal of $f^{-1}[A], f[M]$ is a right ideal of $A$, and therefore, since $A$ is right simple, $f[M]=A$. By Lemma 1.61.1 (c), $M$ has a minimal left ideal with an idempotent, so by Exercise 1.7.3 (3), we may we can choose a minimal idempotent $p_{a}$ of $M$ for each $a \in A \backslash\{z\}$ such that $f\left(p_{a}\right)=a$.

By Exercise 1.7.3, $f[L]$ is a minimal left ideal of $V_{A}$. Since $A \times A$ is a two sided ideal of $V_{A}$, we have $f[L] \subseteq A \times A$. Since $L \subseteq S p$, we have $L p=L$. We claim that $f[L]=A \times\{z\}$. Indeed $f[L]=f[L p]=f[L] z \subseteq(A \times A) z=A \times\{z\}$. Thus $f[L]$ is a left ideal of $V_{A}$ contained in the minimal left ideal $A \times\{z\}$, and is thus equal to $A \times\{z\}$ as claimed. Trivially $p L \subseteq p S \cap L$. Also, given $x \in p S \cap L$, one has $p x=x$, so $x \in p L$. Thus $p L=p S \cap L$ so by Lemma 1.61.1 (b), $p L$ has a minimal left ideal with an idempotent. Further, $f[p L]=z f[L]=z(A \times\{z\})=A \times\{z\}$ and for each $a \in A,(a, z)$ is a minimal idempotent of $A \times\{z\}$ so by Exercise 1.7.3(3), we may pick an idempotent $q_{a} \in p L$ such that $f\left(q_{a}\right)=(a, z)$. We have thus shown that we can choose $L,\left\langle p_{a}\right\rangle_{a \in A}$, and $\left\langle q_{a}\right\rangle_{a \in A}$ as in the second paragraph of the theorem.

Now we assume that we have chosen any $L,\left\langle p_{a}\right\rangle_{a \in A}$, and $\left\langle q_{a}\right\rangle_{a \in A}$ satisfying the conditions of the second paragraph of the theorem. For $a \in A$ we define $g(a)=p_{a}$. For $a, b \in A$, we define $g(a, b)=q_{a} p_{b}$. Then given $a, b \in A, f(g(a))=f\left(p_{a}\right)=$ $a$ and $f(g(a, b))=f\left(q_{a} p_{b}\right)=(a, z) b=(a, b)$ so $f \circ g$ is the identity on $V_{A}$. Further, each $q_{a} \in p L \subseteq L \subseteq K(S)$ so $g[A \times A] \subseteq K(S)$.

It remains to show that $g$ is a homomorphism. Notice that for any $a \in A, g(a, z)=$ $q_{a} p=q_{a}$ because $q_{a} \in p L \subseteq L \subseteq S p$. Since $A$ and the set of idempotents in $p f^{-1}[A]$ are both right zero semigroups, $g$ is a homomorphism on $A$. Now let $a, b, c, d \in A$.
(i) We have $q_{b} \in p L$ so $p q_{b}=q_{b}$. Also $p_{a} p=g(a) g(z)=g(z)=p$. Therefore $g(a) g(b, c)=p_{a} q_{b} p_{c}=p_{a} p q_{b} p_{c}=p q_{b} p_{c}=q_{b} p_{c}=g(b, c)=$ $g(a(b, c))$.
(ii) $g(b, c) g(d)=q_{b} p_{c} p_{d}=q_{b} p_{d}=g(b, d)=g((b, c) d)$.
(iii) Since $q_{a}$ and $q_{c}$ are idempotents in $L$, which is a minimal left ideal of $S$, we have $q_{a} q_{c}=q_{a}$. Therefore $g(a, b) g(c, d)=q_{a} p_{b} q_{c} p_{d}=q_{a} g(b) g(c, d)=$ $q_{a} g(c, d)=q_{a} q_{c} p_{d}=q_{a} p_{d}=g(a, d)=g((a, b)(c, d))$.

Corollary 9.40. Let $S, A$, and $f$ satisfy the hypotheses of Theorem 9.39. Let $p$ be a minimal idempotent of $f^{-1}[A]$ and let $q$ be a minimal idempotent of $S$ for which $q \leq p$. Then $p$ and $q$ are members of a subsemigroup of $S$ algebraically isomorphic to $V_{A}$ with $q$ in the copy of $A \times A$.

Proof. We put $z=f(p)$. If $L$ is the minimal left ideal of $S$ which contains $q$, then $L=L q=L q p \subseteq S p$. Now $f(q) \in K\left(V_{A}\right)=A \times A$, by Exercise 1.7.3. Since $q=q p, f(q) \in(A \times A) z=A \times\{z\}$. So $f(q)=(a, z)$ for some $a \in A$, and we can choose $q_{a}=q$ in the statement of Theorem 9.39.

Theorem 9.41. $\beta \mathbb{N}$ contains an algebraic copy of $V_{\beta \mathbb{N}}$, with the copy of the rectangular semigroup $\beta \mathbb{N} \times \beta \mathbb{N}$ contained in $K(\beta \mathbb{N})$.

Proof. The countable semigroup $V_{\mathbb{N}}$ is dense in the topological semigroup $V_{\beta \mathbb{N}}$. It follows from Theorem 6.4 that there is a continuous surjective homomorphism $f$ : $\mathbb{H} \rightarrow V_{\beta \mathbb{N}}$. Also $f^{-1}[\beta \mathbb{N}]$ is a compact right topological semigroup and therefore contains a minimal left ideal with an idempotent. So, by Theorem 9.39, there is an injective homomomorphism $g: V_{\beta \mathbb{N}} \rightarrow \mathbb{H}$ with $g[\beta \mathbb{N} \times \beta \mathbb{N}] \subseteq K(\mathbb{H})$. By Lemma 6.8, $\mathbb{H}$ meets $K(\beta \mathbb{N})$. So, by Theorem 1.65, $K[\mathbb{H}] \subseteq K[\beta \mathbb{N}]$.

It is easy to get idempotents whose sum is an idempotent. Any idempotents in the same minimal left or minimal right ideal have that property. It was unknown for a long time whether there were idempotents whose sum was an idempotent but not equal to either of them.

Corollary 9.42. There exist minimal idempotents $p$ and $q$ in $\beta \mathbb{N}$ such that $p+q$ is an idempotent, $p+q \neq p$, and $p+q \neq q$.

Proof. By Theorem 9.41 there is a copy of the rectangular semigroup $\beta \mathbb{N} \times \beta \mathbb{N}$ contained in $K(\beta \mathbb{N})$. In a rectangular semigroup all elements are idempotents. If $a \neq c$ and $b \neq d$, then $(a, b)(c, d) \notin\{(a, b),(c, d)\}$.

Theorem 9.39 allows us to choose certain minimal idempotents in $\beta \mathbb{N}$ guaranteed to be in an algebraic copy of the rectangular subsemigroup $\beta \mathbb{N} \times \beta \mathbb{N}$ of $V_{\beta \mathbb{N}}$.

Theorem 9.43. Let $E$ denote an infinite subset of $\omega$ whose complement is infinite, and let $C=\{n \in \mathbb{N}: \operatorname{supp}(n) \subseteq E\}$. Then $\bar{C} \cap \mathbb{H}$ is a compact subsemigroup of $\mathbb{H}$. Let $p$ be a minimal idempotent in $\bar{C} \cap \mathbb{H}$. If $q$ is a minimal idempotent in $\mathbb{H}$ for which $q \leq p$, then $q$ is a member of an algebraic copy of the rectangular subsemigroup $\beta \mathbb{N} \times \beta \mathbb{N}$ of $V_{\beta \mathbb{N}}$.

Proof. The fact that $\bar{C} \cap \mathbb{H}$ is a compact subsemigroup of $\beta \mathbb{N}$ follows from Theorem 4.20 with $\mathcal{A}=\left\{C \cap 2^{n} \mathbb{N}: n \in \mathbb{N}\right\}$, and the observation that, if $m, n \in C$ satisfy $\max (\operatorname{supp}(m))<\min (\operatorname{supp}(n))$, then $m+n \in C$.

Let $\phi:\left\{2^{n}: n \in \omega\right\} \rightarrow V_{\mathbb{N}}$ be any surjective mapping for which the inverse image of every singleton subset of $V_{\mathbb{N}}$ is infinite and for which $\phi\left[\left\{2^{n}: n \in E\right\}\right]=\mathbb{N}$ and $\phi\left[\left\{2^{n}: n \in \omega \backslash E\right\}\right]=\mathbb{N} \times \mathbb{N}$. We can extend $\phi$ to $\mathbb{N}$ by putting $\phi\left(\sum_{i \in F} 2^{i}\right)=$ $\prod_{i \in F} \phi\left(2^{i}\right)$ for every $F \in \mathcal{P}_{f}(\omega)$. Then, if $m, n \in \mathbb{N}$ satisfy $\max (\operatorname{supp}(m))<$ $\min (\operatorname{supp}(n)), \phi(m+n)=\phi(m) \phi(n)$. It follows from Lemma 6.3 that the continuous extension $\widetilde{\phi}: \beta \mathbb{N} \rightarrow V_{\beta \mathbb{N}}$ defines a surjective homomorphism on $\mathbb{H}$. We put $f=\widetilde{\phi}_{\mid \mathbb{H}}$.

We have that $f[\mathbb{H}]=V_{\beta \mathbb{N}}$ and for $r \in \mathbb{H}, f(r) \in \beta \mathbb{N}$ if and only if $r \in \bar{C}$. (The proof of these assertions is Exercise 9.5.2.) Now $f^{-1}[\beta \mathbb{N}]=\bar{C} \cap \mathbb{H}$ is a compact right topological semigroup and so has a minimal left ideal with an idempotent.

Our claim now follows from Corollary 9.40.
Question 9.44. Does every minimal idempotent of $\beta \mathbb{N}$ belong to an algebraic copy of the rectangular subsemigroup $\beta \mathbb{N} \times \beta \mathbb{N}$ of $V_{\beta \mathbb{N}}$ ?

Exercise 9.5.1. Let $A$ be an infinite compact topological space and let $f: \beta \mathbb{N} \rightarrow$ $V_{A}$ be a continuous homomorphism. Show that the homomorphism $g: V_{A} \rightarrow \beta \mathbb{N}$ guaranteed by Theorem 9.39 cannot be continuous. (Hint: Choose $a \in A$ and an infinite injective sequence $\left\langle a_{n}\right\rangle_{n \in \mathbb{N}}$ in $A$. Apply Theorem 6.54 .1 to the sequence $g\left(a, a_{n}\right)$ in $\mathbb{H}$.)

Exercise 9.5.2. Let $f$ and $C$ be as in the proof of Theorem 9.43. Prove that $f[\mathbb{H}]=$ $V_{\beta \mathbb{N}}$ and for $r \in \mathbb{H}, f(r) \in \beta \mathbb{N}$ if and only if $r \in \bar{C}$. Also prove that $\mathbb{H} \backslash \bar{C}$ is an ideal of $\mathbb{H}$.

### 9.6 Notes

Y. Zelenyuk proved in [391] that CH implies that, if $G$ is a countably infinite discrete Boolean group, then, for any $n \in \mathbb{N}$, there is right maximal idempotent $p \in G^{*}$ for which $\left|\left\{x \in G^{*}: x+p=p\right\}\right|=n$. It follows from Theorem 7.28 that this statement holds for $\mathbb{N}$ and for all discrete countably infinite maximally periodic groups

Theorem 9.10 was proved by I. Protasov (in a personal communication). Y. Zelenyuk proved in [412] that, if $S$ is any infinite cancellative semigroup, then $S^{*}$ contains a uniform strongly right maximal idempotent.

Topologies of the kind discussed in Theorem 9.13 have been studied by T. Papazyan [317]. Topologies defined by compact subsemigroups of $\beta S$, where $S$ denotes a discrete semigroup, were studied in [243] in collaboration with I. Protasov. For some, but not all, compact subsemigroups $C$ of $S^{*}$, it is possible to define a topology on $S$ for which $S$ is left topological by choosing the sets of the form $\{s A \cup\{s\}: C \subseteq \bar{A}\}$ as a base for the neighbourhoods of the point $s \in S$. Y. Zelenyuk proved in [413] that every finite subsemigroup $C$ of $S^{*}$ defines a topology on $S$ in this way. In this paper, he showed that, if $S$ is an infinite discrete cancellative semigroup with an identity, then, for every $n \in \mathbb{N}$, there is a chain $C$ of $n$ idempotents in $U(S)$ which defines a zero-dimensional Hausdorff topology on $S$.

Theorem 9.15, Theorem 9.16, Corollary 9.17, and Theorem 9.19 are due to I. Protasov (in personal communications).

Topologies on $S$ defined by idempotents in $\beta S$ have had signicant applications in set theoretic topology. Corollary 9.17 answers an old unpublished question of E . van Douwen, who wanted to know if there were any homogeneous regular topologies
that are maximal among topologies with no isolated points. Y. Zelenyuk proved the following striking results in [398]:
(1) A countable topological group in which the elements of order 2 do not form a neighbourhood of the identity, can be partitioned into infinitely many dense subsets.
(2) A countable maximally almost periodic group which contains only a finite number of elements of order 2, can be partitioned into infinitely many subsets each of which is dense in every nondiscrete group topology.
The semigroups $X_{\tau}$, defined in Exercise 9.2.3, were introduced by Y. Zelenyuk in [392].

Theorem 9.27 .1 is from [223], a result of collaboration with I. Leader.
Theorem 9.28 is due to J. Baker, A. Lau, and J. Pym, in [17].
Corollary 9.42 is due to Y. Zelenyuk in [397]. In that paper he introduced a class $\mathscr{C}$ of semigroups of idempotents which have the following property: for every $V$ in $\zeta$ and every continuous homomorphism $f$ from a compact right topological semigroup $S$ onto a compact right topological semigroup containing $V$ algebraically, there exists a homomorphism $g: V \rightarrow S$ for which $f \circ g$ is the identity of $V$. Every semigroup in $\mathscr{C}$ is a chain of rectangular semigroups. Furthermore, he showed that every finite semigroup $V$ of idempotents with this property must be in $C$.

Theorem 9.39 is a simple special case of a more powerful theorem in [272], a paper written in collaboration with Y. Zelenyuk. In this paper, it was shown that $\beta \mathbb{N}$ contains a semigroup of idempotents whose rectangular components are all copies of the $2^{\mathfrak{c}} \times$ $2^{\mathfrak{c}}$ rectangular semigroup and form a decreasing chain indexed by $\mathrm{c}+1$, with the minimum component contained in $K(\beta \mathbb{N})$. As a fortuitous corollary, we were able to show that $\beta \mathbb{N}$ contains decreasing $\leq_{L}$-chains of idempotents of length c .

## Chapter 10

## Homomorphisms

In this chapter, we shall consider continuous homomorphisms defined on subsemigroups of $\beta S$, where $S$ denotes a countable discrete semigroup which is commutative and cancellative.

Given two semigroups which are also topological spaces, we shall say that they are algebraically and topologically equivalent or that one is a copy of the other, if there is a mapping from one to the other which is both a homeomorphism and an algebraic isomorphism.

We have seen that copies of $\mathbb{H}$ occur everywhere, because of the remarkable facility with which homomorphisms can be defined on $\mathbb{H}$. (See Theorem 6.32, for example).

In contrast, if $S$ and $T$ are countably infinite discrete semigroups which are commutative and cancellative, there are surprisingly few continuous injective homomorphisms mapping $\beta T$ into $\beta S$ or $T^{*}$ into $S^{*}$, and none at all mapping $\beta T$ into $S^{*}$. In particular, there are no topological and algebraic copies of $\beta \mathbb{N}$ in $\mathbb{N}^{*}$. Of course, any injective homomorphism from $T$ into $S$ does determine a continuous injective homomorphism from $\beta T$ into $\beta S$, as well as a continuous injective homomorphism from $T^{*}$ into $S^{*}$ (by Exercise 3.4.1 and Theorem 4.8). We shall see in Theorems 10.30 and 10.31 that it is true that every continuous injective homomorphism from $\beta T$ into $\beta S$, and almost true that every continuous injective homomorphism from $T^{*}$ into $S^{*}$, must arise in this way as the extension of an injective homomorphism from $T$ into $S$.

If $S$ and $T$ are groups and if $L$ and $M$ are principal left ideals in $S^{*}$ and $T^{*}$ respectively, defined by nonminimal idempotents, we shall see that any mapping between $L$ and $M$ which is both an isomorphism and a homeomorphism must arise from an isomorphism between $S$ and $T$. We shall also see that any two distinct principal left ideals of $\beta \mathbb{N}$ defined by nonminimal idempotents cannot be copies of each other. Whether this statement holds for minimal left ideals is an open question.

We remind the reader that, if $S$ is a commutative discrete semigroup, then $S$ is contained in the center of $\beta S$ (by Theorem 4.23). We shall frequently use this fact without giving any further reference.

We shall use additive notation throughout this chapter, except on one occasion where we present two results about $(\mathbb{N}, \cdot)$, because $(\mathbb{N},+)$ is the most important semigroup to which our discussion applies and because this notation in convenient for some of the proofs.

### 10.1 Homomorphisms to the Circle Group

In this section we develop some algebraic information related to natural homomorphisms from a subsemigroup of $(\mathbb{R},+)$, the primary example being $\mathbb{N}$, to the circle group $\mathbb{T}$. This information is of interest for its own sake and will be useful in Section 10.2 and again in Section 16.4 where we produce a large class of examples of sets with special combinatorial properties.

We take the circle group $\mathbb{T}$ to be $\mathbb{R} / \mathbb{Z}$ and shall use $\oplus$ for the group operation in $\mathbb{T}$. We define $\pi$ to be the natural projection of $\mathbb{R}$ onto $\mathbb{T}$. If $t_{1}, t_{2} \in \mathbb{T}$ we shall write $t_{1} \prec t_{2}$ if there exists $u_{1}, u_{2} \in \mathbb{R}$ such that $\pi\left(u_{1}\right)=t_{1}, \pi\left(u_{2}\right)=t_{2}$ and $u_{1}<u_{2}<u_{1}+\frac{1}{2}$.

Lemma 10.1. Let $S$ be an infinite discrete semigroup and let $h: S \rightarrow \mathbb{T}$ be an injective homomorphism, with $\widetilde{h}$ denoting its continuous extension. Let

$$
\begin{aligned}
U & =\left\{x \in S^{*}:\{s \in S: \widetilde{h}(x) \prec h(s)\} \in x\right\}, \\
D & =\left\{x \in S^{*}:\{s \in S: h(s) \prec \widetilde{h}(x)\} \in x\right\}, \quad \text { and } \\
Z & =\left\{x \in S^{*}: \widetilde{h}(x)=0\right\} .
\end{aligned}
$$

Then $U \cap D=\emptyset, U \cup D=S^{*}$, and $U \cap Z$ and $D \cap Z$ are nonempty. Furthermore, $U$ and $D$ are both right ideals of $\beta S$.

Proof. Let $x \in S^{*}$, let $T_{1}=\{s \in S: \widetilde{h}(x) \prec h(s)\}$ and $T_{2}=\{s \in S: h(s) \prec \widetilde{h}(x)\}$. Then $T_{1} \cap T_{2}=\emptyset$. Since $\left|S \backslash\left(T_{1} \cup T_{2}\right)\right| \leq 1, T_{1} \in x$ or $T_{2} \in x$. Thus $x \notin U \cap D$ and $x \in U \cup D$.

We now show that $U \cap Z$ and $D \cap Z$ are nonempty. Let $p$ be an idempotent in $S^{*}$. Since $\widetilde{h}$ is a homomorphism (by Corollary 4.22), $p \in Z$. Suppose that $p \in U$. Then we can choose a sequence $\left\langle t_{n}\right\rangle_{n=1}^{\infty}$ in $h[S]$ for which $\pi(0) \prec t_{n}$ for every $n$ and $t_{n} \rightarrow \pi(0)$. Now $\widetilde{h}[\beta S]$ is a compact subsemigroup of $\mathbb{T}$ and is therefore a group (by Exercise 2.2.3). Hence, for each $n \in \mathbb{N}$, we can choose $y_{n} \in \beta S$ for which $\widetilde{h}\left(y_{n}\right)=-t_{n}$. Let $y \in S^{*}$ be a limit point of the sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$. Then $y \in Z$ and $\widetilde{h}\left(y_{n}\right)=-t_{n} \prec \pi(0)$ for every $n$. For each $n \in \mathbb{N}, y_{n} \in c \ell(\{s \in S: h(s) \prec \pi(0)\})$ and so $y \in c \ell(\{s \in S: h(s) \prec \pi(0)\})$. Thus $\{s \in S: h(s) \prec \pi(0)\} \in y$ and $y \in D$. This shows that $p \in U$ implies that $D \cap Z \neq \emptyset$. Similarly, $p \in D$ implies that $U \cap Z \neq \emptyset$. So $U \cap Z$ and $D \cap Z$ are nonempty.

We now show that $U$ is a right ideal of $\beta S$. Suppose that $x \in U$ and that $y \in$ $\beta S$. Choose $u$ and $v$ in $\mathbb{R}$ such that $\pi(u)=\widetilde{h}(x)$ and $\pi(v)=\widetilde{h}(y)$. Let $X=$ $\{s \in S: \widetilde{h}(x) \prec h(s)\}$. Then $X \in x$. Given $a \in X$, let $\bar{a} \in\left(u, u+\frac{1}{2}\right)$ satisfy $\pi(\bar{a})=h(a)$. Put $Y_{a}=\left\{s \in S: h(s) \in \pi\left[\left(v+u-\bar{a}, v+u+\frac{1}{2}-\bar{a}\right)\right]\right\}$. Now $\pi\left[\left(v+u-\bar{a}, v+u+\frac{1}{2}-\bar{a}\right)\right]$ is a neighborhood of $\pi(v)=\widetilde{h}(y)$ in $\mathbb{T}$, and so $Y_{a} \in y$. By Theorem 4.15, $\left\{a+b: a \in X\right.$ and $\left.b \in Y_{a}\right\} \in x+y$. We claim that $\{a+b: a \in X$ and $\left.b \in Y_{a}\right\} \subseteq\{s \in S: \widetilde{h}(x+y) \prec h(s)\}$ so that $x+y \in U$ as required. To
this end let $a \in X$ and $b \in Y_{a}$. Pick $w \in\left(v+u-\bar{a}, v+u+\frac{1}{2}-\bar{a}\right)$ such that $\pi(w)=h(b)$. Since $\widetilde{h}$ and $\pi$ are homomorphisms we have $\widetilde{h}(x+y)=\pi(u+v)$ and $h(a+b)=\pi(\bar{a}+w)$. Since $u+v<\bar{a}+w<u+v+\frac{1}{2}$, we have $\widetilde{h}(x+y) \prec h(a+b)$ as required.

This establishes that $U$ is a right ideal of $\beta S$. The proof that $D$ is a right ideal of $\beta S$ is essentially the same.

The following notation does not reflect its dependence on the choice of the semigroup $S$.

Definition 10.2. Let $S$ be a subsemigroup of $(\mathbb{R},+)$ and let $\alpha$ be a positive real number. We define functions $g_{\alpha}: S \rightarrow \mathbb{Z}, f_{\alpha}: S \rightarrow\left[-\frac{1}{2}, \frac{1}{2}\right.$ ), and $h_{\alpha}: S \rightarrow \mathbb{T}$ as follows for $x \in S$ :

$$
\begin{aligned}
g_{\alpha}(x) & =\left\lfloor x \alpha+\frac{1}{2}\right\rfloor \\
f_{\alpha}(x) & =x \alpha-g_{\alpha}(x) \\
h_{\alpha}(x) & =\pi\left(f_{\alpha}(x)\right)
\end{aligned}
$$

We shall use $\widetilde{g_{\alpha}}, \widetilde{f_{\alpha}}$, and $\widetilde{h_{\alpha}}$ to denote the continuous extensions of these functions which map $\beta S$ to $\beta \mathbb{Z},\left[-\frac{1}{2}, \frac{1}{2}\right]$, and $\mathbb{T}$ respectively, where $S$ has the discrete topology. These exist because the spaces $\beta \mathbb{Z},\left[-\frac{1}{2}, \frac{1}{2}\right]$, and $\mathbb{T}$ are compact.

Note that $g_{\alpha}(x)$ is the nearest integer to $x \alpha$ if $x \alpha \notin \mathbb{Z}+\frac{1}{2}$. We shall use the fact that, for any $p \in \beta S$ and any neighborhood $U$ of $\widetilde{f_{\alpha}}(p)$, the fact that $\widetilde{f_{\alpha}}$ is continuous implies that $\widetilde{f}_{\alpha}^{-1}[U]$ is a neighborhood of $p$ and hence that $f_{\alpha}^{-1}[U] \in p$ (by Theorem 3.22).

Lemma 10.3. Let $S$ be a subsemigroup of $(\mathbb{R},+)$ and let $\alpha>0$. The map $h_{\alpha}$ is $a$ homomorphism from $S$ to $\mathbb{T}$. Consequently $\widetilde{h_{\alpha}}: \beta S \rightarrow \mathbb{T}$ is also a homomorphism.

Proof. We note that $h_{\alpha}(x)=\pi(\alpha x)$ and so $h_{\alpha}$ is a homomorphism. The second conclusion then follows by Corollary 4.22.

Definition 10.4. Let $S$ be a subsemigroup of $(\mathbb{R},+)$ and let $\alpha>0$.
(a) $U_{\alpha}=\left\{p \in \beta S:\left\{x \in S: \widetilde{f_{\alpha}}(p)<f_{\alpha}(x)\right\} \in p\right\}$.
(b) $D_{\alpha}=\left\{p \in \beta S:\left\{x \in S: \widetilde{f_{\alpha}}(p)>f_{\alpha}(x)\right\} \in p\right\}$.
(c) $Z_{\alpha}=\left\{p \in \beta S: \widetilde{f_{\alpha}}(p)=0\right\}$.
(d) $X_{\alpha}=U_{\alpha} \cap Z_{\alpha}$.
(e) $Y_{\alpha}=D_{\alpha} \cap Z_{\alpha}$.

Observe that $U_{\alpha}$ and $D_{\alpha}$ are the set of points of $\beta S$ for which $\widetilde{f_{\alpha}}$ approaches its value from above and below respectively.

Definition 10.5. Let $S$ be a subsemigroup of $(\mathbb{R},+)$ and let $\alpha \in \mathbb{R}$. Then $\alpha$ is irrational with respect to $S$ if and only if

$$
\alpha \notin\left\{\frac{n}{a-b}: n \in \mathbb{Z}, a, b \in S, \text { and } a \neq b\right\} \cup\left\{\frac{n}{a}: n \in \mathbb{Z} \text { and } a \in S \backslash\{0\}\right\} .
$$

Saying that $\alpha$ is irrational with respect to $S$ means that $h_{\alpha}$ is one-to-one on $S$ and that $0 \notin h_{\alpha}[S \backslash\{0\}]$.

Notice that "irrational with respect to $\mathbb{N}$ " is simply "irrational". Notice also that if $|S|<\mathrm{c}$, then the set of numbers irrational with respect to $S$ is dense in $\mathbb{R}$.

Remark 10.6. Suppose that $S$ is a subsemigroup of $(\mathbb{R},+)$ and that $\alpha>0$ is irrational with respect to $S$. Let $U, D$ and $Z$ be the sets defined in Lemma 10.1 with $h=h_{\alpha}$. Then $U=U_{\alpha}, D=D_{\alpha}$ and $Z=Z_{\alpha} \backslash\{0\}$.

Lemma 10.7. Let $S$ be a subsemigroup of $(\mathbb{R},+)$ and let $\alpha>0$ be irrational with respect to $S$. Then $U_{\alpha} \cup D_{\alpha}=S^{*}$.

Proof. This is immediate from Lemma 10.1 and Remark 10.6.
The following result is of interest because, given the continuity of $\rho_{p}$, it is usually easier to describe left ideals of $\beta S$. (See for example Theorem 5.20.)

Theorem 10.8. Let $S$ be a subsemigroup of $(\mathbb{R},+)$ and let $\alpha>0$ be irrational with respect to $S$. Then $U_{\alpha}$ and $D_{\alpha}$ are right ideals of $\beta S$.

Proof. This is immediate from Lemma 10.1 and Remark 10.6.
In the following lemma, all we care about is that $c \ell_{\beta S}(\mathbb{N} a) \cap U_{\alpha} \neq \emptyset$ and that $c \ell_{\beta S}(\mathbb{N} a) \cap D_{\alpha} \neq \emptyset$. We get the stronger conclusion for free, however.

Lemma 10.9. Let $S$ be a subsemigroup of $(\mathbb{R},+)$ and let $\alpha>0$ be irrational with respect to $S$. Then for each $a \in S \backslash\{0\}, c \ell_{\beta S}(\mathbb{N} a) \cap X_{\alpha} \neq \emptyset$ and $c \ell_{\beta S}(\mathbb{N} a) \cap Y_{\alpha} \neq \emptyset$.

Proof. We apply Lemma 10.1 with $h$ replaced by $h_{\alpha}$ and $S$ replaced by $\mathbb{N} a$. Then $c \ell_{\beta S}(\mathbb{N} a) \cap X_{\alpha}=U \cap Z \neq \emptyset$ and $c \ell_{\beta S}(\mathbb{N} a) \cap Y_{\alpha}=D \cap Z \neq \emptyset$.

For the remainder of this section we restrict our attention to $\mathbb{N}$.
Notice that, while $h_{\alpha}$ is a homomorphism on $(\beta \mathbb{N},+)$, it is not a homomorphism on $(\beta \mathbb{N}, \cdot)$. However, close to 0 it is better behaved.

Theorem 10.10. Let $S=\mathbb{N}$ and let $\alpha$ be a positive irrational number. Then $X_{\alpha}$ and $Y_{\alpha}$ are left ideals of $(\beta \mathbb{N}, \cdot)$.

Proof. We establish the statement for $X_{\alpha}$, the proof for $Y_{\alpha}$ being nearly identical.
Let $p \in X_{\alpha}$ and let $q \in \beta \mathbb{N}$. We first observe that, for any $m, n \in \mathbb{N}$, if $\left|f_{\alpha}(n)\right|<$ $\frac{1}{2 m}$, then $f_{\alpha}(m n)=m f_{\alpha}(n)$.

To see that $q p \in X_{\alpha}$, let $\epsilon>0$ be given (with $\epsilon \leq \frac{1}{2}$ ). For each $m \in \mathbb{N}$, let $B_{m}=\left\{n \in \mathbb{N}: 0<f_{\alpha}(n)<\frac{\epsilon}{m}\right\}$ and note that $B_{m} \in p$. Thus by Theorem 4.15, $\left\{m n: m \in \mathbb{N}\right.$ and $\left.n \in B_{m}\right\} \in q p$. since $\left\{m n: m \in \mathbb{N}\right.$ and $\left.n \in B_{m}\right\} \subseteq\{k \in \mathbb{N}: 0<$ $\left.f_{\alpha}(k)<\epsilon\right\}$, it follows that $q p \in X_{\alpha}$.

Of course, as the kernel of a homomorphism, $Z_{\alpha}$ is a subsemigroup of $(\beta \mathbb{N},+)$ for any $\alpha>0$. Consequently, by Theorem 10.8, if $\alpha$ is irrational, then $X_{\alpha}$ and $Y_{\alpha}$ are subsemigroups of $(\beta \mathbb{N},+)$.

Corollary 10.11. Let $S=\mathbb{N}$ and let $\alpha$ be a positive irrational number. Then $Z_{\alpha}$ is a subsemigroup of $(\beta \mathbb{N}, \cdot)$.

Proof. Since $\alpha$ is irrational, $\left\{n \in \mathbb{N}: f_{\alpha}(n)=0\right\}=\emptyset$ so by Lemma 10.7, $Z_{\alpha}=$ $X_{\alpha} \cup Y_{\alpha}$ so the result follows from Theorem 10.10.

The following result is our main tool to be used in Section 16.4 in deriving nontrivial explicit examples of IP* sets and central* sets.

Theorem 10.12. Let $S=\mathbb{N}$ and let $\alpha>0$. Then $\widetilde{g_{\alpha}}$ is an isomorphism and a homeomorphism from $Z_{\alpha}$ onto $Z_{1 / \alpha}$ with inverse $\widetilde{g_{1 / \alpha}}$. If $\alpha$ is irrational, then $\widetilde{g_{\alpha}}$ takes $X_{\alpha}$ onto $Y_{1 / \alpha}$ and takes $Y_{\alpha}$ onto $X_{1 / \alpha}$.

Proof. We show that
(1) if $p, q \in Z_{\alpha}$, then $\widetilde{g_{\alpha}}(p+q)=\widetilde{g_{\alpha}}(p)+\widetilde{g_{\alpha}}(q)$,
(2) if $p \in Z_{\alpha}$, then $\widetilde{g_{\alpha}}(p) \in Z_{1 / \alpha}$,
(3) if $p \in Z_{\alpha}$, then $\widetilde{g_{1 / \alpha}}\left(\widetilde{g_{\alpha}}(p)\right)=p$,
(4) if $p \in X_{\alpha}$, then $\widetilde{g_{\alpha}}(p) \in Y_{1 / \alpha}$, and
(5) if $p \in Y_{\alpha}$, then $\widetilde{g_{\alpha}}(p) \in X_{1 / \alpha}$.

Then using the fact that the same assertions are valid with $1 / \alpha$ replacing $\alpha$ proves the theorem. Notice that the hypotheses of statements (4) and (5) are nonvacuous only when $\alpha$ is irrational.

To verify (1), let $p, q \in Z_{\alpha}$ and let $0<\epsilon<\frac{1}{4}$. Let $A=\left\{m \in \mathbb{N}: \mid g_{\alpha}(m)-\right.$ $\alpha m \mid<\epsilon\}$. If $n$ and $m$ are in $A$, then $\left|g_{\alpha}(m)+g_{\alpha}(n)-\alpha(m+n)\right|<2 \epsilon<\frac{1}{2}$ so $g_{\alpha}(m)+g_{\alpha}(n)=g_{\alpha}(m+n)$. Also, $A \in p$ and $A \in q$ so
$\widetilde{g_{\alpha}}(p+q)=\underset{m \in A}{p-\lim } \underset{n \in A}{q-\lim } g_{\alpha}(m+n)=\underset{m \in A}{p-\lim } \underset{n \in A}{ }-\lim \left(g_{\alpha}(m)+g_{\alpha}(n)\right)=\widetilde{g_{\alpha}}(p)+\widetilde{g_{\alpha}}(q)$.
To verify (2) and (3), let $p \in Z_{\alpha}$ and let $q=\widetilde{g_{\alpha}}(p)$. Let $\epsilon \in\left(0, \frac{\alpha}{2}\right)$ and let $B=$ $\left\{n \in \mathbb{N}:\left|f_{\alpha}(n)\right|<\epsilon\right\}$. For any $n \in \mathbb{N}$, we have $\left|f_{\alpha}(n)\right|<\epsilon$ if and only if $|m-n \alpha|<$
$\epsilon$ where $m=g_{\alpha}(n)$. Now $|m-n \alpha|<\epsilon$ if and only if $\left|m \frac{1}{\alpha}-n\right|<\frac{\epsilon}{\alpha}$. The second inequality establishes that $n$ is the integer closest to $m \frac{1}{\alpha}$ and hence that $n=g_{\frac{1}{\alpha}}(m)$. Thus we have seen that $n \in B$ implies both $\left|f_{\frac{1}{\alpha}}\left(g_{\alpha}(n)\right)\right|<\frac{\epsilon}{\alpha}$ and $n=g_{\frac{1}{\alpha}}\left(g_{\alpha}(n)\right)$. So $\left|\widetilde{f_{\frac{1}{\alpha}}}(q)\right|=p-\lim _{n \in B}\left|f_{\frac{1}{\alpha}}\left(g_{\alpha}(n)\right)\right| \leq \frac{\epsilon}{\alpha}$ and $p=p-\lim _{n \in B} n=p-\lim _{n \in B} g_{\frac{1}{\alpha}}\left(g_{\alpha}(n)\right)=\widetilde{g_{\frac{1}{\alpha}}}(q)$. This establishes (2) and (3).

To verify (4), let $p \in X_{\alpha}$, let $\epsilon>0$ be given with $\epsilon<1 / 2$, and let $B=\{n \in$ $\left.\mathbb{N}:-\epsilon<f_{1 / \alpha}(n)<0\right\}$. We need to show $B \in g_{\alpha}(p)$. Pick $\delta>0$ with $\delta<\epsilon \cdot \alpha$. Let $C=\left\{n \in \mathbb{N}: 0<f_{\alpha}(n)<\delta\right\}$. We show $g_{\alpha}[C] \subseteq B$. Let $n \in C$ and let $m=g_{\alpha}(n)$ so that $m<\alpha n<m+\delta$. Then $m / \alpha<n<m / \alpha+\delta / \alpha<m / \alpha+\epsilon$ so $n-\epsilon<m / \alpha<n$ and hence $m \in B$ as required. This establishes (4), and (5) is shown in just the same way.

Exercise 10.1.1. It is a fact that if $F$ and $G$ are disjoint finite nonempty subsets of $\mathbb{R}$ and $F \cup G$ is linearly independent over $\mathbb{Q}$, then $\bigcap_{\alpha \in F} U_{\alpha} \cap \bigcap_{\alpha \in G} D_{\alpha} \neq \emptyset$. Use this fact, together with Theorem 10.8 to show that $(\beta \mathbb{N},+)$ has a collection of $2^{\mathfrak{c}}$ pairwise disjoint right ideals. (This fact also follows from Theorem 6.44.)

Exercise 10.1.2. Let $\alpha>0$ and let $p, q \in \beta \mathbb{N}$. Prove that $\widetilde{g_{\alpha}}(p+q) \in\left\{\widetilde{g_{\alpha}}(p)+\right.$ $\left.\widetilde{g_{\alpha}}(q), \widetilde{g_{\alpha}}(p)+\widetilde{g_{\alpha}}(q)-1, \widetilde{g_{\alpha}}(p)+\widetilde{g_{\alpha}}(q)+1\right\}$.

Exercise 10.1.3. Let $\alpha>0$ be irrational, let $k \in \mathbb{N}$ with $k>\alpha$, and let $\delta=k-\alpha$. Prove that
(i) for all $p \in \beta \mathbb{N}, \widetilde{h_{\alpha}}(p)=-\widetilde{h_{\delta}}(p)$,
(ii) $Z_{\alpha}=Z_{\delta}$,
(iii) $X_{\alpha}=Y_{\delta}$, and
(iv) $Y_{\alpha}=X_{\delta}$.

### 10.2 Homomorphisms from $\beta T$ into $S^{*}$

We know that topological copies of $\beta \mathbb{N}$ are abundant in $\mathbb{N}^{*}$. Indeed, every infinite compact subset of $\mathbb{N}^{*}$ contains a copy of this kind, by Theorem 3.59. However, as we shall show in this section, there are no copies of the right topological semigroup $\beta \mathbb{N}$ in $\mathbb{N}^{*}$. In fact, if $\phi: \beta \mathbb{N} \rightarrow \mathbb{N}^{*}$ is a continuous homomorphism, then $\phi[\beta \mathbb{N}]$ is finite and $\left|\phi\left[\mathbb{N}^{*}\right]\right|=1$.

We shall show that, if $S$ and $T$ are countable, commutative, cancellative semigroups and if $S$ can be embedded in the unit circle, then we can often assert that $\phi\left[T^{*}\right]$ is a finite group whenever $\phi: \beta T \rightarrow S^{*}$ is a continuous homomorphism.

Lemma 10.13. Let $S$ be an infinite discrete semigroup which can be algebraically embedded in $\mathbb{T}$ and let $V$ be an infinite subsemigroup of $S$. Then, for every $x$ and $p$ in $S^{*}$, there exists $y \in V^{*}$ for which $x+y+p \neq y+p+x$.

Proof. Let $h: S \rightarrow \mathbb{T}$ be an injective homomorphism, with $\widetilde{h}: \beta S \rightarrow \mathbb{T}$ denoting its continuous extension. Let $U$ and $D$ be defined as in Lemma 10.1. By this lemma, applied to $V$ instead of $S$, if $U^{\prime} \equiv\left\{y \in V^{*}:\{s \in V: \widetilde{h}(y) \prec h(s)\} \in y\right\}$ and $D^{\prime}=\left\{y \in V^{*}:\{s \in V: h(s) \prec \widetilde{h}(y)\} \in y\right\}$, then $U^{\prime}$ and $D^{\prime}$ are nonempty.

Let $x, p \in S^{*}$. If $x \in U$, we can choose $y \in D^{\prime}$. Since $D^{\prime} \subseteq D$ and $U$ and $D$ are right ideals of $\beta S, x+y+p \in U$ and $y+p+x \in D$ and so $x+y+p \neq y+p+x$. Similarly, if $x \in D$, we can choose $y \in U^{\prime}$ and deduce that $x+y+p \neq y+p+x$.

Lemma 10.14. Suppose that $S$ is a countably infinite discrete semigroup which can be algebraically embedded in $\mathbb{T}$ and that $T$ is a countably infinite commutative weakly left cancellative semigroup. Let $\phi: \beta T \rightarrow S^{*}$ be a continuous homomorphism. Then $K\left(\phi\left[T^{*}\right]\right)$ is a finite group. Furthermore, for every $c \in T,\{b \in T: \phi(b+c) \in$ $\left.K\left(\phi\left[T^{*}\right]\right)\right\}$ is infinite.

Proof. Observe that by Theorem 4.23, if $a \in S$, then $a$ commutes with every member of $\beta S$. Also, if $t \in T$, then $t$ commutes with every member of $\beta T$ and hence $\phi(t)$ commutes with every member of $\phi[\beta T]$.

We shall show that if $p$ is any minimal idempotent in $\phi\left[T^{*}\right]$ and $q \in T^{*}$ with $\phi(q)=p$, then
(1) there exists $t \in T$ such that $\phi(t) \in \phi\left[T^{*}\right]+p$ and
(2) given any $c \in T$ and any $B \in q$, there exists $t \in T$ such that $\phi(b)+\phi(c) \in$ $K\left(\phi\left[T^{*}\right]\right)$.

To see this, let such $p$ and $q$ be given, let $c \in T$, and let $B \in q$. Let $V=$ $\{a \in S: a+\phi(q) \in \phi[\beta T]\}$. We claim that $V$ is finite. Suppose instead that $V$ is infinite, and notice that $V$ is a subsemigroup of $S$. (Given $a, b \in V, a+b+\phi(q)=$ $a+b+\phi(q)+\phi(q)=a+\phi(q)+b+\phi(q)$.) For every $y \in V^{*}$, we have $y+\phi(q) \in \phi[\beta T]$, by the continuity of $\rho_{\phi(q)}$. Then for every $y \in V^{*}$, we have $\phi(c)+y+\phi(q)=y+\phi(q)+\phi(c)$ which contradicts Lemma 10.13.

Choose $A \in \phi(c)$ for which $A \cap V=\emptyset$. Now $\phi(c)+\phi(q)=\phi(q)+\phi(c)$, $\phi(c)+\phi(q) \in c \ell(A+\phi(q))$, and $\phi(q)+\phi(c) \in c \ell(\phi[B]+\phi(b))$. It follows from Theorem 3.40 that one of the two following possibilities must hold:
(i) $a+\phi(q)=\phi(v)+\phi(c)$ for some $a \in A$ and some $v \in \beta T$;
(ii) $u+\phi(q)=\phi(b)+\phi(c)$ for some $b \in B$ and some $u \in \beta S$.

The first possibility is ruled out by the assumption that $A \cap V=\emptyset$. So we may suppose that (ii) holds. Let $t=b+c$. Then $\phi(t) \in \beta S+p$ and so $\phi(t)+p=\phi(t)$. Since $\phi(t)=\phi(t+q)+\phi(q)$ and $t+q \in T^{*}$ (by Theorem 4.31), $\phi(t) \in \phi\left[T^{*}\right]+p \subseteq$ $K\left(\phi\left[T^{*}\right]\right)$. Thus (1) and (2) hold.

Now let $p$ be a minimal idempotent in $\phi\left[T^{*}\right]$ and pick by (1) $t \in T$ such that $\phi(t) \in \phi\left[T^{*}\right]+p$. Let $F=\phi\left[T^{*}\right]+\phi(t)$. Then, since $t \in T, F=\phi(t)+\phi\left[T^{*}\right]$ so $F$ is both a minimal left ideal and a minimal right ideal of $\phi\left[T^{*}\right]$, and is therefore
a group (by Theorem 1.61). Since $F$ is compact, it must be finite, because an infinite compact subset of $\beta S$ cannot be homogeneous by 6.38 .

If $p^{\prime}$ is any other minimal idempotent in $\phi\left[T^{*}\right]$, there exists $t^{\prime} \in T$ such that $\phi\left(t^{\prime}\right) \in \phi\left[T^{*}\right]+p^{\prime}$. Now $\phi\left(t+t^{\prime}\right)=\phi\left(t^{\prime}+t\right)$, and so the minimal left ideals $\phi\left[T^{*}\right]+p^{\prime}=\phi\left[T^{*}\right]+\phi\left(t^{\prime}\right)$ and $\phi\left[T^{*}\right]+p=\phi\left[T^{*}\right]+\phi(t)$ of $\phi[\beta T]$ intersect. They are therefore equal. This shows that $F$ is the unique minimal left ideal of $\phi\left[T^{*}\right]$ and so $F=K\left(\phi\left[T^{*}\right]\right)$ (by Theorem 1.64).

The fact that $\left\{b \in T: \phi(b+c) \in K\left(\phi\left[T^{*}\right]\right)\right\}$ is infinite for each $c \in T$ follows immediately from (2).

Theorem 10.15. Suppose that $S$ is a countably infinite discrete semigroup which can be algebraically embedded in the unit circle. Let $T$ be a countably infinite commutative weakly left cancellative semigroup with the property that any ideal of $T$ has finite complement and let $\phi: \beta T \rightarrow S^{*}$ be a continuous homomorphism. Then $\phi[\beta T]$ is finite and $\phi\left[T^{*}\right]$ is a finite group.

Proof. By Lemma 10.14, if $F=K\left(\phi\left[T^{*}\right]\right)$, then $F$ is a finite group. Let $I=$ $\phi^{-1}[F]$. We claim that $I \cap T$ is an ideal of $T$. It follows from Lemma 10.14 that $I \cap T \neq \emptyset$. If $c \in I \cap T$, then $\phi(c)=\phi(c)+p$ for some minimal idempotent $p$ of $\phi\left[T^{*}\right]$. There exists $q \in T^{*}$ for which $\phi(q)=p$. For every $b \in T$, we have $\phi(b+c)=\phi(b)+\phi(c)=\phi(b)+\phi(c)+\phi(q)=\phi(b+q+c)=\phi(b+q)+\phi(c) \in$ $K\left(\phi\left[T^{*}\right]\right)$. So $b+c \in I \cap T$ and we have shown that $I \cap T$ is an ideal of $T$.

Thus $T \backslash I$ is finite. Given $q \in T^{*}, I \in q$ and so $\phi\left[T^{*}\right] \subseteq F$. Since $\phi[\beta T] \subseteq$ $\phi[T \backslash I] \cup F, \phi[\beta T]$ is finite. Since $\phi\left[T^{*}\right]$ is a finite cancellative semigroup, it is a group by Exercise 1.3.1.

Notice that the hypotheses of Theorem 10.15 are satisfied in each of the following three cases.
(i) $T$ is a countably infinite commutative group;
(ii) $T=(\mathbb{N},+)$; or
(iii) $T=(\mathbb{N}, \vee)$.

The following lemma is simple and well known.
Lemma 10.16. Let $G$ be a commutative group with identity 0 which contains no elements of finite order apart from 0 . If $|G| \leq c$, then $G$ can be embedded in $(\mathbb{R},+)$.

Proof. Let $|G|=\kappa$. Suppose that $G \backslash\{0\}$ has been arranged as a $\kappa$-sequence $\left\langle a_{\alpha}\right\rangle_{\alpha<\kappa}$ and that, for each $\beta<\kappa, G_{\beta}$ denotes the subgroup of $G$ generated by $\left\{a_{\alpha}: \alpha \leq \beta\right\}$.

We define $f_{0}: G_{0} \rightarrow \mathbb{R}$ by putting $f_{0}\left(n a_{0}\right)=n$ for each $n \in \mathbb{Z}$. We then make the inductive assumption that $0<\beta<\kappa$ and that we have defined an injective homomorphism $f_{\alpha}: G_{\alpha} \rightarrow \mathbb{R}$ for every $\alpha<\beta$. We also assume that $f_{\alpha} \subseteq f_{\alpha^{\prime}}$
whenever $\alpha<\alpha^{\prime}<\beta$. We shall show that we can define $f_{\beta}$ so that these properties hold with $\beta$ replaced by $\beta+1$.

Let $H=\bigcup_{\alpha<\beta} G_{\alpha}$ and $f=\bigcup_{\alpha<\beta} f_{\alpha}$. Then $f: H \rightarrow \mathbb{R}$ is an injective homomorphism. Notice that $G_{\beta}=H+\mathbb{Z} a_{\beta}$.

Assume first that $\mathbb{Z} a_{\beta} \cap H=\{0\}$. Then we can choose $s \in \mathbb{R} \backslash(\mathbb{Q} f[H])$, because $|\mathbb{Q} f[H]|<c$. We define $f_{\beta}: H+\mathbb{Z} a_{\beta} \rightarrow \mathbb{R}$ by stating that $f_{\beta}(b+m a)=$ $f(b)+m s$ for every $b \in H$ and every $m \in \mathbb{Z}$. Then $f_{\beta}$ is well defined because $\mathbb{Z} a_{\beta} \cap H=\{0\}$ and is easily seen to be an injective homomorphism.

Thus we may assume that $k a_{\beta}=c$ for some $k \in \mathbb{Z} \backslash\{0\}$ and some $c \in H$. We define $f_{\beta}: H+\mathbb{Z} a_{\beta} \rightarrow \mathbb{R}$ by stating that $f_{\beta}\left(b+m a_{\beta}\right)=f(b)+\frac{m}{k} f(c)$ for every $b \in H$ and every $m \in \mathbb{Z}$.

To see that $f_{\beta}$ is well defined, suppose that $b+m a_{\beta}=b^{\prime}+m^{\prime} a_{\beta}$, where $b, b^{\prime} \in H$ and $m, m^{\prime} \in \mathbb{Z}$. Then $k\left(b^{\prime}-b\right)=k\left(m-m^{\prime}\right) a_{\beta}=\left(m-m^{\prime}\right) c$ and so $k\left(f\left(b^{\prime}\right)-f(b)\right)=$ $\left(m-m^{\prime}\right) f(c)$ and $f(b)+\frac{m}{k} f(c)=f\left(b^{\prime}\right)+\frac{m^{\prime}}{k} f(c)$.

It is easy to see that $f_{\beta}$ is a homomorphism. To see that it is injective, suppose that $f_{\beta}\left(b+m a_{\beta}\right)=0$ for some $b \in H$ and some $m \in \mathbb{Z}$. Then $f(b)+\frac{m}{k} f(c)=0$ and so $f(k b+m c)=0$. Since $f$ is injective, $k b+m c=0$. That is to say, $k\left(b+m a_{\beta}\right)=0$ and so $b+m a_{\beta}$ is of finite order in $G$ and hence $b+m a_{\beta}=0$.

Thus we can define an injective homomorphism $f_{\beta}: G_{\beta} \rightarrow \mathbb{R}$ for every $\beta<\kappa$, so that $f_{\beta} \subseteq f_{\beta^{\prime}}$ whenever $\beta<\beta^{\prime}<\kappa$. Then $\bigcup_{\beta<\kappa} f_{\beta}: G \rightarrow \mathbb{R}$ is an injective homomorphism.

Theorem 10.17. Let $G$ be a countably infinite commutative group which contains no nontrivial finite subgroups, and let $T$ be a countably infinite commutative weakly left cancellative semigroup with the property that any ideal of $T$ has finite complement. If $\phi: \beta T \rightarrow G^{*}$ is a continuous homomorphism, then $\phi[\beta T]$ is finite and $\left|\phi\left[T^{*}\right]\right|=1$.

Proof. By Lemma 10.16, $G$ can be embedded in $\mathbb{R}$ and therefore in $\mathbb{T}$. (If $S$ is a countable subsemigroup of $\mathbb{R}$, we can choose $\alpha \in \mathbb{R}$ such that $\alpha$ is irrational with respect to $S$. The mapping $h_{\alpha}$ then embeds $S$ in $\mathbb{T}$ ). Thus it follows from Theorem 10.15 that $\phi[\beta T]$ is finite and $\phi\left[T^{*}\right]$ is a group. By Theorem $7.17, G^{*}$ contains no nontrivial finite subgroups and so $\left|\phi\left[T^{*}\right]\right|=1$.

Theorem 10.18. If $\phi: \beta \mathbb{N} \rightarrow \mathbb{N}^{*}$ is a continuous homomorphism, $\phi[\beta \mathbb{N}]$ is finite and $\left|\phi\left[\mathbb{N}^{*}\right]\right|=1$.

Proof. This follows from Theorem 10.17 with $T=\mathbb{N}$ and $G=\mathbb{Z}$.
Question 10.19. Is there any continuous homomorphism $\phi: \beta \mathbb{N} \rightarrow \mathbb{N}^{*}$ for which $|\phi[\beta \mathbb{N}]| \neq 1$ ?

We note that, in view of Theorem 10.18, there are two simple equivalent versions of Question 10.19

Corollary 10.20. The following statements are equivalent:
(a) There is a nontrivial continuous homomorphism from $\beta \mathbb{N}$ to $\mathbb{N}^{*}$.
(b) There exist $p \neq q$ in $\mathbb{N}^{*}$ such that $p+p=q+p=p+q=q+q=q$.
(c) There is a finite subsemigroup of $\mathbb{N}^{*}$ whose elements are not all idempotent.

Proof. (a) implies (b). Let $\phi: \beta \mathbb{N} \rightarrow \mathbb{N}^{*}$ be a nontrivial continuous homomorphism. Then by Theorem $10.18, \phi[\beta \mathbb{N}]$ is finite and there is some $q \in \mathbb{N}^{*}$ such that $\phi\left[\mathbb{N}^{*}\right]=$ $\{q\}$. There is a largest $x \in \mathbb{N}$ such that $\phi(x) \neq q$. (Since $\phi$ is nontrivial, there is some such $x$, and if infinitely many $x$ have $\phi(x) \neq q$ and $r \in c \ell\{x \in \mathbb{N}: \phi(x) \neq q\} \cap \mathbb{N}^{*}$, then $\phi(r) \neq q$.) Let $p=\phi(x)$.
(b) implies (c). The set $\{p, q\}$ is such a subsemigroup.
(c) implies (a). Let $S$ be a finite subsemigroup of $\mathbb{N}^{*}$ whose elements are not all idempotent and pick $p \in S$ which is not an idempotent. Define a homomorphism $f$ from $\mathbb{N}$ to $S$ by stating that $f(n)$ is the sum of $p$ with itself $n$ times and let $\phi$ be the continuous extension of $f$ to $\beta \mathbb{N}$. Then $\phi$ is a homomorphism by Corollary 4.22 and $\phi$ is nontrivial because $\{p\}$ is not a semigroup.

Question 10.21. Which discrete semigroups $S$ have the property that any continuous homomorphism from $\beta S$ to $S^{*}$ must have a finite image?

### 10.3 Homomorphisms from $T^{*}$ into $S^{*}$

A good deal of specialized notation will apply throughout this section. $S$ and $T$ will denote countably infinite discrete semigroups which are commutative and cancellative. $G$ will denote the group generated by $S$ and 0 will denote the identity of $G$. (So $G$ is a countably infinite commutative group in which every element can be expressed as the difference of two elements of $S$ ). We shall regard $S$ as embedded in $G$ and $\beta S$ as embedded in $\beta G$.

We shall assume that $T$ has an identity. (This is no real restriction, because an identity can be adjoined to any semigroup).

We shall assume that we have chosen sequential orderings for $G$ and $T$. For each $m \in \mathbb{N}, G_{m}$ will denote the set whose elements are the first $m$ elements of $G$, and $T_{m}$ will denote the set whose elements are the first $m$ elements of $T$.

We shall suppose that $\phi: T^{*} \rightarrow S^{*}$ is a continuous injective homomorphism. We choose $q$ to be a nonminimal idempotent in $T^{*}$ and we put $p=\phi(q)$. (The existence of a nonminimal idempotent in $T^{*}$ follows from Corollary 6.34.)

Lemma 10.22. $\phi\left[K\left(T^{*}\right)\right]=K\left(\phi\left[T^{*}\right]\right)$.
Proof. The mapping $\phi$ defines an isomorphism from $T^{*}$ onto $\phi\left[T^{*}\right]$.

Lemma 10.23. For every $s \in S$ and every $x \in \beta S, s+x \in K(\beta S)$ implies that $x \in K(\beta S)$.

Proof. Suppose that $s+x \in K(\beta S)$. Since $K(\beta S)$ is a union of groups (by Theorem 1.64), there is an idempotent $u \in K(\beta S)$ for which $s+x+u=s+x$. By Lemma 8.1 this implies that $x+u=x$ and hence that $x \in K(\beta S)$.

Lemma 10.24. There is a subset $Y=\left\{t_{n}: n \in \mathbb{N}\right\}$ of $T$ with the following properties:
(i) For every $y \in Y^{*}$ and every $b, c \in T, \phi(b+q) \notin \beta G+\phi(c+y)+p$.
(ii) For every $m$ and $n$ in $\mathbb{N}$, every $a \in G_{m}$, and every $b, c \in T_{m}$, if $m<n$, then $\phi\left(b+t_{m}+q\right) \neq a+\phi\left(c+t_{n}+q\right)$.

Proof. We can choose a minimal idempotent $u \in T^{*}$ satisfying $u=q+u=u+q$ (by Theorem 1.60). We note that $\phi(u)$ is in the smallest ideal of $\phi\left[T^{*}\right]$ by Lemma 10.22.

We claim that, for every $b \in T, \phi(b+q) \notin \beta G+\phi(u)$. To see this, we note that $\phi(b+q) \in \beta G+\phi(u)$ implies that $\phi(b+q)=\phi(b+q)+\phi(u) \in K\left(\phi\left[T^{*}\right]\right)$. By Lemma 10.22, this would imply that $b+q \in K\left(T^{*}\right)$ and hence that $q \in K\left(T^{*}\right)$ (by Lemma 10.23). This contradicts our choice of $q$.

So for each $b \in T, \phi(b+q)$ has a clopen neighborhood $W_{b}$ in $\beta G$ disjoint from the compact subset $\beta G+\phi(u)$ of $\beta G$. For each $a \in G$ and each $b, c \in T$, let

$$
E_{a, b, c}=\left\{x \in T^{*}: a+\phi(c+x)+p \in W_{b}\right\} .
$$

By the continuity of the map $x \mapsto a+\phi(c+x)+p, E_{a, b, c}$ is a clopen subset of $T^{*}$. We note that $u \notin E_{a, b, c}$, because $a+\phi(c+u)+p=a+\phi(c+u+u)+\phi(q)=$ $a+\phi(c+u)+\phi(u+q)$. Since $u+q=u, a+\phi(c+u)+p \in \beta G+\phi(u) \subseteq \beta G \backslash W_{b}$. Thus $\bigcup_{a \in G} \bigcup_{b \in T} \bigcup_{c \in T} E_{a, b, c} \neq T^{*}$, because $u$ does not belong to this union. It follows from Exercise 3.4.5 that there is a nonempty open subset $U$ of $T^{*}$ disjoint from $\bigcup_{a \in G} \bigcup_{b \in T} \bigcup_{c \in T} E_{a, b, c}$. We can choose an infinite subset $V$ of $T$ for which $V^{*} \subseteq U$.

We claim that, if $y \in V^{*}$ and $b, c \in T$, then $\phi(b+q) \notin \beta G+\phi(c+y)+p$. Suppose, on the contrary, that $\phi(b+q) \in \beta G+\phi(c+y)+p$. Since $W_{b}$ is a neighborhood of $\phi(b+q)$ in $\beta G$ and we are assuming that $\phi(b+q) \in c \ell(G+\phi(c+y)+p)$, we must have $a+\phi(c+y)+p \in W_{b}$ for some $a \in G$. This implies that $y \in E_{a, b, c}$ and contradicts our assumptions that $y \in U$ and $U \cap E_{a, b, c}=\emptyset$.

To obtain property (ii), we shall enumerate $V$ as $\left\{v_{n}: n \in \mathbb{N}\right\}$ and then replace $\left\langle v_{n}\right\rangle_{n=1}^{\infty}$ by a subsequence $\left\langle t_{n}\right\rangle_{n=1}^{\infty}$ defined inductively.

We put $t_{1}=v_{1}$. We then assume that we have chosen elements $t_{1}, t_{2}, \ldots, t_{k}$ in $\left\{v_{n}: n \in \mathbb{N}\right\}$ with the following property: if $i, j \in\{1,2, \ldots, k\}, a \in G_{i}, b, c \in T_{i}$, and $i<j$, then $\phi\left(b+t_{i}+q\right) \neq a+\phi\left(c+t_{j}+q\right)$.

Suppose that $i \in\{1,2, \ldots, k\}$. If $a \in G$ and $b, c \in T$, we claim there are at most a finite number of values of $n$ for which $\phi\left(b+t_{i}+q\right)=a+\phi\left(c+v_{n}+q\right)$. To see
this, suppose that this set of values of $n$ is infinite. Then the corresponding elements $v_{n}$ have a limit point $y$ in $V^{*}$ satisfying $\phi\left(b+t_{i}+q\right)=a+\phi(c+y+q)=$ $a+\phi(c+y)+p$. We have seen that this cannot occur.

It follows that we can choose $v_{n}$ with the property that $\phi\left(b+t_{i}+q\right) \neq a+\phi(c+$ $\left.v_{n}+q\right)$ whenever $i \in\{1,2, \ldots, k\}, a \in G_{k}$ and $b, c \in T_{k}$. We put $t_{k+1}=v_{n}$. This shows that we can define a sequence $\left\langle t_{n}\right\rangle_{n=1}^{\infty}$ with the property specified in (ii).

We then put $Y=\left\{t_{n}: n \in \mathbb{N}\right\}$. The fact that $Y^{*} \subseteq V^{*}$ implies that property (i) holds as well.

Lemma 10.25. Let $Y$ denote the set guaranteed by Lemma 10.24, let $y \in Y^{*}$ and let $t \in T$. Then $\phi(t+y)+p$ is right cancelable in $\beta G$.

Proof. If we suppose the contrary, then $\phi(t+y)+p=x+\phi(t+y)+p$ for some $x \in G^{*}$ (by Theorem 8.18). Now $\phi(t+y)+p \in c \ell\left(\left\{\phi\left(t+t_{n}+q\right): n \in \mathbb{N}\right\}\right)$, because $\phi(t+y)+p=\phi(t+y+q)$ and $t+y+q \in c \ell\left(\left\{t+t_{n}+q: n \in \mathbb{N}\right\}\right)$. We also have $x+\phi(t+y)+p \in c \ell((G \backslash\{0\})+\phi(t+y)+p)$. It follows from Theorem 3.40 that $\phi\left(t+t_{n}+q\right)=x^{\prime}+\phi(t+y)+p$ for some $n \in \mathbb{N}$ and some $x^{\prime} \in \beta G$, or else $\phi\left(t+y^{\prime}+q\right)=a+\phi(t+y)+p$ for some $y^{\prime} \in Y^{*}$ and some $a \neq 0$ in $G$.

The first possibility contradicts condition (i) of Lemma 10.24, and so we shall assume the second. Let $m \in \mathbb{N}$ satisfy $a,-a \in G_{m}$ and $t \in T_{m}$. Since $\phi\left(t+y^{\prime}+q\right) \in$ $c \ell\left(\left\{\phi\left(t+t_{n}+q\right): n>m\right\}\right)$ and $a+\phi(t+y)+p \in c \ell\left(\left\{a+\phi\left(t+t_{n}+q\right): n>m\right\}\right)$, a second application of Theorem 3.40 allows us to deduce that $\phi\left(t+t_{n}+q\right)=$ $a+\phi\left(t+y^{\prime \prime}+q\right)$ or $\phi\left(t+t_{n}+q\right)=-a+\phi\left(t+y^{\prime \prime}+q\right)$ for some $n>m$ in $\mathbb{N}$ and some $y^{\prime \prime} \in c \ell\left(\left\{t_{n}: n>m\right\}\right)$. Now, by condition (i) of Lemma 10.24, neither of these equations can hold if $y^{\prime \prime} \in Y^{*}$. So $y^{\prime \prime}=t_{r}$ for some $r>m$. By condition (ii) of Lemma 10.24, neither of these equations can hold if $r \neq n$. However, they cannot hold if $r=n$, by Lemma 6.28.

Thus $\phi(t+y)+p$ is right cancelable in $\beta G$.
Lemma 10.26. Let $Y=\left\{t_{n}: n \in \mathbb{N}\right\}$ be the set guaranteed by Lemma 10.24. Suppose that $\phi(b+y+q) \in \beta G+\phi(c+y+q)$ for some $b, c \in T$ and some $y \in Y^{*}$. Then $\phi(c+q) \in G+\phi(b+q)$.

Proof. Since $\phi(b+y+q) \in c \ell(\phi[b+Y+q])$ and $\phi(b+y+q) \in c \ell(G+\phi(c+$ $y+q)$ ), it follows from Theorem 3.40 that $\phi\left(b+t_{n}+q\right) \in \beta G+\phi(c+y+q)$ for some $n \in \mathbb{N}$, or else $\phi(b+z+q)=a+\phi(c+y+q)$ for some $z \in Y^{*}$ and some $a \in G$. The first possibility is ruled out by condition (i) of Lemma 10.24, and so we assume the second.

We choose $m \in \mathbb{N}$ such that $a,-a \in G_{m}$ and $b, c \in T_{m}$. Now $\phi(b+z+q) \in$ $c \ell\left(\left\{\phi\left(b+t_{n}+q\right): n>m\right\}\right)$ and $a+\phi(c+y+q) \in c \ell\left(a+\left\{\phi\left(c+t_{n}+q\right): n>m\right\}\right)$.
So a second application of Theorem 3.40 shows that there exists $n>m$ in $\mathbb{N}$ and $v \in c \ell\left(\left\{t_{n}: n>m\right\}\right)$ satisfying $\phi\left(b+t_{n}+q\right)=a+\phi(c+v+q)$ or $\phi(b+v+q)=$
$a+\phi\left(c+t_{n}+q\right)$. By condition (i) of Lemma 10.24, neither of these equations can hold if $v \in Y^{*}$. So $v=t_{r}$ for some $r>m$. However, by condition (ii) of Lemma 10.24, neither of these equations can hold if $r \neq n$. Thus $r=n$.

So $\phi\left(b+t_{n}+q\right)=a^{\prime}+\phi\left(c+t_{n}+q\right)$, where $a^{\prime} \in\{a,-a\}$. By adding $\phi(y+q)$ on the right of this equation, we see that $\phi(b+q)+\phi\left(t_{n}+y+q\right)=a^{\prime}+\phi(c+$ $q)+\phi\left(t_{n}+y+q\right)$. By Lemma 10.25, $\phi\left(t_{n}+y+q\right)$ is right cancelable in $\beta G$. So $\phi(b+q)=a^{\prime}+\phi(c+q)$ and $\phi(c+q) \in G+\phi(b+q)$.

Lemma 10.27. For every $c \in T, \phi(c+q) \in G+p$.
Proof. Let $Y$ be the set guaranteed by Lemma 10.24 and let $y \in Y^{*}$. For every $b \in T$, we have $\phi(c+q)+\phi(b+y+q)=\phi(b+q)+\phi(c+y+q)$. It follows from Corollary 6.20 that $\phi(b+y+q) \in \beta G+\phi(c+y+q)$ or $\phi(c+y+q) \in \beta G+\phi(b+y+q)$. In either case, Lemma 10.26 implies that $\phi(c+q) \in G+\phi(b+q)$. By choosing $b$ to be the identity of $T$, we deduce that $\phi(c+q) \in G+p$.

In the statement of the following theorem, we remind the reader of the standing hypotheses that have been applying throughout this section.

Theorem 10.28. Let $S$ and $T$ be countably infinite, commutative, and cancellative semigroups and assume that $T$ has an identity. Let $G$ be the group generated by $S$ and assume that $\phi: T^{*} \rightarrow S^{*}$ is a continuous injective homomorphism. Then there is an injective homomorphism $f: T \rightarrow G$ such that $\widetilde{f}(x)=\phi(x)$ for every $x \in T^{*}$.

Proof. By Lemma 10.27, for each $t \in T$, there exists $a \in G$ for which $\phi(t+q)=$ $a+p$. This element of $G$ is unique, by Lemma 6.28. We define $f: T \rightarrow G$ by stating that $\phi(t+q)=f(t)+p$. It is easy to check that $f$ is an injective homomorphism, and so $\widetilde{f}$ is also an injective homomorphism (by Exercise 3.4.1 and Corollary 4.22).

Since $\phi(t+q)=f(t)+p$ for every $t \in T$, it follows by continuity that $\phi(x+q)=$ $\widetilde{f}(x)+p$ for every $x \in \beta T$.

Let $Y$ be the set guaranteed by Lemma 10.24 and let $y \in Y^{*}$. For every $x \in T^{*}$, $\underset{\sim}{\text { we }}$ have $\phi(x)+\phi(y+q)=\phi(x+y+q)=\widetilde{f}(x+y)+p=\widetilde{f}(x)+\widetilde{f}(y)+p=$ $\widetilde{\mathcal{L}}(x)+\phi(y+q)$. Now $\phi(y+q)$ is right cancelable in $\beta G$, by Lemma 10.25. So $\mathcal{f}(x)=\phi(x)$.

Corollary 10.29. Let $f$ denote the mapping defined in Theorem 10.28 and let $T^{\prime}=$ $f^{-1}[S]$. Then $T^{\prime}$ is a subsemigroup of $T$ for which $T \backslash T^{\prime}$ is finite.

Proof. It is immediate that $T^{\prime}$ is a subsemigroup of $T$. By Theorem $10.28, \widetilde{f}(x)=$ $\phi(x) \in S^{*}$ for every $x \in T^{*}$. Thus, if $x \in T^{*}$, then $S \in \widetilde{f}(x)$ so $T^{\prime}=f^{-1}[S] \in x$ by Lemma 3.30. Consequently $T \backslash T^{\prime}$ is finite.

Theorem 10.30. Let $S$ and $T$ be countably infinite, commutative, and cancellative semigroups and assume that $T$ has an identity and that $\phi: T^{*} \rightarrow S^{*}$ is a continuous injective homomorphism. There is a subsemigroup $T^{\prime}$ of $T$ for which $T \backslash T^{\prime}$ is finite, and an injective homomorphism $h: T^{\prime} \rightarrow S$ for which $\widetilde{h}(x)=\phi(x)$ for every $x \in T^{*}$.

Proof. Let $f$ denote the mapping defined in Theorem 10.28. We put $T^{\prime}=f^{-1}[S]$ and let $h=f_{\mid T^{\prime}}$. Our claim then follows from Corollary 10.29 and Theorem 10.28.

The necessity of introducing $T^{\prime}$ in Theorem 10.30, is illustrated by choosing $T=\omega$ and $S=\mathbb{N}$. Then $T^{*}$ and $S^{*}$ are isomorphic, but there are no injective homomorphisms from $T$ to $S$. In this example, $T^{\prime}=T \backslash\{0\}$.

In the case in which $S$ is a group we have $S=G$ and hence $T^{\prime}=f^{-1}[S]=$ $f^{-1}[G]=T$.

Theorem 10.31. Let $S$ and $T$ be countably infinite, commutative, and cancellative semigroups and assume that $T$ has an identity. Suppose that $\theta: \beta T \rightarrow \beta S$ is a continuous injective homomorphism. Then there is an injective homomorphism $f$ : $T \rightarrow S$ for which $\theta=\widetilde{f}$.

Proof. Let $\phi=\theta_{\mid T^{*}}$. We observe that $\phi\left[T^{*}\right] \subseteq S^{*}$, because $x \in T^{*}$ implies that $\phi(x)$ is not isolated in $\beta S$ and hence that $\phi(x) \notin S$. By Theorem 10.28 there is an injective homomorphism $f: T \rightarrow G$ such that $\phi(x)=\widetilde{f}(x)$ for every $x \in T^{*}$.

Let $Y$ denote the set guaranteed by Lemma 10.24 and let $y \in Y^{*}$. For each $t \in T$, we have $\theta(t+y+q)=\theta(t)+\theta(y+q)=\theta(t)+\phi(y+q)$ and also $\theta(t+y+q)=$ $\widetilde{f}(t+y+q)=f(t)+\widetilde{f}(y+q)=f(t)+\phi(y+q)$. By Lemma $10.25, \phi(y+q)$ is right cancelable in $\beta G$. So $f(t)=\theta(t)$. Now $f(t) \in G$ and $\theta(t) \in \beta S$ so $f(t) \in S$.

Theorem 10.32. Let $S$ and $T$ be countably infinite, commutative, and cancellative semigroups and assume that $T$ has an identity. Then $S^{*}$ does not contain any topological and algebraic copies of $\beta T$.

Proof. This is an immediate consequence of Theorem 10.31.
At this point in the first edition, we asked, as Question 10.33 , whether $\mathbb{N}^{*}$ contains an algebraic and topological copy of $\mathbb{Z}$. We have presented the affirmative answer to that question in Section 7.4.

Exercise 10.3.1. Show that the only topological and algebraic copies of $\mathbb{N}^{*}$ in $\mathbb{N}^{*}$ are the sets of the form $(k \mathbb{N})^{*}$, where $k \in \mathbb{N}$.

Exercise 10.3.2. Show that the only topological and algebraic copies of $\mathbb{Z}^{*}$ in $\mathbb{Z}^{*}$ are the sets of the form $(k \mathbb{Z})^{*}$, where $k \in \mathbb{Z} \backslash\{0\}$.

Exercise 10.3.3. Show that the only topological and algebraic copies of $\left(\mathbb{N}^{*},+\right)$ in $\left(\mathbb{N}^{*}, \cdot\right)$ are those induced by mappings of the form $n \mapsto k^{n}$ from $\mathbb{N}$ to itself, where $k \in \mathbb{N} \backslash\{1\}$.

Exercise 10.3.4. Let $S$ be an infinite discrete cancellative semigroup. Show that $S^{*}$ contains an algebraic and topological copy of $\mathbb{N}$. (Hint: By Theorem 8.10, there is an element $p \in S^{*}$ which is right cancelable in $\beta S$. Define $p_{n}$ for each $n \in \mathbb{N}$ by stating that $p_{1}=p$ and $p_{n+1}=p_{n}+p$ for every $n \in \mathbb{N}$. Then $\left\{p_{n}: n \in \mathbb{N}\right\}$ is an algebraic and topological copy of $\mathbb{N}$.)

Exercise 10.3.5. Show that $\mathbb{N}^{*}$ contains an algebraic and topological copy of $\omega$. (Hint: Let $p$ be an idempotent in $\mathbb{N}^{*}$ for which $\operatorname{FS}\left(\left\langle 3^{n}\right\rangle_{n=1}^{\infty}\right) \in p$ and let $q \in$ $c \ell\left(\left\{2 \cdot 3^{n}: n \in \mathbb{N}\right\}\right) \cap \mathbb{N}^{*}$. Define $x_{n}$ for every $n \in \omega$ by stating that $x_{0}=p$, $x_{1}=p+q+p$ and $x_{n+1}=x_{n}+x_{1}$ for every $n \in \mathbb{N}$. Then $\left\{x_{n}: n \in \omega\right\}$ is an algebraic and topological copy of $\omega$. To see that $\left\{x_{n}: n \in \omega\right\}$ is discrete, consider the alterations of 1's and 2's in the ternary expansion of integers. For example, $\left\{\sum_{t \in F_{1}} 3^{t}+\sum_{t \in F_{2}} 2 \cdot 3^{t}+\sum_{t \in F_{3}} 3^{t}: \max F_{1}<\min F_{2}\right.$ and $\left.\max F_{2}<\min F_{3}\right\} \in$ $x_{1}$.)

### 10.4 Isomorphisms Defined on Principal Left and Right Ideals

In this section, we shall discuss continuous isomorphisms between principal left ideals or principal right ideals defined by idempotents.

Throughout this section, $S$ and $T$ will denote countably infinite discrete semigroups, which are commutative and cancellative, $G$ will denote the group generated by $S$ and $H$ will denote the group generated by $T$.

Lemma 10.34. Suppose that $p$ and $q$ are nonminimal idempotents in $S^{*}$ and $T^{*}$ respectively, and that $\psi: q+\beta T+q \rightarrow p+\beta S+p$ is a continuous isomorphism. Let $S^{\prime}=\{a \in G: a+p \in \beta S\}$ and $T^{\prime}=\{b \in H: b+q \in \beta T\}$. Then $\psi(q)=p$ and there is an isomorphism $f: T^{\prime} \rightarrow S^{\prime}$ such that $\psi(t+q)=f(t)+p$ for every $t \in T^{\prime}$.

Proof. Since $q$ is in the center of $q+\beta T+q, \psi(q)$ is in the center of $p+\beta S+p$. So $\psi(q)=a+p$ for some $a \in G$ (by Theorem 6.63). Since $\psi(q)$ is idempotent, it follows from Lemma 6.28 that $a$ is the identity of $G$ and hence that $p=\psi(q)$.

For every $t \in T^{\prime}, t+q=q+(t+q)+q$ is in $q+\beta T+q$ and is in the center of this semigroup. So $\psi(t+q)$ is in the center of $p+\beta S+p$. It follows from

Theorem 6.63 that $\psi(t+q)=s+p$ for some $s \in G$. We note that $s \in S^{\prime}$ and that the element $s$ is unique (by Lemma 6.28). So we can define a mapping $f: T^{\prime} \rightarrow S^{\prime}$ such that $\psi(t+q)=f(t)+p$ for every $t \in T^{\prime}$.

It is easy to see that $f$ is injective and a homomorphism. To see that $f$ is surjective, let $s \in S^{\prime}$. Since $s+p$ is in the center of $p+\beta S+p, s+p=\psi(x)$ for some $x$ in the center of $q+\beta T+q$. We must have $x=t+q$ for some $t \in T^{\prime}$ by Theorem 6.63, and this implies that $f(t)=s$.

Lemma 10.35. Let $p$ and $q$ be nonminimal idempotents in $S^{*}$ and $T^{*}$ respectively. Let $S^{\prime}=\{a \in G: a+p \in \beta S\}$ and let $T^{\prime}=\{b \in H: b+q \in \beta T\}$. If $\psi: \beta T+q \rightarrow \beta S+p$ is a continuous isomorphism, then $\psi(q)$ is a nonminimal idempotent, $\beta S+p=\beta S+\psi(q)$, and there is an isomorphism $f: T^{\prime} \rightarrow S^{\prime}$ for which $\psi(t+q)=f(t)+\psi(q)$ for every $t \in T^{\prime}$.

Proof. We first show that $\beta S+p=\beta S+\psi(q)$. On the one hand, $\psi(q) \in \beta S+p$ and so $\beta S+\psi(q) \subseteq \beta S+p$. On the other hand, $\psi^{-1}(p)=\psi^{-1}(p)+q$ and so $p=\psi\left(\psi^{-1}(p)+q\right)=p+\psi(q)$ and therefore $\beta S+p \subseteq \beta S+\psi(q)$. It follows that $\psi(q)$ is a nonminimal idempotent (by Theorem 1.59).

We also observe that $\{a \in G: a+p \in \beta S\}=\{a \in G: a+\psi(q) \in \beta S\}$. To see, for example, that $\{a \in G: a+p \in \beta S\} \subseteq\{a \in G: a+\psi(q) \in \beta S\}$, let $a \in G$ and assume that $a+p \in \beta S$. Then $a+\psi(q)=a+\psi(q)+p=\psi(q)+a+p \in$ $\beta S+\beta S \subseteq \beta S$.

The result now follows from Lemma 10.34 and the observation that $\psi$ defines a continuous isomorphism from $q+\beta T+q$ onto $\psi(q)+\beta S+\psi(q)$. (To see that $\psi(q)+\beta S+\psi(q) \subseteq \psi(q+\beta T+q)$, let $r \in \psi(q)+\beta S+\psi(q)$. Then $r=r+\psi(q)$ so $r=\psi(v)$ for some $v \in \beta T+q$. Then $q+v \in q+\beta T+q$ and $\psi(q+v)=$ $\psi(q)+r=r$.)

We omit the proof of the following lemma, since it is essentially similar to the preceding proof.

Lemma 10.36. Let $p$ and $q$ be nonminimal idempotents in $S^{*}$ and $T^{*}$ respectively. Let $S^{\prime}=\{a \in G: a+p \in \beta S\}$ and let $T^{\prime}=\{b \in H: b+q \in \beta T\}$. If $\psi: q+\beta T \rightarrow p+\beta S$ is a continuous isomorphism, then $\psi(q)$ is a nonminimal idempotent, $p+\beta S=\psi(q)+\beta S$, and there is an isomorphism $f: T^{\prime} \rightarrow S^{\prime}$ such that $\psi(t+q)=f(t)+\psi(q)$ for every $t \in T^{\prime}$.

Lemma 10.37. Suppose that $y \in G^{*} \backslash K(\beta G)$. Let $f: H \rightarrow G$ be an isomorphism. Then there is an element $x \in T^{*}$ for which $\widetilde{f}(x)+y$ is right cancelable in $\beta G$.

Proof. We note that $\widetilde{f}: \beta H \rightarrow \beta G$ is an isomorphism and so $\widetilde{f}[K(\beta H)]=K(\beta G)$. By Lemma 6.65, $\bar{T} \cap K(\beta H) \neq \emptyset$, and so $\overline{f[T]} \cap K(\beta G)=\widetilde{f}[\bar{T} \cap K(\beta H)] \neq \emptyset$. It follows from Theorem 6.56 (with $S=G$ ) that there is an element $v \in G^{*}$ such that
$f[T] \in v$ and $v+y$ is right cancelable in $\beta G$. Since $v \in \widetilde{f}[\bar{T}], v=\widetilde{f}(x)$ for some $x \in T^{*}$.

Theorem 10.38. Suppose that $G$ and $H$ are countable discrete commutative groups and that $L$ and $M$ are principal left ideals in $\beta G$ and $\beta H$ respectively, defined by nonminimal idempotents. If $\psi: M \rightarrow L$ is a continuous isomorphism, there is an isomorphism $f: H \rightarrow G$ for which $\psi=\widetilde{f}_{\mid M}$.

Proof. Let $L=\beta G+p$ and $M=\beta H+q$, where $p$ and $q$ are nonminimal idempotents in $G^{*}$ and $H^{*}$ respectively. By applying Lemma 10.35 with $G=S=S^{\prime}$ and $H=T=T^{\prime}$, we see that $\psi(q)$ is nonminimal and there is an isomorphism $f: H \rightarrow G$ such that $\psi(t+q)=f(t)+\psi(q)$ for every $t \in H$. By continuity, this implies that $\psi(x+q)=\widetilde{f}(x)+\psi(q)$ for every $x \in \beta H$.

For $x \in \beta H$, we have $\psi(q+x+q)=\widetilde{f}(q+x)+\psi(q)=\widetilde{f}(q)+\widetilde{f}(x) \pm \psi(q)$ and also $\psi(q+x+q)=\psi(q)+\psi(x+q)=\psi(q)+\widetilde{f}(x)+\psi(q)$. So $\widetilde{f}(q)+$ $\widetilde{f}(x)+\psi(q)=\psi(q)+\widetilde{f}(x)+\psi(q)$ for every $x \in \beta H$. By Lemma 10.37, we can choose $x \in \beta H$ such that $\widetilde{f}(x) \pm \psi(q)$ is right cancelable in $\beta G$. Thus $\psi(q)=\widetilde{f}(q)$. This implies that $\psi(x+q)=\widetilde{f}(x+q)$ for every $x \in \beta H$.

Theorem 10.39. Suppose that $L$ and $M$ are principal left ideals in $\beta \mathbb{N}$ defined by nonminimal idempotents. If $\psi: M \rightarrow L$ is a continuous isomorphism then $M=L$ and $\psi$ is the identity map.

Proof. Let $p$ and $q$ be nonminimal idempotents in $\beta \mathbb{N}$ for which $L=\beta \mathbb{N}+p$ and $M=\beta \mathbb{N}+q$. Then $L=\beta \mathbb{Z}+p$ and $M=\beta \mathbb{Z}+q$, since, given $r \in \beta \mathbb{Z}$, $r+p=r+p+p \in \beta \mathbb{N}+p$ because $\mathbb{N}^{*}$ is a left ideal in $\beta \mathbb{Z}$ (by Exercise 4.3.5). So $L$ and $M$ are principal left ideals in $\beta \mathbb{Z}$ defined by nonminimal idempotents in $\mathbb{Z}^{*}$. It follows from Theorem 10.38 that there is an isomorphism $f: \mathbb{Z} \rightarrow \mathbb{Z}$ for which $\psi=\widetilde{f}_{\mid M}$. Now there are precisely two isomorphisms from $\mathbb{Z}$ to itself: the identity map $t \mapsto t$ and the map $t \mapsto-t$. We can rule out the possibility that $f$ is the second of these maps, because this would imply that $\widetilde{f}(q) \notin \beta \mathbb{N}$. Hence $f$ is the identity map and so is $\psi$.

Theorem 10.40. Let $G$ and $H$ be countable commutative groups and let $L$ and $M$ be principal right ideals in $G^{*}$ and $H^{*}$ respectively, defined by nonminimal idempotents. Suppose that there is a continuous isomorphism $\psi: M \rightarrow L$. Then there is an isomorphism $f: H \rightarrow G$ for which $\widetilde{f}[M]=L$.

Proof. Let $p$ and $q$ be nonminimal idempotents in $G^{*}$ and $H^{*}$ respectively for which $L=p+\beta G$ and $M=q+\beta H$. By applying Lemma 10.36 with $G=S=S^{\prime}$ and $H=T=T^{\prime}$, we see that $\psi(q)$ is nonminimal and there is an isomorphism $f: H \rightarrow G$ such that $\psi(t+q)=f(t)+\psi(q)$. It follows, by continuity, that
$\underline{\psi}(x+q)=\widetilde{f}(x)+\psi(q)$ for every $x \in M$. Putting $x=q$ shows that $\psi(q)=$ $\widetilde{f}(q)+\psi(q)$.

On the other hand, we also have, for every $x \in \beta H$, that $\psi(q \pm x+q)=\widetilde{f}(q)+$ $\widetilde{f}(x)+\psi(q)$ and $\psi(q+x+q)=\psi(q)+\psi(q+x+q)=\psi(q)+\widetilde{f}(q)+\widetilde{f}(x)+\psi(q)$. So $\widetilde{f}(q)+\widetilde{f}(x)+\psi(q)=\psi(q)+\widetilde{f}(q)+\widetilde{f}(x)+\psi(q)$ for every $x \in \beta H$. We can choose $x \in H^{*}$ for which $\widetilde{f}(x)+\psi(q)$ is right cancelable in $\beta G$ (by Lemma 10.37) and so $\widetilde{f}(q)=\psi(q)+\widetilde{f}(q)$.

It follows easily that $\psi(q)+\beta G=\widetilde{f}(q)+\beta G$. We also know that $\psi(q)+\beta G=L$ (by Lemma 10.36). So $\widetilde{f}[M]=\widetilde{f}(q)+\beta G=\psi(q)+\beta G=L$.

The preceding results in this section tell us nothing about principal left or right ideals defined by minimal idempotents.

If $S$ is any discrete semigroup, we know that any two minimal left ideals in $\beta S$ are both homeomorphic and isomorphic by Theorems 1.64 and 2.11. However, the maps which usually define homeomorphisms between minimal left ideals are different from those which define isomorphisms. It may be the case that one minimal left ideal cannot be mapped onto another by a continuous isomorphism. It is tantalizing that we do not know the answer to either of the following questions.

Question 10.41. Are there two minimal left ideals in $\beta \mathbb{N}$ with the property that one cannot be mapped onto the other by a continuous homomorphism?

Question 10.42. Are there two distinct minimal left ideals in $\beta \mathbb{N}$ with the property that one can be mapped onto the other by a continuous homomorphism?

### 10.5 Notes

Most of the result of Section 10.1 are from [50], results of collaboration with V. Bergelson and B. Kra. Theorem 10.8 is due to J. Baker and P. Milnes in [18].

Theorem 10.18 is from [369] and answers a question of E. van Douwen in [127].
Most of the results in Section 10.3 were proved in collaboration with A. Maleki in [299].

The results in Section 10.2 and Section 10.3 have been extended.
It was shown in [338], a paper written in collaboration with I. Protasov and J. Pym, that, if $\phi: T^{*} \rightarrow S^{*}$ is a continuous surjective homomorphism, where $S$ and $T$ are arbitrary discrete groups, then there is a surjective homomorphism $f: T \rightarrow S$ for which $\phi=\widetilde{f}_{\mid T^{*}}$, where $\widetilde{f}: \beta T \rightarrow \beta S$ denotes the continuous extension of $f$. It was also shown in [338] that, if $\phi: T^{*} \rightarrow S^{*}$ is a continuous injective homomorphism, where $T$ is a cancellative discrete semigroup and $S$ a countable discrete group, then we again have $\phi=\widetilde{f}_{\mid T^{*}}$ for some homomorphism $f: T \rightarrow S$.

Continuous homomorphisms $\phi: \beta S \rightarrow \mathbb{N}^{*}$ were studied in [5] in collaboration with P. Adams, where $S$ denotes a discrete semigroup. It was shown that, if $S$ is count-
able and commutative, then $|K(\phi[\beta S])|=1$. It was also shown in [5] that, for any continuous homomorphism $\theta: \mathbb{N}^{*} \rightarrow \mathbb{N}^{*},\left|K\left(\theta\left[\mathbb{N}^{*}\right]\right)\right|=1,\left|\theta\left[\mathbb{N}^{*}\right]+\theta\left[\mathbb{N}^{*}\right]\right|=1$ and $\left|\theta^{2}\left[\mathbb{N}^{*}\right]\right|=1$. Furthermore, every element of $\theta\left[\mathbb{N}^{*}\right]$ has order at most 2 . The existence of a nontrivial continuous homomorphism $\theta: \mathbb{N}^{*} \rightarrow \mathbb{N}^{*}$ was shown to be equivalent to the assumption that $\mathbb{N}^{*}$ contains a two-element subsemigroup $\{p, q\}$ satisfying $p+p=p+q=q+p=q+q=q$.

Continuous homomorphisms $\phi: T^{\dagger} \rightarrow S^{*}$, where $T$ denotes a countable discrete semigroup, $S$ denotes a countable discrete group and $T^{\dagger}$ denotes a left ideal of $\beta T$ containing $T^{*}$, were studied in [142] in collaboration with S. Ferri. In the case in which $T^{\dagger}=\beta T$, it was shown that $\phi[\beta T]$ is a finite group. In the case in which $T$ is left cancellative, $T^{\dagger}=T^{*}$, and $\phi$ is injective, it was shown that $\phi=\widetilde{f}_{\mid T^{*}}$ for some injective homomorphism $f: T \rightarrow S$, where $\widetilde{f}: \beta T \rightarrow \beta S$ denotes the continuous extension of $f$.

## Chapter 11

## The Rudin-Keisler Order

Recall that if $S$ is a discrete space, then the Rudin-Keisler order $\leq_{\mathrm{RK}}$ on $\beta S$ is defined by stating that, for any $p, q \in \beta S, p \leq_{\mathrm{RK}} q$ if and only if there is a function $f$ : $S \rightarrow S$ for which $\widetilde{f}(q)=p$. Also recall that if $p, q \in \beta S$, we write $p<_{\mathrm{RK}} q$ if $p \leq_{\mathrm{RK}} q$ and $q \not \geq_{\mathrm{RK}} p$, and we write $p \approx_{\mathrm{RK}} q$ if $p \leq_{\mathrm{RK}} q$ and $q \leq_{\mathrm{RK}} p$.

As a consequence of Theorem 8.17 one notes that while the relation $\leq_{\mathrm{RK}}$ is clearly reflexive and transitive, it is not anti-symmetric. The relation $\leq_{R K}$ does induce an antisymmetric partial order on the set of equivalence classes of the equivalence relation $\approx_{R K}$.

The Rudin-Keisler order has proved to be an important tool in analyzing spaces of ultrafilters. It shows how one ultrafilter can be essentially different from another.

There are deep and difficult theorems about the Rudin-Keisler order which we shall not attempt to prove in this chapter. Our aim is to indicate some of the connections between the Rudin-Keisler order and the algebraic structure of $\beta S$. If $S$ is a discrete semigroup, one would expect that the Rudin-Keisler order on $\beta S$ would have little relation to the algebra of $\beta S$, because any bijective mapping from one subset of $S$ to another induces a Rudin-Keisler equivalence between ultrafilters, and a bijection may have no respect for algebraic structure. Nevertheless, there are algebraic properties which are related to the Rudin-Keisler order. For example, if $S$ is countable and cancellative, an element $q \in S^{*}$ is right cancelable in $\beta S$ if and only if $p<_{\mathrm{RK}} p q$ and $q<{ }_{\mathrm{RK}} p q$ for every $p \in S^{*}$ as we shall see in Theorem 11.8.

Exercise 11.0.1. Let $S$ be a discrete space and let $p \in \beta S$. Show that $p \leq q$ for every $q \in \beta S$ if and only if $p \in S$.

Exercise 11.0.2. Let $S$ be a countable discrete space and let $p \in \beta S$. Show that $\left\{q \in \beta S: q \leq_{\mathrm{RK}} p\right\}$ has cardinality at most c .

Exercise 11.0.3. Let $S$ be a discrete semigroup and let $a \in S$ and $p \in \beta S$. Show that $a p \leq_{\mathrm{RK}} p$ and $p a \leq_{\mathrm{RK}} p$. Show that $a p \approx_{\mathrm{RK}} p$ if $S$ is left cancellative and that $p a \approx_{\mathrm{RK}} p$ if $S$ is right cancellative.

Exercise 11.0.4. Let $S$ be a countable discrete space and let $p$ be a P-point in $S^{*}$. If $q \in S^{*}$ satisfies $q \leq_{\mathrm{RK}} p$, show that $q$ is also a P-point in $S^{*}$.

### 11.1 Connections with Right Cancelability

In this section we shall explore the connections between the relation $\leq_{R K}$ and right cancelability in $\beta S$. These arise from the fact that both concepts are related to the topological property of strong discreteness.

Definition 11.1. Let $S$ be a discrete space and let $p, q \in \beta S$. The tensor product $p \otimes q$ of $p$ and $q$ is defined by

$$
p \otimes q=\{A \subseteq S \times S:\{s:\{t:(s, t) \in A\} \in q\} \in p\}
$$

The reader is asked to show in Exercise 11.1.1 that $p \otimes q$ is an ultrafilter on $S \times S$. If $A \subseteq S \times S$, then $A \in p \otimes q$ if and only if $A$ contains a set of the form $\{(s, t)$ : $s \in P$ and $\left.t \in Q_{s}\right\}$, where $P \in p$ and $Q_{s} \in q$ for each $s \in P$. Note that, if $s, t \in S$, we have $s \otimes t=(s, t)$ where, as usual, we identify the point $(s, t)$ with the principal ultrafilter it generates.

We saw in Theorem 3.35 that if $S$ is a discrete space, $f: S \rightarrow S, \widetilde{f}: \beta S \rightarrow \beta S$ is its continuous extension, and $p \in \beta S$, then $\widetilde{f}(p)=p$ if and only if $\{x \in S: f(x)=$ $x\} \in p$. It is tempting to conjecture that if $S$ is a discrete space, $f, g: S \rightarrow S$, $\widetilde{f}, \widetilde{g}: \beta S \rightarrow \beta S$ are their continuous extensions, and $p \in \beta S$, then $\widetilde{f}(p)=\widetilde{g}(p)$ if and only if $\{x \in S: f(x)=g(x)\} \in p$, and of course, the sufficiency is valid. Tensor products provide a simple counterexample.

Theorem 11.1.1. Let $S$ be any infinite set. There exist functions $f, g: S \rightarrow S$ and a point $p \in \beta S$ such that $\widetilde{f}(p)=\widetilde{g}(p)$ but $\{x \in S: f(x)=g(x)\}=\emptyset$, where $\widetilde{f}: \beta S \rightarrow \beta S$ and $\widetilde{g}: \beta S \rightarrow \beta S$ are the continuous extensions of $f$ and $g$.

Proof. Let $T=(S \times S) \backslash\{(s, s): s \in S\}$. Pick any $q \in S^{*}$ and any $\tau: S \underset{\text { onto }}{\frac{1-1}{\longrightarrow}} T$. Note that $\{(s, s): s \in S\} \notin q \otimes q$, so $q \otimes q \in \beta T$. Let $\pi_{1}$ and $\pi_{2}$ be the projections of $T$ to the first and second coordinates respectively and let $\widetilde{\pi_{1}}: \beta T \rightarrow \beta S$ and $\widetilde{\pi_{2}}: \beta T \rightarrow \beta S$ be their continuous extensions. Let $f=\pi_{1} \circ \tau$ and $g=\pi_{2} \circ \tau$. Trivially $\{x \in S: f(x)=g(x)\}=\emptyset$. By Exercise 3.4.1, the continuous extension $\widetilde{\tau}: \beta S \rightarrow \beta T$ is surjective. Pick $p \in \beta S$ such that $\widetilde{\tau}(p)=q \otimes q$. By Exercise 11.1.5, $\widetilde{\pi_{1}}(q \otimes q)=\widetilde{\pi_{2}}(q \otimes q)=q$ and consequently $\widetilde{\pi_{1}} \circ \widetilde{\tau}(p)=\widetilde{\pi_{2}} \circ \widetilde{\tau}(p)$.

If we choose any bijection $\phi: S \times S \rightarrow S$, we can regard $p \otimes q$ as being an ultrafilter on $S$ by identifying it with $\widetilde{\phi}(p \otimes q)$, where $\widetilde{\phi}: \beta(S \times S) \rightarrow \beta S$ is the continuous extension of $\phi$. In particular, if $s, t \in S$, then $s \otimes t$ can be identified with the element $\phi(s, t)$ of $S$.

In this section, we shall sometimes think of $\otimes$ as being a binary operation on $S$, assuming that a bijection $\phi$ has been chosen. Of course, different bijections will result in $p \otimes q$ being identified with different elements of $\beta S$. These will, however, all be Rudin-Keisler equivalent. So it does not matter which one we choose for studying properties of the relation $\leq_{R K}$.

Lemma 11.2. Let $S$ be a discrete space and let $p, q \in S^{*}$. Then $p<_{\mathrm{RK}} p \otimes q$ and $q<$ RK $p \otimes q$.

Proof. If $\pi_{1}$ and $\pi_{2}$ are the projection maps from $S \times S$ onto $S$, it is easy to see that $\widetilde{\pi_{1}}(p \otimes q)=p$ and $\widetilde{\pi_{2}}(p \otimes q)=q$. So $p \leq_{\mathrm{RK}} p \otimes q$ and $q \leq_{\mathrm{RK}} p \otimes q$. Now there is no member of $p \otimes q$ on which $\pi_{1}$ or $\pi_{2}$ is injective, and so $p \not \chi_{\mathrm{RK}} p \otimes q$ and $q \not \nsim$ RK $p \otimes q$ by Theorem 8.17.

Lemma 11.3. Let $S$ be a discrete space and let $p, q \in \beta S$. Then

$$
p \otimes q=\lim _{s \rightarrow p} \lim _{t \rightarrow q}(s, t)
$$

where $s$ and $t$ denote elements of $S$ and the limits are taken to be in $\beta(S \times S)$.
Proof. This is Exercise 11.1.2.
Recall that in Section 4.1, we extended an arbitrary binary operation on $S$ to $\beta S$.
Lemma 11.4. Let $S$ be a discrete space and let $*$ be a binary operation defined on $S$. Let $p, q, x, y \in \beta S$. If $x \leq_{\mathrm{RK}} p$ and $y \leq_{\mathrm{RK}} q$, then $x * y \leq_{\mathrm{RK}} p \otimes q$.
Proof. Let $f: S \rightarrow S$ and $g: S \rightarrow S$ be functions for which $\widetilde{f}(p)=x$ and $\widetilde{g}(q)=y$. We define $h: S \times S \rightarrow S$ by $h(s, t)=f(s) * g(t)$. Then

$$
\widetilde{h}(p \otimes q)=\lim _{s \rightarrow p} \lim _{t \rightarrow q} h(s, t)=\lim _{s \rightarrow p} \lim _{t \rightarrow q} f(s) * g(t)=\widetilde{f}(p) * \widetilde{g}(q)=x * y
$$

Corollary 11.5. Let $S$ be a discrete space and let $*$ be a binary operation defined on $S$. For every $p, q \in \beta S$, we have $p * q \leq$ RK $p \otimes q$. Furthermore, if $h: S \times S \rightarrow S$ is defined by $h(s, t)=s * t$, then $\widetilde{h}(p \otimes q)=p * q$.

Proof. The proof is the same as the proof of Lemma 11.4, with $f$ and $g$ taken to be the identity maps.

Corollary 11.5 shows that, for any $p, q \in \beta S, p \otimes q$ is a $\leq_{\mathrm{RK}}$ upper bound of the set of all elements of the form $p * q$, where $*$ denotes a binary operation on $S$. We now investigate the possibility that $p * q \approx_{\mathrm{RK}} p \otimes q$.

When we say that an arbitrary binary operation $*$ on $S$ is left cancellative, we mean exactly the same thing as when the operation is assumed to be associative. That is for each $s \in S$, the map $t \mapsto s * t$ is injective.

Theorem 11.6. Let $S$ be a discrete space and let $*$ be a left cancellative binary operation defined on $S$. Then, for every $p, q \in \beta S$, the following are equivalent:
(1) $p * q \approx_{\mathrm{RK}} p \otimes q$.
(2) There is a set $D \in p$ for which $D * q$ is strongly discrete and $s * q \neq t * q$ whenever s and $t$ are distinct members of $D$.

Proof. (1) implies (2). If $p * q \approx_{\mathrm{RK}} p \otimes q$, there is a set $A \in p \otimes q$ on which the mapping $(s, t) \mapsto s * t$ from $S \times S$ to $S$ is injective (by Corollary 11.5 and Theorem 8.17.) We may suppose that $A=\bigcup_{s \in D}\left(\{s\} \times E_{S}\right)$, where $D \in p$ and $E_{s} \in q$ for each $s \in D$. Then for each $s \in S, c \ell_{\beta S}\left(s * E_{s}\right)$ is a neighborhood of $s * q$ in $\beta S$. If $s$ and $s^{\prime}$ are distinct elements of $D, s * E_{S}$ and $s^{\prime} * E_{s^{\prime}}$ are disjoint, and so $c \ell_{\beta S}\left(s * E_{S}\right)$ and $c \ell_{\beta S}\left(s^{\prime} * E_{S^{\prime}}\right)$ are disjoint.
(2) implies (1). Suppose that for some $D \in p, D * q$ is strongly discrete and $s * q \neq t * q$ whenever $s$ and $t$ are distinct members of $D$. Then, for each $s \in D$, there is a neighborhood $U_{S}$ of $s * q$ in $\beta S$ such that $U_{S} \cap U_{s^{\prime}}=\emptyset$ whenever $s$ and $s^{\prime}$ are distinct elements of $D$. For each $s \in D$, we can choose $E_{s} \in q$ for which $s * E_{S} \subseteq U_{s}$. If $A=\bigcup_{s \in D}\left(\{s\} \times E_{S}\right)$, then $A \in p \otimes q$ and, since $s * E_{s} \cap s^{\prime} * E_{s^{\prime}}=\emptyset$ when $s \neq s^{\prime}$ and $s * t \neq s * t^{\prime}$ when $t \neq t^{\prime}$, the mapping $(s, t) \mapsto s * t$ is injective on $A$. So $p * q \approx_{\mathrm{RK}} p \otimes q$.

Corollary 11.7. Let $S$ be a countable left cancellative discrete semigroup and let $q$ be a right cancelable element of $\beta S$. Then $p q \approx_{\mathrm{RK}} p \otimes q$ for every $p \in \beta S$.

Proof. By Theorem 8.11, $S q$ is strongly discrete in $\beta S$ and $s q \neq t q$ when $s \neq t$ in $S$, and so our claim follows from Theorem 11.6.

We are now able to establish the equivalence of statements (1), (4) and (5) of Theorem 8.18 under weaker hypotheses.

Theorem 11.8. Suppose that $S$ is a countable cancellative discrete semigroup and that $q \in S^{*}$. Then the following statements are equivalent:
(1) $q$ is right cancelable in $\beta S$.
(2) $p<_{\mathrm{RK}} p q$ and $q<_{\mathrm{RK}} p q$ for every $p \in S^{*}$.
(3) $q<$ RK $p q$ for every $p \in S^{*}$.
(4) $q \not \overbrace{\mathrm{RK}} p q$ for every $p \in S^{*}$.

Proof. (1) implies (2). If $q$ is right cancelable in $\beta S$, it follows from Lemma 11.2 and Corollary 11.7 that $p<_{\mathrm{RK}} p q$ and $q<_{\mathrm{RK}} p q$ for every $p \in S^{*}$.

That (2) implies (3) and (3) implies (4) is trivial.
(4) implies (1). Suppose that $q$ is not right cancelable in $\beta S$. By Theorem 8.11, there exist $a \in S$ and $p \in \beta S \backslash\{a\}$ such that $a q=p q$. By Lemma 6.28, $p \notin S$. We have $a q \approx_{\mathrm{RK}} q$ by Exercise 11.0.3. So $q \approx_{\mathrm{RK}} p q$, a contradiction.

Theorem 11.9. If $S$ is an infinite discrete space, there are no elements of $S^{*}$ which are maximal in the Rudin-Keisler order. In fact, if $|S|=\kappa$, every element of $S^{*}$ has $2^{2^{\kappa}}$ distinct Rudin-Keisler successors.

Proof. We may suppose that $S$ is a group, because there are groups of cardinality $\kappa$. (The direct sum of $\kappa$ copies of $\mathbb{Z}_{2}$ provides an example.)

It then follows from Theorem 6.30 that there is a subset $P$ of $S^{*}$ such that $|P|=$ $2^{2^{\kappa}}, a p \neq b p$ when $a \neq b$ in $S$ and $S p$ is strongly discrete in $\beta S$ for every $p \in P$, and $(\beta S) p \cap(\beta S) q=\emptyset$ whenever $p$ and $q$ are distinct elements of $P$.

By Lemma 11.2 and Theorem 11.6, $x<_{\mathrm{RK}} x p$ for every $x \in S^{*}$ and every $p \in P$. Since $(\beta S) p \cap(\beta S) q=\emptyset, x p \neq x q$ if $p$ and $q$ are distinct elements of $P$.

Theorem 11.10. Let $S$ be an infinite discrete cancellative semigroup. There is no element of $S^{*}$ whose Rudin-Keisler predecessors form a subsemigroup of $\beta S$.

Proof. Let $p \in S^{*}$ and let $L=\left\{x \in \beta S: x \leq_{\text {RK }} p\right\}$. Let $\kappa=\|p\|$ and let $R \in p$ have cardinality $\kappa$. We can find a subset $V$ of $S$ with cardinality $\kappa$ such that $a q \neq b q$ when $a \neq b$ in $R$ and $R q$ is strongly discrete in $\beta S$ for every uniform ultrafilter $q$ on $V$ by Theorem 6.30. Since $R$ can be mapped bijectively onto $V$, we can choose a uniform ultrafilter $q$ on $V$ for which $p \approx_{\mathrm{RK}} q$. By Theorem 11.6 and Lemma 11.2, we have $p<_{\mathrm{RK}} p q$. Since $p, q \in L$ and $p q \notin L, L$ is not a subsemigroup of $\beta S$.

Theorem 11.11. Let $S$ be an infinite discrete left cancellative semigroup. Let $D \subseteq S$ and let $q \in S^{*}$. Suppose that $D q$ is strongly discrete in $\beta S$ and that $s q \neq t q$ whenever $s$ and $t$ are distinct elements of $D$. Suppose also that $x, y \in S^{*}, p \in$ $\bar{D} \cap S^{*}, x \leq_{\mathrm{RK}} p$, and $y \leq_{\mathrm{RK}} q$. Then $x y \leq_{\mathrm{RK}} p q$.

Proof. By Theorem 11.6, $p q \approx_{\mathrm{RK}} p \otimes q$. Now $x y \leq_{\mathrm{RK}} p \otimes q$ by Lemma 11.4.
Corollary 11.12. Let $S$ be a discrete countable left cancellative semigroup and let $q$ be a right cancelable element of $\beta S$. Then, for every $x, p \in S^{*}, x \leq_{\mathrm{RK}} p$ implies that $x q \leq_{\mathrm{RK}} p q$.

Proof. By Theorem 8.11 (1), Theorem 11.11 applies with $y$ replaced by $q$.
We now prove a converse to Corollary 11.12.
Theorem 11.13. Let $S$ be a countable cancellative semigroup. Let $q$ be a right cancelable element of $\beta S$ and let $p \in \beta S$ satisfy $p \leq_{\mathrm{RK}} q$. If $x, y \in S^{*}$ and $x q \leq_{\mathrm{RK}} y p$, then $x \leq_{\text {RK }} y$.

Proof. Let $f: S \rightarrow S$ be a function for which $\widetilde{f}(y p)=x q$. If $q \in S$, then $p \in S$ and so $x \approx_{\mathrm{RK}} x q \leq_{\mathrm{RK}} y p \approx_{\mathrm{RK}} y$ by Exercise 11.0.3, so we may assume that $q \in S^{*}$.

Let $\underset{\sim}{B}=\{b \in S: f(b p) \in S q\}$. For each $b \in B$, there is a unique $c \in S$ for which $\widetilde{f}(b p)=c q$, by Lemma 6.28 . So we can define a function $g: S \rightarrow S$ by putting $g(b)=c$ if $b \in B$, and extending $g$ arbitrarily to $S \backslash B$. We may suppose that $\widetilde{g}(y) \neq x$, since otherwise $x \leq_{\mathrm{RK}} y$ as we wish to prove. So there is a set $V \in y$
for which $g[V] \notin x$. We choose $V \subseteq B$ in the case in which $B \in y$ and we choose $V \subseteq S \backslash B$ if $B \notin y$.

We now claim that

> for each $X \in x$ and each $Y \in y$, if $X \subseteq S \backslash g[V]$ and $Y \subseteq V$, then $a q=\widetilde{f}(z p)$ for some $a \in X$ and some $z \in \bar{Y}$.

To see this, suppose instead that $(*)$ fails and pick $X \in x$ and $Y \in y$ witnessing this failure. Now $x q \in c \ell(X q) \cap c \ell \widetilde{f}[Y p]$ so by Theorem 3.40 and the assumption that (*) fails, we must have $w q=\widetilde{f}(b p)$ for some $w \in \bar{X}$ and some $b \in Y$. Then $w q \leq_{\mathrm{RK}} b p, b p \approx_{\mathrm{RK}} p$ by Exercise 11.0.3, and $p \leq_{\mathrm{RK}} q$ by assumption. If $w \in S^{*}$, then by Theorem 11.8, $q<_{\mathrm{RK}} w q$, a contradiction. Thus $w \in S$ and so $b \in B$ and $w=g(b)$. Also $b \in Y \subseteq V$ so that $w \in g[V] \cap X$, contradicting the fact that $g[V] \cap X=\emptyset$. Thus ( $*$ ) is established.

Let $A=\{a \in S: a q \in \widetilde{f}[(\beta S) p]\}$. If $A \notin x$, then letting $X=S \backslash(A \cup g[V])$ and $Y=V$ one obtains a contradiction to $(*)$, and so $A \in x$. For each $a \in A$, let $C_{a}=$ $\{z \in \beta S: a q=\widetilde{f}(z p)\}$. Then $C_{a}=\left(\widetilde{f} \circ \rho_{p}\right)^{-1}[\{a q\}]$ so $C_{a}$ is closed. We claim that for each $a \in A, C_{a} \cap c \ell\left(\bigcup_{b \in A \backslash\{a\}} C_{b}\right)=\emptyset$. Indeed, by Theorem 8.11, $a q \notin c \ell\{b q$ : $b \in A \backslash\{a\}\}$ so pick a neighborhood $W$ of $a q$ which misses $\{b q: b \in A \backslash\{a\}\}$. Given $z \in C_{a}$, pick $D \in z$ such that $\widetilde{f}[\bar{D} q] \subseteq W$. Then $\bar{D} \cap \bigcup_{b \in A \backslash\{a\}} C_{b}=\emptyset$.

Thus one can pick for each $a \in A$ a clopen set $V_{a}$ such that $C_{a} \subseteq V_{a}$ and $V_{a} \cap$ $\left(\bigcup_{b \in A \backslash\{a\}} C_{b}\right)=\emptyset$. Let $A$ be sequentially ordered by $<$. For the first element $a_{0}$ of $A$, let $U_{a_{0}}=V_{a_{0}}$. For later elements, let $U_{a}=V_{a} \backslash \bigcup_{b<a} V_{b}$. Then for each $a \in A, U_{a}$ is clopen, $C_{a} \subseteq U_{a}$, and $U_{a} \cap U_{b}=\emptyset$ if $a \neq b$.

Define $h: S \rightarrow S$ by $h(s)=a$ if $s \in U_{a}$, defining $h$ arbitrarily on $S \backslash \bigcup_{a \in A} U_{a}$. We claim that $\widetilde{h}(y)=x$. Suppose instead that $\widetilde{h}(y) \neq x$ and pick $X \in x$ such that $\widetilde{h}(y) \notin \bar{X}$ and pick $Y \in y$ such that $\widetilde{h}[\bar{Y}] \cap X=\emptyset$. We may assume that $X \subseteq S \backslash g[V]$ and $Y \subseteq V$. Then by $(*), a q=\widetilde{f}(z p)$ for some $a \in X$ and some $z \in \bar{Y}$. So $z \in U_{a}$ and thus $\widetilde{h}(z)=a$, contradicting the fact that $\widetilde{h}[\bar{Y}] \cap X=\emptyset$.

Corollary 11.14. Let $S$ be a countable cancellative semigroup and let $p \in \beta S$. The following statements are equivalent:
(1) $p$ is right cancelable in $\beta S$.
(2) For every $x, y \in \beta S, x p \leq_{\mathrm{RK}} y p$ implies that $x \leq_{\mathrm{RK}} y$.
(3) For every $x, y \in \beta S, x p \approx_{\mathrm{RK}} y p$ implies that $x \approx_{\mathrm{RK}} y$.
(4) For every $x \in S^{*}, p<_{\mathrm{RK}} x p$.

Proof. If $p \in S$, then (1) is true by Lemma 8.1, (2) and (3) are true by Exercise 11.0.3, and (4) is true by Exercises 11.0 .1 and 11.0.3. Thus we may assume that $p \in S^{*}$.

The equivalence of (1) and (4) follows from Theorem 11.8. To see that (1) implies (2), let $x, y \in \beta S$ with $x p \leq_{\mathrm{RK}} y p$. If $x, y \in S^{*}$, then $x \leq_{\mathrm{RK}} y$ by Theorem 11.13 and if $x \in S$, them $x \leq_{\mathrm{RK}} y$ by Exercise 11.0.1. Thus it suffices to show that one
cannot have $x \in S^{*}$ and $y \in S$. Indeed in this case $p<_{\mathrm{RK}} x p$ by Theorem 11.8 and $y p \approx_{\mathrm{RK}} p$ by Exercise 11.0 .3 so one would conclude that $p<_{\mathrm{RK}} p$.

It is trivial that (2) implies (3). To see that (3) implies (1), assume that (3) holds and suppose that $p$ is not right cancelable in $\beta S$. Pick $x \neq y$ in $\beta S$ such that $x p=y p$ and pick $X \in x$ and $Y \in y$ such that $X \cap Y=\emptyset$. Now $x p \in \overline{X p}$ and $y p \in \overline{Y p}$ so it follows from Theorem 3.40 that $s p=z p$, where $s \in X$ and $z \in \bar{Y}$ or $s \in Y$ and $z \in \bar{X}$. By (3), this implies that $s \approx_{\mathrm{RK}} z$ and hence, by Exercise 11.0.1, that $z \in S$. This contradicts Lemma 6.28, because $s \neq z$.

Theorem 11.15. Let $S$ be a countable discrete space and let $*$ be a left cancellative binary operation defined on $S$. Suppose that $p, q \in S$ and that $A \in p$ has the property that $A * q$ is discrete in $\beta S$ and that $a * q \neq b * q$ whenever $a$ and $b$ are distinct elements of $A$. Then $p * q \leq_{\text {RК }} q * p$ implies that $p$ and $q$ are Rudin-Keisler comparable.

Proof. We suppose that $p * q \leq_{\mathrm{RK}} q * p$, and note that we then have $p \otimes q \leq_{\mathrm{RK}} q * p$ by Theorem 11.6 and the fact that "discrete" and "strongly discrete" are the same in this case.

Let $\pi_{1}$ and $\pi_{2}$ denote the projection maps of $S \times S$ onto $S$. Then $\widetilde{\pi_{1}}(x \otimes q)=x$ and $\widetilde{\pi_{2}}(x \otimes q)=q$ for every $x \in \beta S$.

Let $f: S \rightarrow S \times S$ be a function for which $\widetilde{f}(q * p)=p \otimes q$. If $P \in p$ and $Q \in q, p \otimes q$ belongs to each of the sets $c \ell(P \otimes q)$ and $c \ell(f[Q * p])$. It follows from Theorem 3.40 that either
(i) $\widetilde{f}(b * p)=x \otimes q$ for some $b \in Q$ and some $x \in \bar{P}$ or
(ii) $a \otimes q=\widetilde{f}(z * p)$ for some $a \in P$ and some $z \in \bar{Q}$.

Now if (i) holds for some $P$ and $Q$, then $\widetilde{\pi_{2}} \circ \widetilde{f} \circ \lambda_{b}$ is a continuous extension of the function $s \mapsto \pi_{2}(f(b * s))$ taking $p$ to $q$ so that $q \leq_{\mathrm{RK}} p$. We may therefore suppose that (ii) holds for every $P \in p$ and every $Q \in q$.

Let $B=\left\{b \in S: \widetilde{\pi_{1}}(\widetilde{f}(b * p)) \in S\right\}$ and define $g: S \rightarrow S$ by stating that $g(b)=\widetilde{\pi_{1}}(\widetilde{f}(b * p))$ if $b \in B$ and defining $g$ arbitrarily on $S \backslash B$. We claim that $\widetilde{g}(q)=p$, so suppose instead that $\widetilde{g}(q) \neq p$. Pick $P \in p$ and $Q \in q$ such that $\widetilde{g}[\bar{Q}] \cap \bar{P}=\emptyset$. By (ii) pick some $a \in P$ and some $z \in \bar{Q}$ such that $a \otimes q=\widetilde{f}(z * p)$. Thus $a=\widetilde{\pi_{1}}(a \otimes q)=\widetilde{\pi_{1}}(\widetilde{f}(z * p))$ and $a$ is isolated so there is some $R \in z$ with $\widetilde{\pi_{1}}[\widetilde{f}[\bar{R} * p]]=\{a\}$. Pick $b \in R \cap Q$. Then $\widetilde{\pi_{1}}(\widetilde{f}(b * p))=a$ so $b \in B$ and thus $g(b)=a$, a contradiction.

Corollary 11.16. Let $S$ be a countable discrete space and let $p, q \in S^{*}$. If $p \otimes q \leq \mathrm{RK}$ $q \otimes p$, then $p$ and $q$ are Rudin-Keisler comparable.

Proof. The hypotheses of Theorem 11.15 are clearly satisfied if $\otimes$ is regarded as a binary operation on $S$ via a fixed bijection between $S \times S$ and $S$.

Corollary 11.17. Let $S$ be a discrete countable cancellative semigroup and let $q$ be a right cancelable element of $S^{*}$. If $p \in S^{*}$ and $p q \leq_{\mathrm{RK}} q p$, then $p$ and $q$ are Rudin-Keisler comparable.

Proof. Theorem 11.15 applies by Theorem 8.11 (1).
If $S$ is an infinite discrete semigroup, we know that $\beta S$ is rarely commutative. In the following corollary, we show something stronger than noncommutativity in the case in which $S$ is countable and cancellative. In this case, there are elements $p$ and $q$ of $S^{*}$ for which $p q$ and $q p$ are not Rudin-Keisler comparable.

Corollary 11.18. Let $S$ be a countable infinite discrete cancellative semigroup. There are elements $p, q \in S^{*}$ for which $p q$ and $q p$ are not Rudin-Keisler comparable.

Proof. By Theorem 6.36, there are elements $p$ and $q$ of $S^{*}$ which are not RudinKeisler comparable. We may suppose that $p$ and $q$ are right cancelable in $\beta S$, because there is an infinite subset $T$ of $S$ with the property that every element of $T^{*}$ is right cancelable in $\beta S$ (by Theorem 8.10). Since $S$ can be mapped bijectively onto $T, p$ and $q$ are Rudin-Keisler equivalent to elements in $T^{*}$. Our claim then follows from Corollary 11.17.

Exercise 11.1.1. Let $S$ be a discrete space and let $p, q \in \beta S$. Show that $p \otimes q \in$ $\beta(S \times S)$.

Exercise 11.1.2. Prove Lemma 11.3.
Exercise 11.1.3. We cannot normally use the most obvious function to establish a relation of the form $p \otimes q \leq_{\text {RK }} q \otimes p$. Let $f: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \times \mathbb{N}$ be defined by $f(s, t)=(t, s)$. Show that, for any $p, q \in \mathbb{N}^{*}, \widetilde{f}(q \otimes p) \neq p \otimes q$.

Exercise 11.1.4. Let $S$ be an infinite cancellative semigroup. Show that there is no element $p$ in $S^{*}$ for which $\left\{q \in \beta S: q \approx_{\mathrm{RK}} p\right\}$ is a subsemigroup of $\beta S$. (Hint: Consider the proof of Theorem 11.10.)

Exercise 11.1.5. Let $S, \pi_{1}$, and $\pi_{2}$ be as in Theorem 11.1.1. Prove that for any $p$ and $q$ in $\beta S, \widetilde{\pi_{1}}(p \otimes q)=p$ and $\widetilde{\pi_{2}}(p \otimes q)=q$.

### 11.2 Connections with Left Cancelability in $\mathbb{N}^{*}$

Because $\beta S$ is a right topological semigroup, left cancelability in $\beta S$ is more difficult to handle than right cancelability. As we have seen, it is easy to derive connections between the Rudin-Keisler order and right cancelability. However, whether the analogous results hold for left cancelability remains a difficult open question, even in $\beta \mathbb{N}$.

For example, we do not know whether $q<_{\mathrm{RK}} p+q$ for every $q \in \mathbb{N}^{*}$, whenever $p$ is a left cancelable element of $\mathbb{N}^{*}$. However, we shall see that there is a rich set of left cancelable elements $p$ in $\mathbb{N}^{*}$ for which this statement is true.

Recall that, for each $k \in \mathbb{N}$, the natural homomorphism $h_{k}: \mathbb{Z} \rightarrow \mathbb{Z}_{k}$ has a continuous extension $\widetilde{h_{k}}: \beta \mathbb{Z} \rightarrow \mathbb{Z}_{k}$ which is also a homomorphism (by Theorem 4.8). If $x, y \in \beta \mathbb{N}$ and $k \in \mathbb{N}$, we may write $x \equiv y(\bmod k)$ if $\widetilde{h_{k}}(x)=\widetilde{h_{k}}(y)$.

Theorem 11.19. Suppose that $p \in \mathbb{N}^{*}$ and that there exists $A \in p$ with the property that $x \equiv p(\bmod k)$ for every $x \in A^{*}$ and every $k \in \mathbb{N}$. Then $p<_{\mathrm{RK}} p+q$ and $q<\mathrm{RK} p+q$ for every $q \in \mathbb{N}^{*}$.

Proof. Let $q \in \mathbb{N}^{*}$. We observe that there is at most one $a \in A$ for which $a+q \in$ $A^{*}+q$. To see this, suppose that $a, b \in A$ satisfy $a+q \in A^{*}+q$ and $b+q \in A^{*}+q$. Then $h_{k}(a)=h_{k}(b)$ for every $k \in \mathbb{N}$ and so $a=b$. We may replace $A$ by $A \backslash\{a\}$, if such an element $a$ exists. So we may suppose that $A+q$ is disjoint from $A^{*}+q$.

We claim that $a+q \neq b+q$ whenever $a \neq b$ in $A$ and $A+q$ is strongly discrete in $\beta \mathbb{N}$. Otherwise we should have $b+q=x+q$ for some $b \in A$ and some $x \in \overline{A \backslash\{b\}}$, by Theorem 8.11. Now this cannot hold if $x \in A^{*}$; neither can it hold if $x \in A$ (by Lemma 6.28). Thus our theorem follows from Theorem 11.6 and Lemma 11.2.

Comment 11.20. The set of ultrafilters $p$ in $\mathbb{N}^{*}$ which satisfy the hypotheses of Theorem 11.19 contains a dense open subset of $\mathbb{N}^{*}$. To see this, let $U$ be any nonempty clopen subset of $\mathbb{N}^{*}$ and let $q \in U$. For each $k \in \mathbb{N}$, let $V_{k}=\{x \in \beta \mathbb{N}: x \equiv$ $q(\bmod k)\}$. Then $V_{k}$ is a clopen subset of $\beta \mathbb{N}$. Since $q \in U \cap \bigcap_{k=1}^{\infty} V_{k}$, this set is a nonempty $G_{\delta}$-subset of $\mathbb{N}^{*}$ and therefore has a nonempty interior in $\mathbb{N}^{*}$ (by Theorem 3.36). Any ultrafilter $p$ in the interior of $U \cap \bigcap_{k=1}^{\infty} V_{k}$ satisfies the hypotheses of Theorem 11.19.

Theorem 11.21. Let $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ be an infinite increasing sequence in $\mathbb{N}$. Suppose that either of the two following conditions is satisfied:
(i) For every $n \in \mathbb{N}, a_{n+1}$ is a multiple of $a_{n}$.
(ii) For every $m, n \in \mathbb{N}$ with $m \neq n, a_{n}$ is not a multiple of $a_{m}$.

If $A=\left\{a_{n}: n \in \mathbb{N}\right\}$ and $p \in A^{*}$, then $p<_{\mathrm{RK}} p+q$ and $q<_{\mathrm{RK}} p+q$ for every $q \in \mathbb{N}^{*}$.

Proof. We first consider the case in which $q \in \bigcap_{n=1}^{\infty} \overline{n \mathbb{N}}$. For each $n \in \mathbb{N}$, let $B_{n}=\bigcap_{k=1}^{n+1} a_{k} \mathbb{N}$ so that $B_{n} \in q$.

If condition (i) is satisfied, we define $f: \mathbb{N} \rightarrow \mathbb{N}$ by stating that

$$
f(n)=\max \left\{a_{m}: a_{m} \mid n\right\} \quad \text { if } a_{m} \mid n \text { for some } m
$$

defining $f$ arbitrarily otherwise. For every $n \in \mathbb{N}$ and every $b \in B_{n}, f\left(a_{n}+b\right)=a_{n}$. So $a_{m}+B_{m}$ and $a_{n}+B_{n}$ are disjoint if $m \neq n$. Since $a_{m}+B_{m} \in a_{m}+q$, the
set $A+q$ is strongly discrete in $\beta \mathbb{N}$ and our claim follows from Theorem 11.6 and Lemma 11.2.

If condition (ii) is satisfied, we define $g: \mathbb{N} \rightarrow \mathbb{N}$ by stating that

$$
g(n)=\min \left\{a_{m}: a_{m} \mid n\right\} \quad \text { if } a_{m} \mid n \text { for some } m,
$$

defining $g$ arbitrarily otherwise. For every $n \in \mathbb{N}$ and every $b \in B_{n}, g\left(a_{n}+b\right)=a_{n}$. So we can again deduce that $A+q$ is discrete and that Theorem 11.6 and Lemma 11.2 apply.

Now let $q$ be an arbitrary element of $\mathbb{N}^{*}$. For each $n \in \mathbb{N}$, we can choose $b_{n} \in \mathbb{N}$ satisfying $b_{n}+q \equiv 0(\bmod k)$ for every $k \in\{1,2, \ldots, n\}$. To see this, let $n \in \mathbb{N}$ be given. Then $\{c \in \mathbb{N}: c \equiv q(\bmod k)$ for every $k \in\{1,2, \ldots, n\}\} \in q$ so pick $c$ in this set. Pick $m \in \mathbb{N}$ such that $n!m>c$ and let $b_{n}=n!m-c$. Let $B=\left\{b_{n}: n \in \mathbb{N}\right\}$ and let $r \in B^{*}$. Then $q+r \in \bigcap_{n=1}^{\infty} \overline{n \mathbb{N}}$ since for each $k,\{b: b+q \equiv 0(\bmod k)\} \in r$.

By what we have already proved, with $q+r$ in place of $q$, we know that $a+q+r \neq$ $b+q+r$ when $a$ and $b$ are distinct members of $A$ (by Lemma 6.28) and $A+q+r$ is discrete in $\beta \mathbb{N}$. This is equivalent to stating that $a+q+r \neq x+q+r$ if $a \in A$ and $x \in \bar{A} \backslash\{a\}$, by Theorem 8.11. This implies that $a+q \neq x+q$ for every $a \in A$ and every $x \in \bar{A} \backslash\{a\}$ and hence that $A+q$ is strongly discrete. So Theorem 11.6 and Lemma 11.2 apply once again.

Comment 11.22. By Ramsey's Theorem (Theorem 5.6), every infinite sequence in $\mathbb{N}$ contains an infinite subsequence satisfying the hypotheses of Theorem 11.21. So the set of ultrafilters $p \in \mathbb{N}^{*}$ to which this theorem applies also contains a dense open subset of $\mathbb{N}^{*}$.

Theorem 11.23. Let $S$ be a discrete countable cancellative semigroup and let $p$ be a $P$-point in $S^{*}$. Then $p<_{\mathrm{RK}} p q$ and $q<_{\mathrm{RK}}$ pq for every $q \in S^{*}$.

Proof. Let $q \in S^{*}$. We note that there is at most one element $a$ of $S$ for which $a q=p q$, by Lemma 6.28. Let $S^{\prime}=\{a \in S: a q \neq p q\}$. So $S^{\prime}=S$ or $\left|S \backslash S^{\prime}\right|=1$.

For each $b \in S^{\prime}$, let $C_{b}=\left\{x \in S^{*}: x q=b q\right\}$. Then $C_{b}$ is a compact subset of $S^{*}$. Since $p \notin C_{b}$ and since $p$ is a P-point in $S^{*}, p \notin \overline{\bigcup_{b \in S^{\prime}} C_{b}}$. It follows that there is a member $V$ of $p$ such that $V \subseteq S^{\prime}$ and $V \cap \bigcup_{b \in S^{\prime}} C_{b}=\emptyset$. We claim that for any $b \in V$ and any $x \in \bar{V} \backslash\{b\}$, we have $b q \neq x q$. To see this, note that the equation $b q=x q$ cannot hold if $x \in S$ by Lemma 6.28. Also if $x \in S^{*}$, then $x \notin C_{b}$ so $b q \neq x q$.

It follows from Theorem 8.11 that $V q$ is strongly discrete in $\beta S$. So Theorem 11.6 and Lemma 11.2 apply.

Comment 11.24. We observe that the ultrafilters $p \in \mathbb{N}^{*}$ to which Theorems 11.19, 11.21 , and 11.23 apply are left cancelable in $\beta \mathbb{Z}$. This is a consequence of Corollaries 8.36, 8.37, and 8.38 and Theorem 8.39.

Question 11.25. If $p$ is a left cancelable ultrafilter in $\mathbb{N}^{*}$, must it be true that $p<_{\mathrm{RK}}$ $p+q$ and $q<$ RK $p+q$ for every $q \in \mathbb{N}^{*}$ ?

### 11.3 Further Connections with the Algebra of $\beta S$

We remind the reader that a family $\mathcal{F}$ of subsets of a given set is said to be almost disjoint if the intersection of any two distinct members of $\mathcal{F}$ is finite.

Theorem 11.26. Let $A$ be a subset of $\mathbb{N}^{*}$. If $|A| \leq c$, the elements of $A$ have a common $\leq_{\text {RK-successor in }} \mathbb{H}$.

Proof. We index $A$ as $\left\langle p_{x}\right\rangle_{x \in \mathbb{R}}$, allowing repetitions if $|A|<c$. Let $\left\langle E_{x}\right\rangle_{x \in \mathbb{R}}$ be an almost disjoint family of infinite subsets of $\left\{2^{n}: n \in \mathbb{N}\right\}$. (Such a family exists by Theorem 3.56.) For each $x \in \mathbb{R}$, we choose $q_{x} \in \overline{E_{x}} \cap \mathbb{N}^{*}$ such that $q_{x} \approx_{\mathrm{RK}} p_{x}$. For each $F \in \mathcal{P}_{f}(\mathbb{R})$, where $\mathcal{P}_{f}(\mathbb{R})$ denotes the set of nonempty finite subsets of $\mathbb{R}$, we put $s_{F}=\sum_{x \in F} q_{x}$, with the terms in the sum occurring in the order of increasing indices. We order $\mathscr{P}_{f}(\mathbb{R})$ by set inclusion and choose $q$ to any limit point of the net $\left\langle s_{F}\right\rangle_{F \in \mathcal{P}_{f}(\mathbb{R})}$ in $\beta \mathbb{N}$, noting that $q \in \mathbb{H}$.

Recall that $\operatorname{supp}(n)$ is the binary support of $n$. For each $x \in \mathbb{R}$, we define $f_{x}$ : $\mathbb{N} \rightarrow \mathbb{N}$ by stating that

$$
f_{x}(n)=\min \left(E_{x} \cap\left\{2^{m}: m \in \operatorname{supp}(n)\right\}\right) \quad \text { if } E_{x} \cap\left\{2^{m}: m \in \operatorname{supp}(n)\right\} \neq \emptyset
$$

and defining $f_{x}(n)$ arbitrarily otherwise.
We shall show that $\widetilde{f}_{x}(q)=q_{x}$ for each $x \in \mathbb{R}$. We suppose that this equation does not hold. Then we can choose $B \in q_{x}$ such that $f_{x}^{-1}[B] \notin q$, and we can choose $Q \in q$ such that $f_{x}^{-1}[B] \cap Q=\emptyset$.

Since $q$ is a limit point of the net $\left\langle s_{F}\right\rangle_{F \in \mathcal{P}_{f}(\mathbb{R})}$, there exists $F \in \mathscr{P}_{f}(\mathbb{R})$ such that $x \in F$ and $Q \in s_{F}$. We can choose a disjoint family $\left\langle B_{y}\right\rangle_{y \in F}$ of subsets of $\mathbb{N}$ satisfying $B_{x} \subseteq E_{x} \cap B$ and, for every $y \in F, B_{y} \subseteq E_{y}, B_{y} \in q_{y}$, and $B_{y} \cap E_{x}=\emptyset$ if $y \neq x$. Let $M$ denote the set of all integers $m$ of the form $m=\sum_{y \in F} n_{y}$, where $n_{y} \in B_{y}$ for each $y \in F$. We observe that this expression for $m$ is unique, since each $n_{y}$ is a power of 2 , and that $f_{x}(m)=n_{x} \in B$.

Suppose that $F$ is arranged in increasing order. By Exercise 4.1.6, $M \in \sum_{y \in F} q_{y}=$ $s_{F}$. Thus we can choose $n \in M \cap Q$. Since $f_{x}(n) \in B$, it follows that $n \in$ $f_{x}^{-1}[B] \cap Q$, contradicting our assumption that this set is empty.

So $\widetilde{f}_{x}(q)=q_{x}$ and we have $p_{x} \approx_{\mathrm{RK}} q_{x} \leq_{\mathrm{RK}} q$ for every $x \in \mathbb{R}$.
Corollary 11.27. Let $A$ be a subset of $\mathbb{N}^{*}$ with $|A| \leq c$. The elements of $A$ have a common $\leq_{\mathrm{RK}}$-successor in any given minimal left ideal of $\beta \mathbb{N}$, and they also have a common $\leq \mathrm{RK}$-successor in any given minimal right ideal of $\beta \mathbb{N}$. Furthermore, there is a left ideal $L$ of $\beta \mathbb{N}$ and a right ideal $R$ of $\beta \mathbb{N}$ such that $x<_{R K} y$ for every $x \in A$ and every $y \in L \cup R$.

Proof. By Theorem 11.26, the elements of $A$ have a common $\leq_{\mathrm{RK}^{\prime}}$-successor $q$ in $\beta \mathbb{N}$. We may suppose that $x<_{\text {RK }} q$ for every $x \in A$, by Theorem 11.9. Choose $p \in$ $\overline{\{n!: n \in \mathbb{N}\}} \cap \mathbb{N}^{*}$ such that $p \approx_{\mathrm{RK}} q$.

Now $p$ is right cancelable in $\beta \mathbb{N}$, by Corollary 8.38. So $p<_{\mathrm{RK}} u+p$ for every $u \in \mathbb{N}^{*}$, by Theorem 11.8. We also have $p<_{\text {RK }} p+u$ for every $u \in \mathbb{N}^{*}$, by Theorem 11.21. We can choose $u$ to lie in any given left ideal or in any given right ideal of $\beta \mathbb{N}$.

Let $L=\beta \mathbb{N}+p$ and $R=p+\beta \mathbb{N}$. Then $x<_{\mathrm{RK}} q \approx_{\mathrm{RK}} p \leq_{\mathrm{RK}} y$ for every $x \in A$ and every $y \in L \cup R$.

Corollary 11.28. Every minimal left ideal of $\beta \mathbb{N}$ contains an increasing $\leq_{\mathrm{RK}}$-chain of order type $\mathrm{c}^{+}$, and so does every minimal right ideal of $\beta \mathbb{N}$.

Proof. Chains of this kind can be constructed by an obvious transfinite induction, using Corollary 11.27 and Theorem 11.9.

Theorem 11.29. There are at most c elements of $\mathbb{N}^{*}$ whose $\leq_{\mathrm{RK}}$-successors form a subsemigroup of $\beta \mathbb{N}$.

Proof. Suppose that $p \in \mathbb{N}^{*}$ has the property that its $\leq_{\mathrm{RK}}$-successors from a subsemigroup of $\beta \mathbb{N}$. We shall show that $q \in K(\beta \mathbb{N})$ implies that $p \leq_{\mathrm{RK}} q$.

To see this, let $L$ be the minimal left ideal of $\beta \mathbb{N}$ containing $q$. By Corollary 11.27, there is an element $u \in L$ for which $p \leq_{R K} u$. There is also a minimal left ideal $M$ of $\beta \mathbb{N}$ such that $p \leq_{\mathrm{RK}} v$ for every $v \in M$. So $p \leq_{\mathrm{RK}} y$ for every $y \in M+u$ since the successors of $p$ form a semigroup. However, $M+u$ is a left ideal contained in $L$ and thus $M+u=L$. Consequently $p \leq_{\text {RK }} q$.

The result now follows from the fact that any given element of $\mathbb{N}^{*}$ can have at most $\mathrm{c} \leq_{\text {RK }}$-predecessors (by Exercise 11.0.2).

### 11.4 The Rudin-Frolík Order

There are other useful topological order relations on spaces of ultrafilters, one of these being the Rudin-Frolík order.

Definition 11.30. Let $S$ be a countable discrete space. The Rudin-Frolík order $\sqsubseteq$ on $\beta S$ is defined by stating that, if $p, q \in \beta S, p \sqsubseteq q$ if there is an injective function $f: S \rightarrow \beta S$ for which $f[S]$ is discrete in $\beta S$ and $f(p)=q$.

If $p, q \in \beta S$, we may write $p \sqsubset q$ if $p \sqsubseteq q$ and $q \nsubseteq p$.
It is immediate that the relation $\sqsubseteq$ is reflexive, and we shall see in the next lemma that it is transitive. It is not, however, anti-symmetric.

Lemma 11.31. Let $S$ be a countable discrete space. The relation $\sqsubseteq$ on $\beta S$ is transitive.

Proof. Let $g: S \rightarrow \beta S$ be an injective function for which $g[S]$ is discrete in $\beta S$, and let $X$ be a countable discrete subset of $\beta S$. Then $\widetilde{g}[X]$ is also discrete, because it follows from Exercise 11.4.1 that $\widetilde{g}$ defines a homeomorphism from $\beta S$ onto $c \ell_{\beta S} g[S]$.

Suppose now that $p, q, r \in \beta S$ and that $p \sqsubseteq q$ and $q \sqsubseteq r$. So there are injective functions $f$ and $g$ from $S$ to $\beta S$ for which $f[S]$ and $g[\bar{S}]$ are discrete, $\widetilde{f}(p)=q$, and $\widetilde{g}(q)=r$. Then $\widetilde{g} \circ f$ is injective by Exercise 11.4.1, $\widetilde{g}[f[S]]$ is discrete, and $\widetilde{g} \circ f)(p)=\widetilde{g}(\widetilde{f}(p))=r$. So $p \sqsubseteq r$.

We now observe that the assertion that $p \sqsubseteq q$ is stronger than the assertion that $p \leq_{\text {RK }} q$.

Lemma 11.32. Let $S$ be a countable discrete space and suppose that $p, q \in \beta S$ satisfy $p \sqsubseteq q$. Then $p \leq_{\mathrm{RK}} q$.

Proof. This is an immediate consequence of Lemma 6.37 and the fact that this is a purely set theoretic statement.

We now see that there are elements $q \in S^{*}$ which are not right cancelable, but have the property that $p \sqsubseteq p q$ for every $p \in S^{*}$. We remind the reader that an idempotent $q \in S^{*}$ is strongly right maximal if the equation $x q=q$ has the unique solution $x=q$ in $S^{*}$. (And strongly right maximal idempotents exist by Theorem 9.10.)

Lemma 11.33. Let $G$ be a discrete countable group and let $q$ be a right maximal idempotent in $G^{*}$. Let $C=\left\{x \in G^{*}: x q=q\right\}$. Then, for every $p \in \beta G$, either $p \in(\beta G) C$ or there exists $P \in p$ such that $P q$ is discrete in $\beta G$.

Proof. Suppose that $p \notin(\beta G) C$. Since $C$ is finite (by Theorem 9.4), $(\beta G) C$ is compact. So we can choose $P \in p$ for which $\bar{P} \cap(\beta G) C=\emptyset$.

We claim that $P q$ is discrete. If we assume the contrary, then $a q \in c \ell((P \backslash\{a\}) q)$ for some $a \in P$. This implies that $a q=x q$ for some $x \in \bar{P} \backslash\{a\}$. Then $a^{-1} x \in C$ so $x \in a C$, contradicting our choice of $P$.

Theorem 11.34. Let $G$ be a discrete countable group and let $q$ be a strongly right maximal idempotent in $G^{*}$. Then $p \sqsubseteq p q$ for every $p \in G^{*}$. In fact, for every $p \in G^{*}$, either $p \sqsubset p q$ and $q<\mathrm{RK}$ pq or $p=p q$.
Proof. Suppose that $p \in G^{*}$ and that $p \neq p q$. Let $C=\left\{x \in G^{*}: x q=q\right\}$. Then $C=\{q\}$ and so we are assuming that $p \notin(\beta G) C$, because $p \in(\beta G) q$ implies that $p=p q$. It follows from Lemma 11.33 that we can choose $P \in p$ such that $P q$ is discrete (and hence, being countable, strongly discrete) in $\beta S$. Further $a q \neq b q$ when $a$ and $b$ are distinct elements of $P$ by Lemma 6.28.

So $p \sqsubset p q$ and $q<$ RK $p q$, by Exercise 11.4.5, Lemma 11.2 and Theorem 11.6.

Exercise 11.4.1. Let $S$ be a countable discrete space and let $f: S \rightarrow \beta S$ be an injective function for which $f[S]$ is discrete in $\beta S$. Show that $\dot{\widetilde{f}}$ is also injective, where $\widetilde{f}: \beta S \rightarrow \beta S$ denotes the continuous extension of $f$. (Hint: let $x$ and $y$ be distinct elements of $\beta S$ and let $X$ and $Y$ be disjoint subsets of $S$ for which $X \in x$ and $Y \in y$. Observe that $f[X] \cap \overline{f[Y]}=\overline{f[X]} \cap f[Y]=\emptyset$ and apply Theorem 3.40.)

Exercise 11.4.2. Let $S$ be a countable discrete space and let $p \in \beta S$. Show that $|\{q \in \beta S: q \sqsubseteq p\}| \leq \mathrm{c}$.

Exercise 11.4.3. Let $p, q \in \beta \mathbb{N}$. If $p \sqsubseteq q$ and $q \sqsubseteq p$, we shall say that $p$ and $q$ are Rudin-Frolík equivalent. Show that $p$ and $q$ are Rudin-Frolík equivalent if and only if they are Rudin-Keisler equivalent. (Hint: Use Theorem 8.17 and Lemma 11.32)

Exercise 11.4.4. Let $p$ be a weak P-point in $\mathbb{N}^{*}$. Show that, for any $q \in \mathbb{N}^{*}, q \sqsubseteq p$ implies that $p \leq_{\mathrm{RK}} q$. Deduce that $p$ is minimal in $\mathbb{N}^{*}$ for the Rudin-Frolík order.

Exercise 11.4.5. Let $S$ be a discrete countable semigroup and let $p, q \in S^{*}$. Suppose that there is a set $P \in p$ such that $P q$ is discrete in $\beta S$ and $a q \neq b q$ whenever $a$ and $b$ are distinct elements of $P$. Show that $p \sqsubset p q$. (Hint: Once you have shown that $p \sqsubseteq p q$, apply Lemma 11.2, Theorem 11.6, and Lemma 11.32 to deduce that one cannot have $p q \sqsubseteq p$.)

Exercise 11.4.6. Let $S$ be a discrete countable semigroup and let $q \in S^{*}$ be right cancelable in $\beta S$. Show that $p \sqsubset p q$ for every $p \in S^{*}$. (Hint: Use Exercise 11.4.5 and Theorem 8.11.)

Exercise 11.4.7. Show that every element of $\mathbb{N}^{*}$ has $2^{\mathfrak{c}}$ distinct Rudin-Frolík successors. (Hint: Use Exercise 11.4.6, Theorem 6.30, and Theorem 8.11.)

Exercise 11.4.8. Let $S$ be a discrete countable cancellative semigroup and let $p \in$ $S^{*}$. Show that $p$ is right cancelable in $\beta S$ if and only if there is an injective function $f: S \rightarrow \beta S$ for which $f[S]$ is discrete in $\beta S$ and $\widetilde{f}(q)=q p$ for every $q \in S^{*}$. (Hint: Use Theorem 8.11. For the sufficiency consider the proof of Lemma 6.37. For the necessity consider $\rho_{p}$.)

### 11.5 Notes

Some of the results of Sections 11.1 and 11.2 are from [164], obtained in collaboration with S. García-Ferreira. Theorem 11.10 contrasts strongly with the situation that holds for the Comfort order of ultrafilters. Given an ultrafilter $p$ on a set $S$, a space $X$ is said to be $p$-compact if and only if whenever $f: S \rightarrow X, p$ - $\lim _{s \in S} f(s)$ exists in $X$.

One then defines $p \leq_{C} q$ for $p$ and $q$ in $\beta S$ if and only if every $q$-compact space is $p$-compact. It is easy to see that $p \leq_{\mathrm{RK}} q$ implies that $p \leq_{C} q$. It is shown in [164] that given any semigroup $S$ and any $p \in \beta S,\left\{q \in \beta S: q \leq_{C} p\right\}$ is a subsemigroup of $\beta S$.

Corollary 11.27 and Exercise 11.4.8 are based on results in [70], a result of collaboration with A. Blass.

Exercise 11.4.4 shows that the existence of elements of $\mathbb{N}^{*}$ which are Rudin-Frolík minimal can be proved in ZFC, because the existence of weak P-points in $\mathbb{N}^{*}$ can be proved in ZFC. (See [285].) This contrasts with the Rudin-Keisler order. The existence of elements of $\mathbb{N}^{*}$ which are minimal in the Rudin-Keisler order does follow from the Continuum Hypothesis, but cannot be demonstrated in ZFC. In fact, any ultrafilter in $\mathbb{N}^{*}$ which is minimal in the Rudin-Keisler order has to be a P-point in $\mathbb{N}^{*}$. (See [109].)

The Rudin-Keisler order was introduced and studied by M. Rudin in [349] and [350] and independently by H. Keisler in lectures at UCLA in 1967.

The Rudin-Frolík order was implicitly introduced by Z. Frolík in [153] and some of its basic properties were established by M. Rudin in [350].

There are several very interesting properties of the Rudin-Keisler and Rudin-Frolík orders that we have not presented because they do not relate to the algebra of $\beta S$. Included among these is the equivalence of the following three statements for $p \in \beta S$ :
(a) $p$ is minimal in the Rudin-Keisler order.
(b) $p$ is a selective ultrafilter. (That is, given any $f: S \rightarrow S$, there is some $A \in p$ such that the restriction of $f$ to $A$ is either one-to-one or constant.)
(c) $p$ is a Ramsey ultrafilter. (That is, for every $n \in \mathbb{N}$ and every partition $\left\{P_{0}, P_{1}\right\}$ of $[S]^{n}$, there exist some $A \in p$ and some $i \in\{0,1\}$ such that $[A]^{n} \subseteq P_{i}$.)
Another interesting result is that the Rudin-Keisler equivalence classes (which are the same as the Rudin-Frolík equivalence classes by Exercise 11.4.3) of Rudin-Frolík predecessors of a given element of $\beta \mathbb{N}$ are linearly ordered by $\leq_{\text {RK }}$. A systematic presentation of these and other results can be found in Sections 9 and 16 of [109].

## Chapter 12

## Ultrafilters Generated by Finite Sums

We have seen in Theorem 5.8 that if $p$ is an idempotent in $(\beta \mathbb{N},+)$ and $A \in p$, then $A$ contains $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ for some sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$. However, it is not necessarily true that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$. We investigate in this chapter the existence and properties of ultrafilters satisfying the requirement that each $A \in p$ contains some $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ with $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$.

### 12.1 Martin's Axiom

We shall have several proofs in this chapter for which Martin's Axiom is a hypothesis. Since we expect that Martin's Axiom may be unfamiliar to many of our readers, we include in this section an elementary introduction.

We use the terminology which is standard when dealing with Martin's Axiom, although some of it may seem strange at first glance.

Definition 12.1. A partially ordered set is a pair $(P, \leq)$ where $P$ is a nonempty set and $\leq$ is a transitive and reflexive relation, that is a partial order.

Notice that a partial order is not required here to be anti-symmetric. (However, the partial orders that we will use are anti-symmetric.)

Definition 12.2. Let $(P, \leq)$ be a partially ordered set. A filter in $P$ is a subset $G$ of $P$ such that
(1) $G \neq \emptyset$,
(2) for every $a, b \in G$, there is some $c \in G$ such that $c \leq a$ and $c \leq b$, and
(3) for ever $a \in G$ and $b \in P$, if $a \leq b$, then $b \in G$.

Thus, if $S$ is a set, a filter on $S$ is a filter in the partially ordered set $(\mathcal{P}(S) \backslash\{\emptyset\}, \subseteq)$.

Definition 12.3. Let $(P, \leq)$ be a partially ordered set. A subset $D$ of $P$ is dense in $P$ if and only if for every $a \in P$ there is some $b \in D$ such that $b \leq a$.

Thus, in more usual terminology, a subset of $P$ is dense if and only if it is cofinal downward.

Definition 12.4. Let $(P, \leq)$ be a partially ordered set.
(a) Elements $a$ and $b$ of $P$ are compatible if and only if there is some $c \in P$ such that $c \leq a$ and $c \leq b$. (Otherwise they are incompatible.)
(b) $(P, \leq)$ is a c.c.c. partially ordered set if and only if whenever $D$ is a subset of $P$ consisting of pairwise incompatible elements, one has that $D$ is countable.

In the above definition, "c.c.c." stands for "countable chain condition". However, it actually asserts that all antichains are countable.

Definition 12.5. (a) Let $\kappa$ be an infinite cardinal. Then MA $(\kappa)$ is the assertion that whenever $(P, \leq)$ is a c.c.c. partially ordered set and $\mathscr{D}$ is a collection of at most $\kappa$ dense subsets of $P$, there is some filter $G$ in $P$ such that for all $D \in \mathscr{D}$, $G \cap D \neq \emptyset$.
(b) Martin's Axiom is the assertion that for all cardinals $\kappa$, if $\omega \leq \kappa<\mathrm{c}$, then MA( $\kappa$ ).

We first note that Martin's Axiom follows from the continuum hypothesis.
Theorem 12.6. $\mathrm{MA}(\omega)$ is true.
Proof. Let $(P, \leq)$ be a partially ordered set and let $\left\{A_{n}: n \in \mathbb{N}\right\}$ be a set of dense subsets of $P$. Choose $a_{1} \in A_{1}$. Inductively, having chosen $a_{n} \in A_{n}$, pick $a_{n+1} \in$ $A_{n+1}$ such that $a_{n+1} \leq a_{n}$. Let $G=\left\{b \in P\right.$ : there is some $n \in \mathbb{N}$ with $\left.a_{n} \leq b\right\}$.

Notice that, for the truth of $\operatorname{MA}(\omega)$ one does not need that $(P, \leq)$ is a c.c.c. partial order. However, the next theorem (together with Exercise 12.1.1) shows that the c.c.c. requirement cannot be deleted.

Theorem 12.7. There exist a partially ordered set $(P, \leq)$ and a collection $\mathfrak{D}$ of $\omega_{1}$ dense subsets of $P$ such that no filter in $P$ meets every member of $D$.

Proof. Let $P=\left\{f:\right.$ there exists $A \in \mathscr{P}_{f}(\mathbb{N})$ such that $\left.f: A \rightarrow \omega_{1}\right\}$. For $f, g \in P$ agree that $f \leq g$ if and only if $g \subseteq f$. For each $\alpha<\omega_{1}$, let $D_{\alpha}=\{f \in P: \alpha$ is in the range of $f\}$ and let $\mathscr{D}=\left\{D_{\alpha}: \alpha<\omega_{1}\right\}$. Trivially each $D_{\alpha}$ is dense in $P$.

Suppose now that we have a filter $G$ such that $G \cap D_{\alpha} \neq \emptyset$ for each $\alpha<\omega_{1}$. Let $g=\bigcup G$. We claim that $g$ is a function. To this end, let $a, b, c$ be given with $(a, b) \in g$ and $(a, c) \in g$. Pick $f, h \in G$ such that $(a, b) \in f$ and $(a, c) \in h$ and pick $k \in G$ such that $k \leq f$ and $k \leq h$. Then $(a, b) \in k$ and $(a, c) \in k$ so $b=c$. But now $g$ is a function whose domain is contained in $\mathbb{N}$ and whose range is all of $\omega_{1}$, which is impossible.

We now illustrate a typical use of Martin's Axiom. The partially ordered set used is similar to those used in succeeding sections.

Recall that a set $\mathcal{A}$ of subsets of a set $S$ is an almost disjoint family if and only if whenever $A$ and $B$ are distinct members of $\mathcal{A},|A \cap B|<\omega$.

Definition 12.8. Let $S$ be a set. A set $\mathscr{A}$ of subsets of $S$ is a maximal almost disjoint family if and only if it is an almost disjoint family which is not properly contained in any other almost disjoint family.

Theorem 12.9. Let $\mathcal{A}$ be a maximal almost disjoint family of infinite subsets of a set $S$. Then $\mathfrak{A}$ is not countably infinite.

Proof. This is Exercise 12.1.2.
As a consequence of Theorem 12.9, one sees immediately that the continuum hypothesis implies that any infinite maximal almost disjoint family of subsets of $\mathbb{N}$ must have cardinality $c$. We shall see that the same result follows from Martin's Axiom.

Lemma 12.10. Let $\mathcal{A}$ be a family of infinite subsets of $\mathbb{N}$ with the property that, for every $\mathcal{F} \in \mathcal{P}_{f}(\mathcal{A}), \mathbb{N} \backslash \bigcup \mathcal{F}$ is infinite. Let $|\mathcal{A}|=\kappa$. If $\mathrm{MA}(\kappa)$, then there is an infinite subset $B$ of $\mathbb{N}$ such that $A \cap B$ is finite for every $A \in \mathcal{A}$.

Proof. Let $Q=\left\{(H, \mathscr{F}): H \in \mathcal{P}_{f}(\mathbb{N})\right.$ and $\left.\mathscr{F} \in \mathcal{P}_{f}(\mathcal{A})\right\}$. Order $Q$ by agreeing that $\left(H^{\prime}, \mathcal{F}^{\prime}\right) \leq(H, \mathscr{F})$ if and only if
(1) $H \subseteq H^{\prime}$,
(2) $\mathcal{F} \subseteq \mathcal{F}^{\prime}$, and
(3) $\left(H^{\prime} \backslash H\right) \cap \bigcup \mathcal{F}=\emptyset$.

It is routine to verify that $\leq$ is a partial order on $Q$ (which is in fact antisymmetric).
Next notice that if $(H, \mathscr{F})$ and $\left(H^{\prime}, \mathscr{F}^{\prime}\right)$ are incompatible elements of $Q$, then $H \neq H^{\prime}\left(\right.$ since otherwise $\left(H, \mathscr{F} \cup \mathcal{F}^{\prime}\right) \leq(H, \mathscr{F})$ and $\left.\left(H, \mathscr{F} \cup \mathcal{F}^{\prime}\right) \leq\left(H^{\prime}, \mathcal{F}^{\prime}\right)\right)$. Thus, since $\left|\mathcal{P}_{f}(\mathbb{N})\right|=\omega$, it follows that $(Q, \leq)$ is a c.c.c. partially ordered set.

Now, for each $A \in \mathcal{A}$, let $D(A)=\{(H, \mathcal{F}) \in Q: A \in \mathscr{F}\}$. Then given any $(H, \mathscr{F}) \in Q$, one has $(H, \mathscr{F} \cup\{A\}) \in D(A)$ and $(H, \mathscr{F} \cup\{A\}) \leq(H, \mathcal{F})$. So $D(A)$ is dense.

For each $n \in \mathbb{N}$, let $E(n)=\{(H, \mathcal{F}) \in Q: H \backslash\{1,2, \ldots, n\} \neq \emptyset\}$. Given any $(H, \mathcal{F}) \in Q$, we can choose $m>n$ such that $m \notin \bigcup \mathcal{F}$. Then $(H \cup\{m\}, \mathcal{F}) \in E(n)$ and $(H \cup\{m\}, \mathscr{F}) \leq(H, \mathscr{F})$. So $E(n)$ is dense in $Q$

By $\operatorname{MA}(\kappa)$, there is a filter $G$ in $Q$ such that $G \cap D(A) \neq \emptyset$ for each $A \in \mathcal{A}$ and $G \cap E(n) \neq \emptyset$ for each $n \in \mathbb{N}$. Let

$$
B=\bigcup\{H: \text { there is some } \mathscr{F} \text { with }(H, \mathscr{F}) \in G\}
$$

Since $G \cap E(n) \neq \emptyset$ for each $n \in \mathbb{N}$, it follows that $B$ is infinite. We shall show that $A \cap B$ is finite for every $A \in \mathcal{A}$. To this end, let $A \in \mathcal{A}$ and pick $(H, \mathcal{F}) \in$
$G \cap D(A)$. We claim that $A \cap B \subseteq H$. Let $x \in A \cap B$ and pick some $\left(H^{\prime}, \mathcal{F}^{\prime}\right) \in G$ such that $x \in H^{\prime}$. Since $(H, \mathcal{F}) \in G$ and $\left(H^{\prime}, \mathcal{F}^{\prime}\right) \in G$, pick $\left(H^{\prime \prime}, \mathcal{F}^{\prime \prime}\right) \in G$ such that $\left(H^{\prime \prime}, \mathcal{F}^{\prime \prime}\right) \leq(H, \mathscr{F})$ and $\left(H^{\prime \prime}, \mathcal{F}^{\prime \prime}\right) \leq\left(H^{\prime}, \mathcal{F}^{\prime}\right)$. Then $x \in H^{\prime} \subseteq H^{\prime \prime}$, $\left(H^{\prime \prime} \backslash H\right) \cap \bigcup \mathcal{F}=\emptyset$, and $A \in \mathcal{F}$. So $x \in H$ as required.

Corollary 12.11. Let $\kappa<c$ and let $\left\langle F_{\alpha}\right\rangle_{\alpha<\kappa}$ be a family of closed subsets of $\mathbb{N}^{*}$. Assuming $\operatorname{MA}(\kappa)$, if $\bigcup_{\alpha<\kappa} F_{\alpha} \neq \mathbb{N}^{*}$, then $c \ell_{\mathbb{N}} *\left(\bigcup_{\alpha<\kappa} F_{\alpha}\right) \neq \mathbb{N}^{*}$.

Proof. Let $x \in \mathbb{N}^{*} \backslash \bigcup_{\alpha<\kappa} F_{\alpha}$. For each $\alpha<\kappa$, we can choose a clopen subset $D_{\alpha}$ of $\mathbb{N}^{*}$ such that $F_{\alpha} \subseteq D_{\alpha}$ and $x \notin D_{\alpha}$. We have $D_{\alpha}=A_{\alpha}^{*}$ for some $A_{\alpha} \subseteq \mathbb{N}$ by Theorem 3.23. Now $\bigcup_{\alpha<\kappa} D_{\alpha} \neq \mathbb{N}^{*}$. Hence, if $\mathcal{A}=\left\{A_{\alpha}: \alpha<\kappa\right\}$, then $\mathcal{A}$ satisfies the hypotheses of Lemma 12.10. So there is an infinite subset $B$ of $\mathbb{N}$ such that $A_{\alpha} \cap B$ is finite for every $\alpha<\kappa$. Our claim then follows from the fact that $B^{*}$ is a nonempty clopen subset of $\mathbb{N}^{*}$ disjoint from each $D_{\alpha}$ and therefore disjoint from each $F_{\alpha}$.

Corollary 12.12. Let $\kappa<c$ and let $\left\langle G_{\alpha}\right\rangle_{\alpha<\kappa}$ be a family of open subsets of $\mathbb{N}^{*}$. Assuming $\operatorname{MA}(\kappa)$, if $\bigcap_{\alpha<\kappa} G_{\alpha} \neq \emptyset$, then $\operatorname{int}_{\mathbb{N} *}\left(\bigcap_{\alpha<\kappa} G_{\alpha}\right) \neq \emptyset$.

Proof. This is the dual of Corollary 12.11.
Theorem 12.13. Let $\mathcal{A}$ be an infinite almost disjoint family of infinite subsets of $\mathbb{N}$ with $|\mathcal{A}|=\kappa$. If $\mathrm{MA}(\kappa)$, then $\mathcal{A}$ is not a maximal almost disjoint family.

Proof. This follows immediately from Lemma 12.10.
Corollary 12.14. Let $\mathcal{A}$ be an infinite maximal almost disjoint family of subsets of $\mathbb{N}$ and assume Martin's Axiom. Then $|\mathcal{A}|=c$.

Proof. By Theorem 12.13 one cannot have $|\mathcal{A}|<c$ and, since $\mathcal{A} \subseteq \mathcal{P}(\mathbb{N}),|\mathcal{A}| \leq c$.

We also see as a consequence of the next corollary that Martin's axiom is the strongest assertion of its kind which is not simply false.

Corollary 12.15. MA(c) is false.
Proof. Let $\mathscr{B}$ be an infinite set of pairwise disjoint infinite subsets of $\mathbb{N}$. A routine application of Zorn's Lemma yields a maximal almost disjoint family $\mathcal{A}$ with $\mathfrak{B} \subseteq \mathcal{A}$. Necessarily $|\mathcal{A}| \leq \mathrm{c}$ so Theorem 12.13 together with the assumption of MA(c) yield a contradiction.

Exercise 12.1.1. Prove that the partially ordered set in Theorem 12.7 is not a c.c.c. partially ordered set.

Exercise 12.1.2. Prove Theorem 12.9.
Exercise 12.1.3. Recall that a P-point in a topological space is a point $x$ with the property that any countable intersection of neighborhoods of $x$ is again a neighborhood of $x$. It is a consequence of Theorems $12.29,12.35$, and 12.36 , that Martin's Axiom implies that there are P-points in $\mathbb{N}^{*}$. Provide a direct proof of this fact. (Hint: Let $\left\langle\mathcal{F}_{\alpha}\right\rangle_{\alpha<\mathfrak{c}}$ be an enumeration of all countable families of clopen subsets of $\mathbb{N}^{*}$. Use Corollary 12.11 to construct an increasing family $\left\langle D_{\alpha}\right\rangle_{\alpha<\mathfrak{c}}$ of proper clopen subsets of $\mathbb{N}^{*}$ with the property that, for every $\alpha<\mathrm{c}$, either $\bigcap \mathcal{F}_{\alpha} \subseteq D_{\alpha}$ or $\left.\mathbb{N}^{*} \backslash \bigcap \mathcal{F}_{\alpha} \subseteq D_{\alpha}.\right)$

Exercise 12.1.4. Show that Martin's Axiom implies that $\mathbb{N}^{*}$ satisfies the following strong form of the Baire Category Theorem: If $\mathscr{F}$ is a family of nowhere dense subsets of $\mathbb{N}^{*}$ with $|\mathscr{F}|<c$, then $\bigcup \mathcal{F}$ is nowhere dense in $\mathbb{N}^{*}$.
(Hint: Let $\kappa<\mathrm{c}$ and let $\left\langle F_{\alpha}\right\rangle_{\alpha<\kappa}$ be a family of nowhere dense subsets of $\mathbb{N}^{*}$. Use Corollary 12.11 to construct an increasing family $\left\langle D_{\alpha}\right\rangle_{\alpha<\kappa}$ of proper clopen subsets of $\mathbb{N}^{*}$ for which $F_{\alpha} \subseteq D_{\alpha}$ for every $\alpha<\kappa$.)

### 12.2 Strongly Summable Ultrafilters - Existence

We deal in this section with the relationships among three classes of ultrafilters on $\mathbb{N}$. One of these classes, namely the idempotents, we have already investigated extensively.

Definition 12.16. Let $p \in \beta \mathbb{N}$.
(a) The ultrafilter $p$ is strongly summable if and only if for every $A \in p$, there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$ and $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$.
(b) The ultrafilter $p$ is weakly summable if and only if for every $A \in p$, there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Recall that $\Gamma=c \ell\{p \in \beta \mathbb{N}: p+p=p\}$.
Theorem 12.17. The set $\Gamma=\{p \in \beta \mathbb{N}: p$ is weakly summable $\}$. In particular, every idempotent is weakly summable.

Proof. This is an immediate consequence of Theorem 5.12.
We set out to show that every strongly summable ultrafilter is an idempotent.
Lemma 12.18. Let $p$ be a strongly summable ultrafilter. For each $A \in p$ there is an increasing sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$ and for each $m \in \mathbb{N}$, $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$.

Proof. For $i \in\{1,2\}$, let $C_{i}=\left\{3^{n}(3 k+i): n, k \in \omega\right\}$. (That is, $C_{i}$ is the set of positive integers whose rightmost nonzero ternary digit is $i$.) Pick $i \in\{1,2\}$ such that $C_{i} \in p$.

Define $f: \mathbb{N} \rightarrow \omega$ by $f\left(3^{n}(3 k+j)\right)=n$ for all $n, k \in \omega$ and $j \in\{1,2\}$. Notice that if $x, y \in C_{i}$ and $f(x)=f(y)$, then $x+y \notin C_{i}$. Consequently, if $\{x, y, x+y\} \subseteq C_{i}$, then $f(x+y)=\min \{f(x), f(y)\}$.

Let $A \in p$ and pick a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$ and

$$
\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A \cap C_{i} .
$$

By the observation above, the sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ is one to one, so we may presume that it is increasing. Let $m \in \mathbb{N}$ and suppose that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \notin p$. Then $m>1$. Now

$$
\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)=\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{m-1}\right) \cup \bigcup_{F \subseteq\{1,2, \ldots, m-1\}}\left(\sum_{n \in F} x_{n}+\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)\right)
$$

where $\sum_{n \in \emptyset} x_{n}=0$. Since $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{m-1}\right)$ is finite and, by assumption, $\sum_{n \in \emptyset} x_{n}+$ $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \notin p$, pick $F$ with $\emptyset \neq F \subseteq\{1,2, \ldots, m-1\}$ such that $\sum_{n \in F} x_{n}+$ $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$. Given any $y \in \sum_{n \in F} x_{n}+\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)$, one has that for some $G \in \mathcal{P}_{f}(\{m, m+1, m+2, \ldots\}), y=\sum_{n \in F} x_{n}+\sum_{n \in G} x_{n}$, where

$$
\left\{\sum_{n \in F} x_{n}, \sum_{n \in G} x_{n}, \sum_{n \in F} x_{n}+\sum_{n \in G} x_{n}\right\} \subseteq C_{i}
$$

so, as observed above, $f(y) \leq f\left(\sum_{n \in F} x_{n}\right)$.
Pick a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ with $\operatorname{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \sum_{n \in F} x_{n}+\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)$ and $\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \in p$. Then for each $k \in \mathbb{N}, f\left(y_{k}\right) \leq f\left(\sum_{n \in F} x_{n}\right)$ so pick some $k \neq \ell$ such that $f\left(y_{k}\right)=f\left(y_{\ell}\right)$. Then $y_{k}+y_{\ell} \notin C_{i}$, a contradiction.

Theorem 12.19. Let $p$ be a strongly summable ultrafilter. Then $p=p+p$.
Proof. Let $A \in p$ and pick by Lemma 12.18 a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$ and for each $m \in \mathbb{N}, \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$. It suffices to show that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq\{y \in \mathbb{N}:-y+A \in p\}$, so let $y \in \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ and pick $F \in \mathscr{P}_{f}(\mathbb{N})$ such that $y=\sum_{n \in F} x_{n}$. Let $m=\max F+1$. Then $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$ and $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \subseteq-y+A$.

Lemma 12.20. Let $p$ be a strongly summable ultrafilter. For every $A \in p$ there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that
(1) $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$,
(2) for each $m \in \mathbb{N}, \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$, and
(3) for each $n \in \mathbb{N}, x_{n+1}>4 \sum_{t=1}^{n} x_{t}$.

Proof. Let $A \in p$. For $i \in\{0,1,2\}$ let

$$
B_{i}=\bigcup_{n=0}^{\infty}\left\{2^{3 n+i}, 2^{3 n+i}+1,2^{3 n+i}+2, \ldots, 2^{3 n+i+1}-1\right\}
$$

and pick $i \in\{0,1,2\}$ such that $B_{i} \in p$. Pick by Lemma 12.18 an increasing sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A \cap B_{i}$ and for each $m \in \mathbb{N}, \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in$ $p$. We claim that $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ is as required, so suppose not and pick the first $n$ such that $x_{n+1} \leq 4 \sum_{t=1}^{n} x_{t}$. Pick $k \in \omega$ such that $2^{3 k+i} \leq x_{n}<2^{3 k+i+1}$. Then in fact $\sum_{t=1}^{n} x_{t}<2^{3 k+i+1}$. (If $n=1$ this is immediate. Otherwise, $x_{n}>4 \sum_{t=1}^{n-1} x_{t}$ so $\sum_{t=1}^{n-1} x_{t}<2^{3 k+i-1}$ so $\sum_{t=1}^{n} x_{t}<2^{3 k+i+1}+2^{3 k+i-1}<2^{3 k+i+2}$ and, since $\sum_{t=1}^{n} x_{t} \in B_{i}, \sum_{t=1}^{n} x_{t}<2^{3 k+i+1}$.) Now $x_{n+1} \leq 4 \sum_{t=1}^{n} x_{t}<2^{3 k+i+3}$ and $x_{n+1} \in B_{i}$ so $x_{n+1}<2^{3 k+i+1}$. Since also $x_{n}<x_{n+1}$ we have that $2^{3 k+i+1}<$ $x_{n}+x_{n+1}<2^{3 k+i+2}$, so $x_{n}+x_{n+1} \notin B_{i}$, a contradiction.

The following easy theorem shows that not nearly all idempotents are strongly summable.

Theorem 12.21. Let $p \in c \ell K(\beta \mathbb{N},+)$. Then $p$ is not strongly summable.
Proof. Suppose that $p$ is strongly summable and pick by Lemma 12.20 a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$, and for each $n \in \mathbb{N}, x_{n+1}>4 \sum_{t=1}^{n} x_{t}$. But then $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is not piecewise syndetic, contradicting Corollary 4.41.

Theorem 12.22. There is a weakly summable ultrafilter which is not an idempotent.
Proof. This was shown in Corollary 8.24.
Theorem 12.23. The set $\Gamma$ is not a semigroup. In fact, there exist idempotents $p$ and $q$ in $\beta \mathbb{N}$ such that $p+q \notin \Gamma$.

Proof. This was shown in Exercise 6.1.4.
We now introduce a special kind of strongly summable ultrafilter. Its definition is somewhat complicated, but we shall prove in Section 12.4 that these idempotents can only be written in a trivial way as sums of other ultrafilters.

Recall that for $y \in \mathbb{N}$ we define the binary support of $y$ by $y=\sum_{n \in \operatorname{supp}(y)} 2^{n}$. In a similar fashion, for elements $y$ of $\operatorname{FS}\left(\langle t!\rangle_{t=1}^{\infty}\right)$ we define the factorial support of $y$.

Definition 12.24. (a) For $y \in \operatorname{FS}\left(\langle t!\rangle_{t=1}^{\infty}\right)$, fsupp $(y)$ is defined by $y=\sum_{t \in \mathrm{fsupp}(y)} t$ !.
(b) The ultrafilter $p \in \beta \mathbb{N}$ is a special strongly summable ultrafilter if and only if
(1) for each $m \in \mathbb{N}, \operatorname{FS}\left(\langle n!\rangle_{n=m}^{\infty}\right) \in p$,
(2) for each $A \in p$, there is an increasing sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p, \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$, and for each $n \in \mathbb{N}, x_{n}$ divides $x_{n+1}$, and
(3) for each infinite $L \subseteq \mathbb{N}$, there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathrm{FS}\left(\langle t!\rangle_{t=1}^{\infty}\right), \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$, and $L \backslash \bigcup\{\operatorname{fsupp}(y):$ $\left.y \in \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)\right\}$ is infinite.

We shall show that Martin's Axiom implies that special strongly summable ultrafilters exist. Indeed, we shall show that Martin's Axiom implies that any family of subsets of $\mathrm{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right)$ which is contained in an idempotent and has cardinality less than $\mathfrak{c}$, is contained in a special strongly summable idempotent.

Definition 12.25. (a) $\delta$ denotes the set of infinite subsets $S$ of $\mathbb{N}$ with the property that $m$ divides $n$ whenever $m, n \in S$ and $m<n . \wp_{f}$ denotes the set of nonempty finite subsets of $\mathbb{N}$ which have the same property.
(b) If $X$ is a subset of $\mathbb{N}$ which can be arranged as an increasing sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$, we put $\mathrm{FS}_{m}(X)=\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)$ for each $m \in \mathbb{N}$. We put $\mathrm{FS}_{\infty}(X)=$ $\bigcap_{m \in \mathbb{N}} c \ell_{\beta \mathbb{N}}\left(\mathrm{FS}_{m}(X)\right)$.

Lemma 12.26. Let $\mathcal{F}$ denote a family of subsets of $\mathbb{N}$ with the finite intersection property, such that $m \mathbb{N} \in \mathcal{F}$ for every $m \in \mathbb{N}$. Suppose that $B \in \mathscr{F}$ and that $\bar{B}$ contains an idempotent $p$. Suppose also that $B^{\star}=\{b \in B:-b+B \in p\} \in \mathcal{F}$ and that $-b+B^{\star} \in \mathcal{F}$ for every $b \in B^{\star}$. Let $\omega \leq \kappa<c$ and assume that $|\mathcal{F}| \leq \kappa$. Then it follows from $\mathrm{MA}(\kappa)$ that there exists $X \in \Omega$ such that $\mathrm{FS}(X) \subseteq B$ and $X \cap A \neq \emptyset$ for every $A \in \mathcal{F}$.

Proof. We may suppose that $\mathcal{F}$ is closed under finite intersections.
Let $Q=\left\{F \in \wp_{f}: \mathrm{FS}(F) \subseteq B^{\star}\right\}$. We define a partial order on $Q$ by stating that $F^{\prime} \leq F$ if $F \subseteq F^{\prime}$.

Since $Q$ is countable, it is trivial that it satisfies the c.c.c. condition.
For each $A \in \mathcal{F}$, let $D(A)=\{F \in Q: F \cap A \neq \emptyset\}$. To see that $D(A)$ is dense in $Q$, let $F \in Q$ and let $m=\prod F$. We can choose $a \in A \cap B^{\star} \cap \bigcap_{b \in \mathrm{FS}(F)}(-b+$ $\left.B^{\star}\right) \cap m \mathbb{N}$. Then $F \cup\{a\} \leq F$ and $F \in D(A)$.

Thus it follows from Martin's Axiom that there is a filter $\Phi$ in $Q$ such that $\Phi \cap$ $D(A) \neq \emptyset$ for every $A \in \mathcal{F}$. Let $X=\bigcup \Phi$.

We shall show that $X$ has the properties required. To see that $X$ is infinite, let $m \in \mathbb{N}$ and pick $F \in \Phi \cap D(m \mathbb{N})$. Then $X \cap m \mathbb{N} \neq \emptyset$. Since $\Phi$ is a filter, any two elements $x$ and $y$ of $X$ belong to a set $F \in \Phi$. So, if $x<y, x$ divides $y$. Thus $X \in \mathscr{P}$. Furthermore, if $H$ is any finite subset of $X, H \subseteq F$ for some $F \in \Phi$ and so $\mathrm{FS}(H) \subseteq B$. Thus $\mathrm{FS}(X) \subseteq B$. Finally, for any $A \in \mathcal{F}$, there exists $F \in \Phi \cap D(A)$ and so $X \cap A \neq \emptyset$.

Lemma 12.27. Let $p$ be an idempotent in $\mathbb{N}^{*}$, let $\mathscr{F} \subseteq p$, and let $\omega \leq \kappa<c$. If $|\mathscr{F}| \leq \kappa$, then $\operatorname{MA}(\kappa)$ implies that there exists $X \in \mathcal{s}$ such that $\mathrm{FS}_{\infty}(X) \subseteq \bigcap_{A \in \mathcal{F}} \bar{A}$.

Proof. Let $\mathcal{G}=\mathcal{F} \cup\{m \mathbb{N}: m \in \mathbb{N}\} \cup\left\{B^{\star}: B \in \mathcal{F}\right\} \cup\left\{-b+B^{\star}: B \in\right.$ $\mathcal{F}$ and $\left.b \in B^{\star}\right\}$ and note that by Lemmas 4.14 and $6.6, \mathcal{E} \subseteq p$. Let $\mathscr{H}$ be the set of finite intersections of members of $\mathscr{G}$ and note that $\mathscr{H} \subseteq p$ and $|\mathscr{H}| \leq \kappa$.

Well order $\mathcal{F}$ as $\left\langle A_{\lambda}\right\rangle_{\lambda \leq \kappa}$ (with repetition if $|\mathscr{F}|<\kappa$ ). Pick by Lemma 12.26 (with $\mathscr{H}$ in place of $\mathscr{F}$ and $A_{0}$ in place of $B$ ) some $X_{0} \in \mathscr{S}$ for which $\operatorname{FS}\left(X_{0}\right) \subseteq A_{0}$, and $X_{0} \cap A \neq \emptyset$ for every $A \in \mathscr{H}$.

We then make the inductive assumption that $0<\beta \leq \kappa$ and that we have defined $X_{\alpha} \in \mathcal{\&}$ for every $\alpha<\beta$ so that the following conditions are satisfied:
(a) $\mathrm{FS}\left(X_{\alpha}\right) \subseteq A_{\alpha}$ and $X_{\alpha} \cap A \neq \emptyset$ for every $A \in \mathscr{H}$ and
(b) if $\delta<\alpha$, then $\left|X_{\alpha} \backslash X_{\delta}\right|<\omega$.

Using condition (b) and the facts that $\mathscr{H}$ is closed under finite intersections and that $m \mathbb{N} \in \mathscr{H}$ for every $m \in \mathbb{N}$ one sees that

> for any finite nonempty $\mathscr{D} \subseteq \mathscr{H} \cup\left\{X_{\alpha}: \alpha<\beta\right\}$, there exist $A \in \mathscr{H}$ and $\alpha<\beta$ with $A \cap X_{\alpha} \subseteq \bigcap \mathscr{D}$.

In particular, by condition (a), $\left\{A \cap X_{\alpha}: A \in \mathscr{H}\right.$ and $\left.\alpha<\beta\right\}$ has the finite intersection property.

We apply Lemma 12.26, with $\left\{A \cap X_{\alpha}: A \in \mathscr{H}\right.$ and $\left.\alpha<\beta\right\}$ in place of $\mathscr{F}$ and $A_{\beta}$ in place of $B$. Pick $W_{\beta} \in \mathcal{S}$ such that $\mathrm{FS}\left(W_{\beta}\right) \subseteq A_{\beta}$ and $W_{\beta} \cap A \cap X_{\alpha} \neq \emptyset$ for every $A \in \mathscr{H}$ and every $\alpha<\beta$. By the observation $(*), \bigcap\left\{\overline{W_{\beta} \cap A \cap X_{\alpha}}: A \in\right.$ $\mathscr{H}$ and $\alpha<\beta\} \neq \emptyset$ so by Corollary 12.12, there exists an infinite subset $X_{\beta}$ of $\mathbb{N}$ such that $X_{\beta}{ }^{*} \subseteq \overline{W_{\beta} \cap A \cap X_{\alpha}}$ for every $A \in \mathscr{H}$ and every $\alpha<\beta$. We may suppose that $X_{\beta} \subseteq W_{\beta}$. We may also suppose that $X_{\beta} \in \mathscr{S}$, because $X_{\beta} \cap m \mathbb{N} \neq \emptyset$ for every $m \in \mathbb{N}$, and so $X_{\beta}$ contains a set in $\delta$.

It is clear that conditions (a) and (b) are satisfied with $\beta$ in place of $\alpha$.
We put $X=X_{\kappa}$. If $\alpha \leq \kappa, X \backslash X_{\alpha}$ is finite and so there is some $n \in \mathbb{N}$ such that $\mathrm{FS}_{n}(X) \subseteq \mathrm{FS}\left(X_{\alpha}\right)$ and thus $\mathrm{FS}_{\infty}(X) \subseteq \overline{\mathrm{FS}\left(X_{\alpha}\right)} \subseteq \overline{A_{\alpha}}$.

Corollary 12.28. Let $\mathcal{F}$ be a family of subsets of $\mathbb{N}$ contained in an idempotent $p$ for which $\mathrm{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right) \in p$. Let L be any infinite subset of $\mathbb{N}$ and let $\omega \leq \kappa<c$. If $\mathrm{MA}(\kappa)$ and $|\mathcal{F}| \leq \kappa$, then there exists $X \in 丹$ with $\mathrm{FS}(X) \subseteq \mathrm{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right)$ such that $\mathrm{FS}_{\infty}(X) \subseteq \bar{A}$ for every $A \in \mathcal{F}$ and $L \backslash \bigcup_{x \in \mathrm{FS}(X)} \mathrm{fsupp}(x)$ is infinite.

Proof. We may suppose that $\mathscr{F}$ is closed under finite intersections. By Exercise 12.2.1, we may suppose that $\operatorname{FS}\left(\langle n!\rangle_{n=m}^{\infty}\right) \in \mathcal{F}$ for every $m \in \mathbb{N}$.

By Lemma 12.27, there exists $Y \in \mathcal{S}$ such that $\mathrm{FS}_{\infty}(Y) \subseteq \bar{A}$ for every $A \in \mathcal{F}$. We claim that $Y \cap \operatorname{FS}\left(\langle n!\rangle_{n=m}^{\infty}\right) \neq \emptyset$ for every $m \in \mathbb{N}$. To see this, let $m \in \mathbb{N}$. Since $\mathrm{FS}_{\infty}(Y)=\bigcap_{k \in \mathbb{N}} \overline{\mathrm{FS}_{k}(Y)} \subseteq \overline{\left(\mathrm{FS}\langle n!\rangle_{n=m}^{\infty}\right)}$, there exists $k \in \mathbb{N}$ for which $\mathrm{FS}_{k}(Y) \subseteq \mathrm{FS}\left(\langle n!\rangle_{n=m}^{\infty}\right)$.

Thus we can inductively choose a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $Y \cap \operatorname{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right)$ with the property that, for each $n \in \mathbb{N}$, max fsupp $\left(x_{n}\right)<\ell_{n}<\min \operatorname{fsupp}\left(x_{n+1}\right)$ for some $\ell_{n} \in L$. If $X=\left\{x_{n}: n \in \mathbb{N}\right\}$, then $X$ has the properties required.

Notice that, while the previous results only use MA $(\kappa)$ for a fixed $\kappa<\mathfrak{c}$, the following theorem uses the full strength of Martin's Axiom.

Theorem 12.29. Let $\mathscr{F}$ be a family of subsets of $\mathbb{N}$ contained in some idempotent $q \in \mathbb{N}^{*}$ for which $\mathrm{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right) \in q$. If $|\mathcal{F}|<\mathrm{c}$, Martin's Axiom implies that there is a special strongly summable ultrafilter p for which $\mathcal{F} \subseteq p$.

Proof. We assume Martin's Axiom. Let $\left\langle Y_{\alpha}\right\rangle_{\alpha<\mathfrak{c}}$ be an enumeration of $\mathcal{P}(\mathbb{N})$ and let $\left\langle L_{\alpha}\right\rangle_{\alpha<\mathfrak{c}}$ be an enumeration of the infinite subsets of $\mathbb{N}$.

We can choose $Z_{0} \in\left\{Y_{0}, \mathbb{N} \backslash Y_{0}\right\}$ such that $Z_{0} \in q$. By Corollary 12.28 applied to $\mathcal{F} \cup\left\{Z_{0}\right\}$, we can choose $X_{0} \in \mathcal{F}$ with $\mathrm{FS}\left(X_{0}\right) \subseteq \mathrm{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right)$ such that $\mathrm{FS}_{\infty}\left(X_{0}\right) \subseteq$ $\overline{A \cap Z_{0}}$ for every $A \in \mathcal{F}$ and $L_{0} \backslash \bigcup_{x \in \operatorname{FS}\left(X_{0}\right)} \mathrm{fsupp}(x)$ is infinite. We then make the inductive assumption that $0<\beta<\mathrm{c}$ and that $X_{\alpha} \in \mathcal{S}$ with $\operatorname{FS}\left(X_{\alpha}\right) \subseteq \operatorname{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right)$ has been defined for every $\alpha<\beta$ so that the following conditions hold:
(a) $\mathrm{FS}_{\infty}\left(X_{\alpha}\right) \subseteq \overline{Y_{\alpha}}$ or $\mathrm{FS}_{\infty}\left(X_{\alpha}\right) \subseteq \overline{\mathbb{N} \backslash Y_{\alpha}}$;
(b) if $\delta<\alpha$, then $\mathrm{FS}_{\infty}\left(X_{\alpha}\right) \subseteq F S_{\infty}\left(X_{\delta}\right)$; and
(c) $L_{\alpha} \backslash \bigcup_{x \in \operatorname{FS}\left(X_{\alpha}\right)} \mathrm{fsupp}^{\operatorname{ss}}(x)$ is infinite.

By Lemma 5.11, for each $\alpha<\beta, \mathrm{FS}_{\infty}\left(X_{\alpha}\right)$ is a compact subsemigroup of $\mathbb{N}^{*}$ and hence so is $\bigcap_{\alpha<\beta} \mathrm{FS}_{\infty}\left(X_{\alpha}\right)$ which therefore contains an idempotent $r$. Since $\mathrm{FS}\left(X_{0}\right) \subseteq \mathrm{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right), \mathrm{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right) \in r$. We can choose $Z_{\beta} \in\left\{Y_{\beta}, \mathbb{N} \backslash Y_{\beta}\right\}$ satisfying $Z_{\beta} \in r$. By Corollary 12.28 (applied to $\left\{\operatorname{FS}_{m}\left(X_{\alpha}\right): \alpha<\beta\right.$ and $m \in$ $\mathbb{N}\} \cup\left\{Z_{\beta}\right\}$ in place of $\left.\mathscr{F}\right)$ we can choose $X_{\beta} \in \mathcal{S}$ with $\operatorname{FS}\left(X_{\alpha}\right) \subseteq \mathrm{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right)$ such that $L_{\beta} \backslash \bigcup_{x \in \operatorname{FS}\left(X_{\beta}\right)} \mathrm{fsupp}(x)$ is infinite, $\mathrm{FS}_{\infty}\left(X_{\beta}\right) \subseteq \overline{Z_{\beta}}$, and $\mathrm{FS}_{\infty}\left(X_{\beta}\right) \subseteq \overline{\mathrm{FS}_{m}\left(X_{\alpha}\right)}$ for every $\alpha<\beta$ and every $m \in \mathbb{N}$. Thus $\mathrm{FS}_{\infty}\left(X_{\beta}\right) \subseteq \mathrm{FS}_{\infty}\left(X_{\alpha}\right)$ for every $\alpha<\beta$. So conditions (a)-(c) are satisfied with $\beta$ in place of $\alpha$.

This shows that we can define $X_{\alpha} \in \delta$ for every $\alpha<\mathrm{c}$ so that conditions (a)-(c) are satisfied. We put $p=\left\{B \subseteq \mathbb{N}: \mathrm{FS}_{\infty}\left(X_{\alpha}\right) \subseteq \bar{B}\right.$ for some $\left.\alpha<\mathfrak{c}\right\}$. It is clear that $p$ is a filter. For every $Y \subseteq \mathbb{N}, Y \in p$ or $\mathbb{N} \backslash Y \in p$, and so $p$ is an ultrafilter. Since $\mathrm{FS}_{\infty}\left(X_{0}\right) \subseteq \bigcap_{A \in \mathcal{F}} \bar{A}$, we have $\mathscr{F} \subseteq p$.

Since $\mathrm{FS}\left(X_{0}\right) \subseteq \mathrm{FS}\left(\langle n!)_{n=1}^{\infty}\right)$, we have by Exercise 12.2.1 that for each $m \in \mathbb{N}$, $\mathrm{FS}\left(\langle n!\rangle_{n=m}^{\infty}\right) \in p$. Given $A \in p, A=Y_{\alpha}$ for some $\alpha$ and so $\mathrm{FS}_{\infty}\left(X_{\alpha}\right) \subseteq \bar{A}$ and thus for some $m, \mathrm{FS}_{m}\left(X_{\alpha}\right) \subseteq A$. Condition (3) of the definition holds directly, and so we have that $p$ is a special strongly summable ultrafilter.

Exercise 12.2.1. Show that if $p$ is an idempotent in $\mathbb{N}^{*}$ and $\operatorname{FS}\left(\langle n!\rangle_{n=1}^{\infty}\right) \in p$, then for all $m \in \mathbb{N}, \operatorname{FS}\left(\langle n!\rangle_{n=m}^{\infty}\right) \in p$. (Hint: Use Lemma 6.6 and consider the proof of Lemma 12.18.)

### 12.3 Strongly Summable Ultrafilters - Independence

In the last section we saw that Martin's Axiom implies that strongly summable ultrafilters exist. In this section we show that their existence cannot be deduced in ZFC.

Definition 12.30. $\mathcal{U}$ is a union ultrafilter if and only if $\mathcal{U}$ is an ultrafilter on $\mathcal{P}_{f}(\mathbb{N})$ and for every $\mathcal{A} \in \mathcal{U}$ there is a sequence $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ of pairwise disjoint members of $\mathcal{P}_{f}(\mathbb{N})$ such that $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right) \in \mathcal{U}$ and $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathcal{A}$.

It would appear that union ultrafilters and strongly summable ultrafilters are essentially equivalent notions. This is indeed true, as we shall shortly see. The correspondence in one direction is in fact immediate.

Theorem 12.31. Let $U$ be a union ultrafilter. Let

$$
p=\left\{\left\{\sum_{t \in F} 2^{t-1}: F \in \mathcal{A}\right\}: \mathscr{A} \in \mathcal{U}\right\} .
$$

Then $p$ is a strongly summable ultrafilter.
Proof. The function $f: \mathcal{P}_{f}(\mathbb{N}) \rightarrow \mathbb{N}$ defined by $f(F)=\sum_{t \in F} 2^{t-1}$ is a bijection, so $p$ is trivially an ultrafilter. To see that $p$ is strongly summable, let $A \in p$. Let $\mathcal{A}=\left\{F \in \mathcal{P}_{f}(\mathbb{N}): \sum_{t \in F} 2^{t-1} \in A\right\}$. Then $\mathcal{A} \in \mathcal{U}$ so pick a sequence $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ of pairwise disjoint members of $\mathscr{P}_{f}(\mathbb{N})$ such that $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right) \in \mathcal{U}$ and $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathcal{A}$. For each $n$, let $x_{n}=\sum_{t \in F_{n}} 2^{t-1}$. Then $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$ and $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

To establish the correspondence in the reverse direction, we need some purely arithmetic lemmas. They are somewhat stronger than needed here, but they will be used in their full strength in the next section.

Lemma 12.32. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$ such that, for each $n \in \mathbb{N}, x_{n+1}>$ $4 \sum_{t=1}^{n} x_{t}$. Then each member of $\mathbb{N}$ can be written in at most one way as a linear combination of $x_{n}$ 's with coefficients from $\{1,2,3,4\}$.

Proof. Suppose not and let $z$ be the smallest counterexample. Then (taking as usual $\sum_{t \in \emptyset} x_{t}=0$ ) one has

$$
\begin{aligned}
z & =\sum_{t \in F_{1}} x_{t}+\sum_{t \in F_{2}} 2 x_{t}+\sum_{t \in F_{3}} 3 x_{t}+\sum_{t \in F_{4}} 4 x_{t} \\
& =\sum_{t \in G_{1}} x_{t}+\sum_{t \in G_{2}} 2 x_{t}+\sum_{t \in G_{3}} 3 x_{t}+\sum_{t \in G_{4}} 4 x_{t}
\end{aligned}
$$

where $\left\{F_{1}, F_{2}, F_{3}, F_{4}\right\}$ and $\left\{G_{1}, G_{2}, G_{3}, G_{4}\right\}$ are each pairwise disjoint and not each $F_{i}=G_{i}$. Let $n=\max \bigcup_{i=1}^{4}\left(F_{i} \cup G_{i}\right)$ and assume without loss of generality that
$n \in \bigcup_{i=1}^{4} F_{i}$. Then $n \notin \bigcup_{i=1}^{4} G_{i}$, since if it were we would have $z-x_{n}$ as a smaller counterexample. Thus

$$
\begin{aligned}
z & =\sum_{t \in F_{1}} x_{t}+\sum_{t \in F_{2}} 2 x_{t}+\sum_{t \in F_{3}} 3 x_{t}+\sum_{t \in F_{4}} 4 x_{t} \\
& \geq x_{n} \\
& >4 \sum_{t=1}^{n-1} x_{t} \\
& \geq \sum_{t \in G_{1}} x_{t}+\sum_{t \in G_{2}} 2 x_{t}+\sum_{t \in G_{3}} 3 x_{t}+\sum_{t \in G_{4}} 4 x_{t} \\
& =z
\end{aligned}
$$

a contradiction.
Lemma 12.33. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$ such that, for each $n \in \mathbb{N}, x_{n+1}>$ $4 \sum_{t=1}^{n} x_{t}$. Then each member of $\mathbb{Z}$ can be written in at most one way as a linear combination of $x_{n}$ 's with coefficients from $\{-2,-1,1,2\}$.

Proof. Assume that we have
$\sum_{t \in F_{1}} 2 x_{t}+\sum_{t \in F_{2}} x_{t}-\sum_{t \in F_{3}} x_{t}-\sum_{t \in F_{4}} 2 x_{t}=\sum_{t \in G_{1}} 2 x_{t}+\sum_{t \in G_{2}} x_{t}-\sum_{t \in G_{3}} x_{t}-\sum_{t \in G_{4}} 2 x_{t}$
where $\left\{F_{1}, F_{2}, F_{3}, F_{4}\right\}$ and $\left\{G_{1}, G_{2}, G_{3}, G_{4}\right\}$ are each pairwise disjoint. Then

$$
\begin{aligned}
& \sum_{t \in F_{1} \cap G_{4}} 4 x_{t}+\sum_{\substack{t \in\left(F_{1} \cap G_{3}\right) \\
\cup\left(F_{2} \cap G_{4}\right)}} 3 x_{t}+\sum_{\substack{t \in\left(F_{1} \backslash\left(G_{3} \cup G_{4}\right)\right) \\
\cup\left(G_{4} \backslash\left(F_{1} \cup F_{2}\right)\right) \\
\cup\left(F_{2} \cap G_{3}\right)}} 2 x_{t}+\sum_{\substack{t \in\left(F_{2} \backslash\left(G_{3} \cup G_{4}\right)\right) \\
\cup\left(G_{3} \backslash\left(F_{1} \cup F_{2}\right)\right)}} x_{t} \sum_{t \in G_{1} \cap F_{4}} 4 x_{t}+\sum_{\substack{t \in\left(G_{1} \cap F_{3}\right) \\
\cup\left(G_{2} \cap F_{4}\right)}} 3 x_{t}+\sum_{\substack{t \in\left(G_{1} \backslash\left(F_{3} \cup F_{4}\right)\right) \\
\cup\left(F_{4} \backslash\left(G_{1} \cup G_{2}\right)\right) \\
\cup\left(G_{2} \cap F_{3}\right)}} 2 x_{t}+\sum_{\substack{t \in\left(G_{2} \backslash\left(F_{3} \cup F_{4}\right)\right) \\
\cup\left(F_{3} \backslash\left(G_{1} \cup G_{2}\right)\right)}} x_{t} .
\end{aligned}
$$

Thus, by Lemma 12.32, one has

$$
\begin{gathered}
F_{1} \cap G_{4}=G_{1} \cap F_{4}, \\
\left(F_{1} \cap G_{3}\right) \cup\left(F_{2} \cap G_{4}\right)=\left(G_{1} \cap F_{3}\right) \cup\left(G_{2} \cap F_{4}\right), \\
\left(F_{1} \backslash\left(G_{3} \cup G_{4}\right)\right) \cup\left(G_{4} \backslash\left(F_{1} \cup F_{2}\right)\right) \cup\left(F_{2} \cap G_{3}\right) \\
=\left(G_{1} \backslash\left(F_{3} \cup F_{4}\right)\right) \cup\left(F_{4} \backslash\left(G_{1} \cup G_{2}\right)\right) \cup\left(G_{2} \cap F_{3}\right), \quad \text { and } \\
\left(F_{2} \backslash\left(G_{3} \cup G_{4}\right)\right) \cup\left(G_{3} \backslash\left(F_{1} \cup F_{2}\right)\right)=\left(G_{2} \backslash\left(F_{3} \cup F_{4}\right)\right) \cup\left(F_{3} \backslash\left(G_{1} \cup G_{2}\right)\right) .
\end{gathered}
$$

It is routine to establish from these equations that $F_{i}=G_{i}$ for each $i \in\{1,2,3,4\}$.

Lemma 12.34. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$ such that, for each $n \in \mathbb{N}, x_{n+1}>$ $4 \sum_{t=1}^{n} x_{t}$. If $\{a, b, a+b\} \subseteq \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right), a=\sum_{t \in F} x_{t}$, and $b=\sum_{t \in G} x_{t}$, then $F \cap G=\emptyset$.

Proof. Pick $H \in \mathcal{P}_{f}(\mathbb{N})$ such that $a+b=\sum_{t \in H} x_{t}$. Then

$$
\sum_{t \in H} x_{t}=\sum_{t \in F \Delta G} x_{t}+\sum_{t \in F \cap G} 2 x_{t}
$$

so by Lemma 12.32, $F \cap G=\emptyset$.

Theorem 12.35. Let $p$ be a strongly summable ultrafilter and pick by Lemma 12.20 a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$ and for each $n \in \mathbb{N}, x_{n+1}>$ $4 \sum_{t=1}^{n} x_{t}$. Define $\varphi: \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \rightarrow \mathcal{P}_{f}(\mathbb{N})$ by $\varphi\left(\sum_{t \in F} x_{t}\right)=\left\{x_{t}: t \in F\right\}$. Let $\mathcal{U}=\left\{\mathcal{A} \subseteq \mathcal{P}_{f}(\mathbb{N}): \varphi^{-1}[\mathcal{A}] \in p\right\}$. Then $\mathcal{U}$ is a union ultrafilter.

Proof. Notice first that by Lemma 12.32, the function $\varphi$ is well defined. One has then immediately that $\mathcal{U}$ is an ultrafilter. To see that $\mathcal{U}$ is a union ultrafilter, let $\mathscr{A} \in \mathcal{U}$. Let $A=\varphi^{-1}[\mathcal{A}]$. Then $A \in p$ so pick a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$ and $\operatorname{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \in p$. For $n \in \mathbb{N}$, let $F_{n}=\varphi\left(y_{n}\right)$. By Lemma 12.34, one has for each $H \in \mathcal{P}_{f}(\mathbb{N})$ that $\varphi\left(\sum_{n \in H} y_{n}\right)=\bigcup_{n \in H} F_{n}$. Consequently, one has that $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathcal{A}$ and $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right) \in \mathcal{U}$.

Theorem 12.36. Let $\mathcal{U}$ be a union ultrafilter and let $q=\widetilde{\max }(\mathcal{U})$, where $\widetilde{\max }$ : $\beta\left(\mathscr{P}_{f}(\mathbb{N})\right) \rightarrow \beta \mathbb{N}$ is the continuous extension of $\max : \mathcal{P}_{f}(\mathbb{N}) \rightarrow \mathbb{N}$. Then $q$ is $a$ $P$-point of $\mathbb{N}^{*}$.

Proof. Notice that $q$ is a nonprincipal ultrafilter because $\mathcal{U}$ is and the function max is finite to one on $\mathscr{P}_{f}(\mathbb{N})$. To see that $q$ is a P-point, let $\left\langle A_{n}\right\rangle_{n=1}^{\infty}$ be a sequence of members of $q$. We need to show that there is some $B \in q$ such that $B^{*} \subseteq \bigcap_{n=1}^{\infty} A_{n}{ }^{*}$. We may presume that $A_{1}=\mathbb{N}$ and that $A_{n+1} \subseteq A_{n}$ and $n \notin A_{n+1}$ for all $n$. (In particular $\bigcap_{n=1}^{\infty} A_{n}=\emptyset$.) Define $f: \mathbb{N} \rightarrow \mathbb{N}$ by $f(x)=\max \left\{n \in \mathbb{N}: x \in A_{n}\right\}$. Let

$$
\mathcal{B}_{0}=\left\{F \in \mathcal{P}_{f}(\mathbb{N}): f(\max F) \leq \min F\right\}
$$

and

$$
\mathscr{B}_{1}=\left\{F \in \mathscr{P}_{f}(\mathbb{N}): f(\max F)>\min F\right\}
$$

and pick $i \in\{0,1\}$ such that $\mathscr{B}_{i} \in \mathcal{U}$.

Pick a pairwise disjoint sequence $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathscr{B}_{i}$ and $\operatorname{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right) \in \mathcal{U}$. We may presume that $\min F_{n}<\min F_{n+1}$ for all $n$. Since $\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right) \in \mathcal{U}$, we have that $\left\{\max G: G \in \mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right)\right\} \in q$. Since

$$
\left\{\max F_{n}: n \in \mathbb{N}\right\}=\left\{\max G: G \in \mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right)\right\}
$$

we have $\left\{\max F_{n}: n \in \mathbb{N}\right\} \in q$.
We show first that $i \neq 0$, so suppose instead that $i=0$. Pick $k \in \mathbb{N}$ such that for all $n \geq k, \max F_{n}>\max F_{1}$. Since $q$ is nonprincipal $\left\{\max F_{n}: n \in \mathbb{N}\right.$ and $\left.n \geq k\right\} \in q$. Let $\ell=\min F_{1}$. Now $A_{\ell+1} \in q$ so pick $n \geq k$ such that $\max F_{n} \in A_{\ell+1}$. Then

$$
\ell+1 \leq f\left(\max F_{n}\right)=f\left(\max \left(F_{n} \cup F_{1}\right)\right) \leq \min \left(F_{n} \cup F_{1}\right)=\min F_{1}=\ell
$$

a contradiction.
Thus $i=1$. Let $B=\left\{\max F_{n}: n \in \mathbb{N}\right\}$. Now, if $n, k \in \mathbb{N}$ and max $F_{n} \in B \backslash A_{k}$, then $n \leq \min F_{n}<f\left(\max F_{n}\right)<k$ so $\left|B \backslash A_{k}\right|<k$. Thus $B^{*} \subseteq \bigcap_{n=1}^{\infty} A_{n}{ }^{*}$ as required.

We have need of the following fact which it would take us too far afield to prove.

Theorem 12.37. The existence of P-points in $\mathbb{N}^{*}$ cannot be established in ZFC.

Proof. [360, VI, §4].

Corollary 12.38. The existence of strongly summable ultrafilters can not be established in ZFC.

Proof. By Theorem 12.37 it is consistent relative to ZFC that there are no P-points in $\mathbb{N}^{*}$. Theorem 12.35 shows that if strongly summable ultrafilters exist, so do union ultrafilters, while Theorem 12.36 shows that if union ultrafilters exist so do P-points in $\mathbb{N}^{*}$.

Exercise 12.3.1. As in Theorem 12.31, let $\mathcal{U}$ be a union ultrafilter and let $p=$ $\left\{\left\{\sum_{t \in F} 2^{t-1}: F \in \mathcal{A}\right\}: \mathcal{A} \in \mathcal{U}\right\}$. Define $f: \mathcal{P}_{f}(\mathbb{N}) \rightarrow \mathbb{N}$ by $f(F)=$ $\sum_{t \in F} 2^{t-1}$. Prove that $\widetilde{f}(U)=p$.

Exercise 12.3.2. As in Theorem 12.35, let $p$ be a strongly summable ultrafilter and pick a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$ and for each $n \in \mathbb{N}$, $x_{n+1}>4 \sum_{t=1}^{n} x_{t}$. Define $\varphi: \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \rightarrow \mathcal{P}_{f}(\mathbb{N})$ by $\varphi\left(\sum_{t \in F} x_{t}\right)=\left\{x_{t}: t \in\right.$ $F\}$ and extend $\varphi$ arbitrarily to the rest of $\mathbb{N}$. Let $\mathcal{U}=\left\{\mathcal{A} \subseteq \mathcal{P}_{f}(\mathbb{N}): \varphi^{-1}[\mathcal{A}] \in p\right\}$. Prove that $\widetilde{\varphi}(p)=\mathcal{U}$.

### 12.4 Algebraic Properties of Strongly Summable Ultrafilters

Recall that for any discrete semigroup ( $S,+$ ), an idempotent $p$ in $\beta S$ is strongly right maximal in $\beta S$ if and only if $\{q \in \beta S: q+p=p\}=\{p\}$. We saw in Theorem 9.10 that strongly right maximal idempotents in $\beta \mathbb{N}$ exist.

Theorem 12.39. Let $p \in \beta \mathbb{N}$ be a strongly summable ultrafilter. Then $p$ is a strongly right maximal idempotent.

Proof. By Theorem 12.19, $p$ is an idempotent. Let $q \neq p$ be given. We show that $q+p \neq p$. Pick $A \in p \backslash q$ and pick by Lemma 12.20 a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$, for each $m \in \mathbb{N}, \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$, and $x_{n+1}>4 \sum_{t=1}^{n} x_{t}$ for all $n$. It suffices to show that

$$
\left\{y \in \mathbb{N}:-y+\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p\right\} \subseteq \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)
$$

(In fact equality holds, but we do not care about that.) Indeed, one has then that $\left\{y \in \mathbb{N}:-y+\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p\right\} \notin q$ so $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \notin q+p$ and thus $p \neq q+p$.

To this end, let $a \in \mathbb{N}$ such that $-a+\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$. Then

$$
\left(-a+\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)\right) \cap \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p
$$

So pick a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ such that

$$
\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq\left(-a+\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)\right) \cap \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)
$$

Pick $F$ and $G$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $y_{1}=\sum_{t \in F} x_{t}$ and $y_{2}=\sum_{t \in G} x_{t}$. By Lemma 12.34, $F \cap G=\emptyset$. Also, $a+y_{1}$ and $a+y_{2}$ are in $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$. So pick $H$ and $K$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $a+y_{1}=\sum_{t \in H} x_{t}$ and $a+y_{2}=\sum_{t \in K} x_{t}$. Then

$$
a=\sum_{t \in H} x_{t}-\sum_{t \in F} x_{t}=\sum_{t \in K} x_{t}-\sum_{t \in G} x_{t} .
$$

So $\sum_{t \in G \Delta H} x_{t}+\sum_{t \in G \cap H} 2 x_{t}=\sum_{t \in F \Delta K} x_{t}+\sum_{t \in F \cap K} 2 x_{t}$. Thus, by Lemma $12.32 G \Delta H=F \Delta K$ and $G \cap H=F \cap K$. Since $F \cap G=\emptyset$, one concludes from these equations that $F \subseteq H$. So $a=\sum_{t \in H \backslash F} x_{t}$ and hence $a \in \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ as required.

We saw in Corollary 7.36 that maximal groups in $K(\beta \mathbb{N})$ are as large as possible (and highly noncommutative). That is, they all contain a copy of the free group on $2^{\text {c }}$ generators. We set out to show now that if $p$ is strongly summable, then $H(p)$ is as small (and commutative) as possible, namely a copy of $\mathbb{Z}$.

The next two lemmas are technical lemmas that replace different technical lemmas from the first edition of this book.

Lemma 12.40. If $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ and $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ are sequences in $\mathbb{N}, \operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq$ $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$, and for all $n \in \mathbb{N}, x_{n+1}>4 \sum_{t=1}^{n} x_{t}$, then $\bigcap_{n=1}^{\infty} \overline{\operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=n}^{\infty}\right)} \subseteq$ $\bigcap_{n=1}^{\infty} \overline{\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=n}^{\infty}\right)}$.

Proof. For each $k \in \mathbb{N}$ pick $F_{k} \in \mathcal{P}_{f}(\mathbb{N})$ such that $y_{k}=\sum_{t \in F_{k}} x_{t}$. Given $k \neq l$, $y_{k}+y_{l} \in \mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ so by Lemma 12.33, $F_{k} \cap F_{l}=\emptyset$. Consequently, for each $n \in \mathbb{N}$, there is some $l \in \mathbb{N}$ such that for all $k \geq l, \min F_{k} \geq n$ and thus $\mathrm{FS}\left(\left\langle y_{t}\right\rangle_{t=l}^{\infty}\right) \subseteq \mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=n}^{\infty}\right)$.

We will show after the proof of the following lemma how to weaken the assumption that $x_{n+1}>4 \sum_{t=1}^{n} x_{t}$ to the assumption that $x_{n+1}>2 \sum_{t=1}^{n} x_{t}$.

Lemma 12.41. Let $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ be a sequence in $\mathbb{N}$ such that for each $n \in \mathbb{N}, x_{n+1}>$ $4 \sum_{t=1}^{n} x_{t}$ and let $X=\bigcap_{n=1}^{\infty} \overline{\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=n}^{\infty}\right)}$. If $q, r \in \mathbb{N}^{*}, q+r \in X$, and $r+q \in X$, then $q \in \mathbb{Z}+X$.

Proof. We claim first that it suffices to show that $q \in \mathbb{Z}+X$ under the additional assumption that $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in q$. To see this, note that $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in r+q$ so there is some $m \in \mathbb{N}$ such that $-m+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in q$. Letting $q^{\prime}=m+q$ and $r^{\prime}=-m+r$ we have by Theorem 6.54 that $q^{\prime}+r^{\prime}=q+r \in X$ and $r^{\prime}+q^{\prime}=r+q \in X$ so $q^{\prime} \in \mathbb{Z}+X$ so $q \in \mathbb{Z}+x$.

Thus we assume that we have $q, r \in \mathbb{N}^{*}$ such that $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in q$ and $q+r \in X$. (We no longer need the assumption that $r+q \in X$.) Now $\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in q+r$ so $\left\{n \in \mathbb{N}:-n+\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in r\right\} \in q$ and $\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in q$ so pick $n \in \operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ such that $-n+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in r$. Pick $F \in \mathcal{P}_{f}(\mathbb{N})$ such that $n=\sum_{t \in F} x_{t}$ and let $k=\max F$. Now for each $l>k, \operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)=\bigcup\left\{\sum_{t \in H} x_{t}+\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right)\right.$ : $H \subseteq\{1,2, \ldots, l-1\}\}$, where as usual $\sum_{t \in \emptyset} x_{t}=0$. Thus we may pick $H_{l} \subseteq$ $\{1,2, \ldots, l-1\}$ such that $\sum_{t \in H_{l}} x_{t}+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right) \in q$.

We claim that it suffices to show that each $H_{l} \subseteq\{1,2, \ldots, k\}$. To see this, note that if $H_{l} \neq H_{l+1}$, then by the uniqueness of finite sums of $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ (a consequence of Lemma 12.33), one has that

$$
\left(\sum_{t \in H_{l}} x_{t}+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right)\right) \cap\left(\sum_{t \in H_{l+1}} x_{t}+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=l+1}^{\infty}\right)\right)=\emptyset
$$

a contradiction. Thus there is some $H \subseteq\{1,2, \ldots, k\}$ such that $H_{l}=H$ for every $l>k$. Letting $z=\sum_{t \in H} x_{t}$, one then has that for each $l>k, \operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right) \in-z+q$ so that $q \in z+X$ as required.

So let $l>k$ be given. Since $\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right) \in q+r$, we have that

$$
\left\{w \in \mathbb{N}:-w+\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right) \in r\right\} \in q
$$

so pick $w \in \sum_{t \in H_{l}} x_{t}+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right)$ such that $-w+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right) \in r$ and pick $R \in \mathcal{P}_{f}(\mathbb{N})$ such that $\min R \geq l$ and $w=\sum_{t \in H_{l}} x_{t}+\sum_{t \in R} x_{t}$. Since $-n+$ $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in r$, pick $z \in\left(-n+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)\right) \cap\left(-w+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right)\right)$. Then $\sum_{t \in F} x_{t}+z=n+z \in \mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ so pick $K \in \mathcal{P}_{f}(\mathbb{N})$ such that $\sum_{t \in F} x_{t}+z=$ $\sum_{t \in K} x_{t}$. Since $w+z \in \operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right)$, pick $M \in \mathcal{P}_{f}(\mathbb{N})$ such that min $M \geq l$ and $w+z=\sum_{t \in M} x_{t}$. Then we have

$$
\sum_{t \in M} x_{t}=w+z=\sum_{t \in H_{l}} x_{t}+\sum_{t \in R} x_{t}+\sum_{t \in K} x_{t}-\sum_{t \in F} x_{t} .
$$

Observe that $(M \cup R) \cap\left(H_{l} \cup F\right)=\emptyset$. Let

$$
\begin{aligned}
& A=\left(H_{l} \backslash(F \cup K)\right) \cup\left(K \backslash\left(F \cup H_{l} \cup R\right)\right) \cup(R \backslash K) \cup\left(F \cap H_{l} \cap K\right), \\
& B=(K \cap R) \cup\left(\left(K \cap H_{l}\right) \backslash F\right), \quad \text { and } \\
& C=F \backslash\left(K \cup H_{l}\right) .
\end{aligned}
$$

Then $A, B$, and $C$ are pairwise disjoint and

$$
\begin{aligned}
\sum_{t \in M} x_{t} & =\sum_{t \in H_{l}} x_{t}+\sum_{t \in R} x_{t}+\sum_{t \in K} x_{t}-\sum_{t \in F} x_{t} \\
& =\sum_{t \in A} x_{t}+\sum_{t \in B} 2 x_{t}-\sum_{t \in C} x_{t} .
\end{aligned}
$$

(The easiest way to see this is probably to draw the standard Venn diagram for $F, H_{l}$, and $K$, add a circle for $R$ using the fact that $R \cap\left(H_{l} \cup F\right)=\emptyset$, and fill in each segment with $-1,0,1$, or 2 depending on its contribution to the right-hand sum.)
By Lemma 12.33, we get that $A=M$ and $B=C=\emptyset$. Since $A=M$ we have $\min A \geq l$ so $A \cap H_{l}=\emptyset$. To complete the proof we show that $H_{l} \subseteq F$. To see this, let $x \in H_{l}$ and suppose that $x \notin F$. If $x \in K$, then $x \in B=\emptyset$. If $x \notin K$, then $x \in A \cap H_{l}=\emptyset$.

The assumption that each $x_{n+1}>4 \sum_{t=1}^{n} x_{t}$ in Lemma 12.41 can be weakened to the assumption that members of $\mathbb{N}$ can be written in at most one way as a linear combination of $x_{n}$ 's with coefficients from $\{1,2\}$. (This assumption in turn follows from the assumption that each $x_{n+1}>2 \sum_{t=1}^{n} x_{t}$, which can be seen as in the proof of Lemma 12.32.) The first appeal to Lemma 12.33 in the proof of Lemma 12.41 is replaced directly by this weaker assumption. The conclusion that $A=M$ and $B=C=\emptyset$ follows from this weaker assumption as can be seen by adding $\sum_{t \in C} x_{t}$ to both sides of the equation $\sum_{t \in M} x_{t}=\sum_{t \in A} x_{t}+\sum_{t \in B} 2 x_{t}-\sum_{t \in C} x_{t}$.

As a consequence of the next theorem (and Theorem 12.29) it is consistent with ZFC that there are maximal groups of $(\beta \mathbb{N},+)$ that are just copies of $\mathbb{Z}$. We do not know whether the existence of such small maximal groups can be established in ZFC.

Theorem 12.42. Let $p$ be a strongly summable ultrafilter. If $q \in \mathbb{N}^{*}$ and there exists $r \in \mathbb{N}^{*}$ such that $q+r=r+q=p$, then $q \in \mathbb{Z}+p$. In particular, $H(p)=\mathbb{Z}+p$.

Proof. Let us notice first that since, by Theorem 4.23, $\mathbb{Z}$ is contained in the center of $(\beta \mathbb{Z},+), \mathbb{Z}+p$ is a subgroup of $(\beta \mathbb{Z},+)$. And, by Exercise 4.3.5, $\mathbb{Z}+p \subseteq \beta \mathbb{N}$. Consequently $\mathbb{Z}+p \subseteq H(p)$. The "in particular" conclusion then follows from the first assertion immediately, because any member of $H(p)$ is in $\mathbb{N}^{*}$ and is invertible with respect to $p$.

Assume that we have $q, r \in \mathbb{N}^{*}$ such that $q+r=r+q=p$. Pick by Lemma 12.20 a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ in $\mathbb{N}$ such that for each $n \in \mathbb{N}, x_{n+1}>4 \sum_{t=1}^{n} x_{t}$ and $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=n}^{\infty}\right) \in p$. Let $X=\bigcap_{n=1}^{\infty} \overline{\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=n}^{\infty}\right)}$ and pick by Lemma 12.41 some $z \in \mathbb{Z}$ such that $-z+q \in X$. We claim that $-z+q=p$. Suppose instead that we have some $A \in p \backslash(-z+q)$ and pick by Lemma 12.20 a sequence $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ in $\mathbb{N}$ such that $\operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A \cap \operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ and for each $n \in \mathbb{N}, y_{n+1}>4 \sum_{t=1}^{n} y_{t}$ and $\mathrm{FS}\left(\left\langle y_{t}\right\rangle_{t=n}^{\infty}\right) \in p$. Let $Y=\bigcap_{n=1}^{\infty} \overline{\mathrm{FS}}\left(\left\langle y_{t}\right\rangle_{t=n}^{\infty}\right)$ and pick by Lemma 12.41 some $w \in \mathbb{Z}$ such that $-w+q \in Y$. By Lemma $12.40, Y \subseteq X$ so $-w+q \in X$. Pick $l \in \mathbb{N}$ such that $x_{l}>|w-z|$ and note that any two members of $\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right)$ differ by at least $x_{l}$. Then $w+\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right) \in q$ and $z+\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right) \in q$ so pick $a \in\left(w+\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right)\right) \cap\left(z+\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right)\right)$. Then $a-w$ and $a-z$ are members of $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=l}^{\infty}\right)$ differing by less than $x_{l}$, a contradiction.

We show in the remainder of this section that it is consistent with the usual axioms of set theory that there exist idempotents in $(\beta \mathbb{N},+)$ which can only be written as a sum of elements of $\beta \mathbb{N}$ in a trivial fashion.

Lemma 12.43. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be an increasing sequence in $\mathbb{N}$ with the property that for each $n \in \mathbb{N}$, $x_{n}$ divides $x_{n+1}$. If $a, b, m \in \mathbb{N}, a \leq x_{m}, x_{m+1}$ divides $b$, and $a+b \in \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$, then $a \in \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ and $b \in \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$.

Proof. Pick $F \in \mathscr{P}_{f}(\mathbb{N})$ such that $a+b=\sum_{t \in F} x_{t}$. Let $G=F \cap\{1,2, \ldots, m\}$ and let $H=F \backslash\{1,2, \ldots, m\}$. Then $a-\sum_{t \in G} x_{t}=\sum_{t \in H} x_{t}-b\left(\right.$ where $\left.\sum_{t \in \emptyset} x_{t}=0\right)$. Then $x_{m+1}$ divides $\sum_{t \in H} x_{t}-b$ while $\left|a-\sum_{t \in G} x_{t}\right|<x_{m+1}$, so $a-\sum_{t \in G} x_{t}=$ $\sum_{t \in H} x_{t}-b=0$.

Lemma 12.44. Let $p$ be a special strongly summable ultrafilter, let $q \in \beta \mathbb{N}$, and let $r \in \bigcap_{n=1}^{\infty} c \ell(\mathbb{N} n)$. If $p=q+r$, then $q=r=p$.

Proof. By Theorem 12.39 it suffices to show that $r=p$. So suppose not and pick $A \in p \backslash r$. Pick an increasing sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$,
$\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$, and for each $n \in \mathbb{N}, x_{n}$ divides $x_{n+1}$. Then $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in q+r$ so pick $a \in \mathbb{N}$ such that $-a+\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in r$. Pick $m \in \mathbb{N}$ such that $x_{m} \geq a$. Pick

$$
b \in\left(-a+\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)\right) \cap \mathbb{N} x_{m+1} \cap(\mathbb{N} \backslash A)
$$

Then $a+b \in \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right), a \leq x_{m}$, and $x_{m+1}$ divides $b$ so by Lemma 12.43, $b \in \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$, a contradiction.

Of course, any idempotent $p$ in $\beta \mathbb{N}$ can be written as $(p-n)+(p+n)$ for any $n \in \mathbb{Z}$. We see now that if $p$ is a special strongly summable ultrafilter, then this is the only way that $p$ can be written as a sum.

Theorem 12.45. Let $p$ be a special strongly summable ultrafilter and let $q, r \in \beta \mathbb{N}$. If $p=q+r$, then $q$ and $r$ are in $\mathbb{Z}+p$.

Proof. We claim that it suffices to show that $r \in \mathbb{Z}+\bigcap_{n=1}^{\infty} c \ell(\mathbb{N} n)$. For assume we have $k \in \mathbb{Z}$ such that $-k+r \in \bigcap_{n=1}^{\infty} c \ell(\mathbb{N} n)$. Then $(k+q)+(-k+r)=p$ so by Lemma 12.44, $k+q=-k+r=p$.

Thus we suppose that $r \notin \mathbb{Z}+\bigcap_{n=1}^{\infty} c \ell(\mathbb{N} n)$, so that also $q \notin \mathbb{Z}+\bigcap_{n=1}^{\infty} c \ell(\mathbb{N} n)$. Define

$$
\alpha: \mathbb{N} \rightarrow \underset{t=1}{\infty}\{0,1, \ldots, t\}
$$

by the equation $x=\sum_{t=1}^{\infty} \alpha(x)(t) \cdot t$ ! (It is easy to see that any positive integer has a unique such factorial expansion.) Let $\widetilde{\alpha}$ be the continuous extension of $\alpha$ to $\beta \mathbb{N}$.

Let $M=\{t \in \mathbb{N}: \widetilde{\alpha}(q)(t) \neq t\}$ and let $L=\{t \in \mathbb{N}: \widetilde{\alpha}(q)(t) \neq 0\}$. We claim that both $M$ and $L$ are infinite. To see that $M$ is infinite, suppose instead we have some $k \in \mathbb{N}$ such that for all $t>k, \widetilde{\alpha}(q)(t)=t$. Let $z=(k+1)!-\sum_{t=1}^{k} \widetilde{\alpha}(q)(t) \cdot t!$. We claim that $q+z \in \bigcap_{n=1}^{\infty} c \ell(\mathbb{N} n)$, a contradiction. To see this, let $n \in \mathbb{N}$ be given with $n>k$. We show that $-z+\mathbb{N}(n+1)!\in q$. Now, by the continuity of $\widetilde{\alpha}$,

$$
\begin{aligned}
& \mathbb{N}(n+1)!+\sum_{t=1}^{n} \widetilde{\alpha}(q)(t) \cdot t! \\
& \quad=\{x \in \mathbb{N}: \text { for all } t \in\{1,2, \ldots, n\}, \alpha(x)(t)=\widetilde{\alpha}(q)(t)\} \in q
\end{aligned}
$$

We claim that

$$
\mathbb{N}(n+1)!+\sum_{t=1}^{n} \widetilde{\alpha}(q)(t) \cdot t!\subseteq-z+\mathbb{N}(n+1)!
$$

To see this, let $w \in \mathbb{N}(n+1)!+\sum_{t=1}^{n} \widetilde{\alpha}(q)(t) \cdot t!$. Then

$$
w=a \cdot(n+1)!+\sum_{t=k+1}^{n} t \cdot t!+\sum_{t=1}^{k} \widetilde{\alpha}(q)(t) \cdot t!
$$

so

$$
w+z=a \cdot(n+1)!+\sum_{t=k+1}^{n} t \cdot t!+(k+1)!=(a+1) \cdot(n+1)!
$$

as required.
Similarly, if $L$ is finite so that for some $k$, one has $\widetilde{\alpha}(q)(t)=0$ for all $t>k$, and $z=\sum_{t=1}^{k} \widetilde{\alpha}(q)(t) \cdot t!$, then $q-z \in \bigcap_{n=1}^{\infty} c \ell(\mathbb{N} n)$.

Since $p$ is a special strongly summable ultrafilter, pick a sequence $\left\langle z_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle z_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathrm{FS}\left(\langle t!\rangle_{t=1}^{\infty}\right), \mathrm{FS}\left(\left\langle z_{n}\right\rangle_{n=1}^{\infty}\right) \in p$ and $M \backslash \bigcup\{\operatorname{fsupp}(y): y \in$ $\left.\mathrm{FS}\left(\left\langle z_{n}\right\rangle_{n=1}^{\infty}\right)\right\}$ is infinite. Let $K=\bigcup\left\{\operatorname{fsupp}(y): y \in \mathrm{FS}\left(\left\langle z_{n}\right\rangle_{n=1}^{\infty}\right)\right\}$.

Now $\operatorname{FS}\left(\left\langle z_{n}\right\rangle_{n=1}^{\infty}\right) \in q+r$ so pick $a \in \mathbb{N}$ such that $-a+\operatorname{FS}\left(\left\langle z_{n}\right\rangle_{n=1}^{\infty}\right) \in r$. Pick $m \in \mathbb{N}$ such that $a<m!$ and pick $\ell>s>m$ such that $\ell \in M \backslash K$ and $s \in L$. Now $\mathrm{FS}\left(\langle t!\rangle_{t=\ell+1}^{\infty}\right) \in p$ so

$$
\left\{x \in \mathbb{N}:-x+\operatorname{FS}\left(\langle t!\rangle_{t=\ell+1}^{\infty}\right) \in r\right\} \cap\left(\mathbb{N}(\ell+1)!+\sum_{t=1}^{\ell} \widetilde{\alpha}(q)(t) \cdot t!\right) \in q
$$

so pick $b \in \mathbb{N}(\ell+1)!+\sum_{t=1}^{\ell} \widetilde{\alpha}(q)(t) \cdot t!$ such that $-b+\mathrm{FS}\left(\langle t!\rangle_{t=\ell+1}^{\infty}\right) \in r$. Pick

$$
x \in\left(-b+\mathrm{FS}\left(\langle t!\rangle_{t=\ell+1}^{\infty}\right)\right) \cap\left(-a+\mathrm{FS}\left(\left\langle z_{n}\right\rangle_{n=1}^{\infty}\right)\right)
$$

Then $b+x=\sum_{t \in G} t$ ! where $\min G \geq \ell+1$ and for some $d \in \mathbb{N}$,

$$
b=d \cdot(\ell+1)!+\sum_{t=1}^{\ell} \widetilde{\alpha}(q)(t) \cdot t!
$$

Since $s \in L, \widetilde{\alpha}(q)(s) \neq 0$ so

$$
\sum_{t=1}^{s} \widetilde{\alpha}(q)(t) \cdot t!-a \geq s!-a>0
$$

and

$$
\sum_{t=1}^{s} \widetilde{\alpha}(q)(t) \cdot t!-a<\sum_{t=1}^{s} \widetilde{\alpha}(q)(t) \cdot t!<(s+1)!
$$

so $\sum_{t=1}^{s} \widetilde{\alpha}(q)(t) \cdot t!-a=\sum_{t=1}^{s} c_{t} \cdot t$ ! where each $c_{t} \in\{0,1, \ldots, t\}$ and not all $c_{t}$ 's are 0 .

Now $b+x \in \operatorname{FS}\left(\left\langle z_{n}\right\rangle_{n=1}^{\infty}\right)+(b-a)$ so for some $H \in \mathcal{P}_{f}(\mathbb{N})$,

$$
\begin{aligned}
\sum_{t \in G} t! & =b+x \\
& =\sum_{n \in H} z_{n}+(b-a) \\
& =\sum_{n \in H} z_{n}+d \cdot(\ell+1)!+\sum_{t=1}^{\ell} \widetilde{\alpha}(q)(t) \cdot t!-a \\
& =\sum_{n \in H} z_{n}+d \cdot(\ell+1)!+\sum_{t=s+1}^{\ell} \widetilde{\alpha}(q)(t) \cdot t!+\sum_{t=1}^{s} \widetilde{\alpha}(q)(t) \cdot t!-a \\
& =\sum_{n \in H} z_{n}+d \cdot(\ell+1)!+\sum_{t=s+1}^{\ell} \widetilde{\alpha}(q)(t) \cdot t!+\sum_{t=1}^{s} c_{t} \cdot t!.
\end{aligned}
$$

Pick $I \in \mathscr{P}_{f}(\mathbb{N})$ such that $\sum_{n \in H} z_{n}=\sum_{t \in I} t$ ! and let $I_{1}=I \cap\{1,2, \ldots, \ell\}$ and $I_{2}=I \backslash\{1,2, \ldots, \ell\}$. Then

$$
\sum_{t \in G} t!-d \cdot(\ell+1)!-\sum_{t \in I_{2}} t!=\sum_{t \in I_{1}} t!+\sum_{t=s+1}^{\ell} \widetilde{\alpha}(q)(t) \cdot t!+\sum_{t=1}^{s} c_{t} \cdot t!
$$

Now $(\ell+1)$ ! divides the left-hand side of this equation. On the other hand, $\ell \notin K$ so $\ell \notin I_{1}$ and $\ell \in M$ so $\widetilde{\alpha}(q)(\ell) \leq \ell-1$. Thus

$$
\begin{aligned}
0 & <\sum_{t \in I_{1}} t!+\sum_{t=s+1}^{\ell} \widetilde{\alpha}(q)(t) \cdot t!+\sum_{t=1}^{s} c_{t} \cdot t! \\
& \leq \sum_{t=1}^{\ell-1} t!+\sum_{t=1}^{\ell-1} t \cdot t!+(\ell-1) \cdot \ell! \\
& =\sum_{t=2}^{\ell-1} t!+\ell \cdot \ell! \\
& <(\ell+1)!
\end{aligned}
$$

a contradiction.

### 12.5 Notes

The presentation of Martin's Axiom is based on that by K. Kunen in [286]. See the book by D. Fremlim [152] for substantial information about Martin's Axiom.

It was shown in 1972 in [186] that the (then unproved) Finite Sums Theorem together with the continuum hypothesis implied the existence of an ultrafilter $p$ on $\mathbb{N}$
such that, for every $A \in p,\{x \in \mathbb{N}:-x+A \in p\} \in p$. And A. Taylor (unpublished) showed that the continuum hypothesis could be weakened to Martin's Axiom. Of course, we now know that such an ultrafilter is simply an idempotent in $(\beta \mathbb{N},+)$. (See the notes to Chapter 5 for the history of the discovery of this fact.) With this knowledge it appeared that nothing interesting remained in [186]. Then, in 1985, E. van Douwen noted in conversation that in fact the ultrafilter produced there had the stronger property that it was generated by sets of the form $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$, and wondered if the existence of such an ultrafilter could be proved in ZFC. This question led to the investigation of strongly summable ultrafilters in $\beta \mathbb{N}$, beginning with [200]. V. Malykhyn had shown in [300] that Martin's Axiom implies the existence of strongly summable ultrafilters in $\beta G$, where $G$ denotes a countable Boolean group.

Union ultrafilters were introduced by A. Blass in [68]. Theorem 12.37, one of four nonelementary results used in this book that we do not prove, is due to S. Shelah. Corollary 12.38 is due to P. Matet [301]. The proof of Corollary 12.38 presented here is from [71], a result of collaboration with A. Blass.

Theorem 12.39 is from [70], a result of collaboration with A. Blass.
Theorem 12.42 is from [205]. In [294], L. Legette proved that Martin's Axiom implies that there exist trivial maximal groups in $\beta S$, where $S$ is either the free semigroup or the free group on countably many generators.

Some of the results of this chapter have been generalized in [242] (a result of collaboration with I. Protasov) to countably infinite Abelian groups. If $G$ is a group of this kind, the existence of strongly summable nonprincipal ultrafilters on $G$ follows from Martin's Axiom, but cannot be demonstrated in ZFC. If $G$ can be embedded in the unit circle, then any strongly summable ultrafilter $p \in G^{*}$ has the property that the equation $p+x=p$ has the unique solution $x=p$ in $G^{*}$, and so does the equation $x+p=p$. It also follows from Martin's Axiom that there are nonprincipal strongly summable ultrafilters $p \in G^{*}$ with the remarkable algebraic property that, for any $x, y \in G^{*}, x+y=p$ implies that $x$ and $y$ are both in $G+p$.

If $G$ is a countably infinite Boolean group, the existence of a nonprincipal strongly summable ultrafilter $p$ on $G$ has an interesting consequence. The ultrafilter $p$ can be used to define a nondiscrete extremally disconnected topology on $G$ for which $G$ is a topological group, with the property that $p$ is the only nonprincipal ultrafilter on $G$ converging to the identity. It is not known whether the existence of an extremally disconnected topological group can be demonstrated in ZFC. Y. Zelenyuk showed in [400] that any extremally disconnected topological group defined in ZFC has the property that every countable discrete subset is closed. He proved in [391] that there is a P-point in $\mathbb{N}^{*}$ if there is a countably infinite topological group for which the set of ultrafilters converging to the identity is finite. So a group of this kind cannot be defined in ZFC.

## Chapter 13

## Multiple Structures in $\beta S$

We deal in this chapter with the relationships among different operations on the same set $S$, as for example the semigroups $(\mathbb{N},+)$ and $(\mathbb{N}, \cdot)$. We also include a section considering the relationships between the left continuous and right continuous extensions of an operation $\cdot$ on $S$.

### 13.1 Sums Equal to Products in $\boldsymbol{\beta Z}$

The earliest applications of the theory of compact right topological semigroups to Ramsey Theory involved the semigroups $(\mathbb{N},+$ ) and $(\mathbb{N}, \cdot)$. (See Chapters 5 and 17 for several examples.) In investigating these applications, the question arose whether the equation $q+p=s \cdot r$ has any solutions in $\mathbb{N}^{*}$, or indeed in $\mathbb{Z}^{*}$. These questions remain open, but we present several partial results in this section.

We begin with the only nontrivial instance of the distributive law known to hold in $\beta \mathbb{Z}$. (For more information about the distributive law see Section 13.2.)

Since we are dealing with two operations, the notations $\lambda_{p}$ and $\rho_{p}$ are now ambiguous. We adopt the convention in Sections 13.1 and 13.2 that $\rho_{p}(q)=q+p$ and $\lambda_{p}(q)=p+q$ and introduce the notations $r_{p}(q)=q \cdot p$ and $\ell_{p}(q)=p \cdot q$.

If $p \in \beta \mathbb{Z},-p$ denotes $(-1) \cdot p=\{-A: A \in p\}$.
Lemma 13.1. Let $n \in \mathbb{Z}$ and let $p, q \in \beta \mathbb{Z}$. Then $n \cdot(p+q)=n \cdot p+n \cdot q$ and $(p+q) \cdot n=p \cdot n+q \cdot n$.

Proof. Since, by Theorem $4.23, \mathbb{Z}$ is contained in the center of $(\beta \mathbb{Z}, \cdot)$, the second assertion follows from the first.

Now $n \cdot(p+q)=\left(\ell_{n} \circ \rho_{q}\right)(p)$ and $n \cdot p+n \cdot q=\left(\rho_{n \cdot q} \circ \ell_{n}\right)(p)$ so it suffices to show that the functions $\ell_{n} \circ \rho_{q}$ and $\rho_{n \cdot q} \circ \ell_{n}$ agree on $\mathbb{Z}$. So let $m \in \mathbb{Z}$ be given. Then

$$
\left(\ell_{n} \circ \rho_{q}\right)(m)=n \cdot(m+q)=\left(\ell_{n} \circ \lambda_{m}\right)(q)
$$

and

$$
\left(\rho_{n \cdot q} \circ \ell_{n}\right)(m)=n \cdot m+n \cdot q=\left(\lambda_{n \cdot m} \circ \ell_{n}\right)(q)
$$

Since the distributive law holds in $\mathbb{Z}$, the functions $\ell_{n} \circ \lambda_{m}$ and $\lambda_{n \cdot m} \circ \ell_{n}$ agree on $\mathbb{Z}$.

We have occasionally used the canonical mapping from $\mathbb{Z}$ to $\mathbb{Z}_{n}$ before. In this chapter it will be used in several proofs, so we fix some notation for it.

Definition 13.2. Let $n \in \mathbb{N}$. Then $h_{n}: \mathbb{Z} \rightarrow \mathbb{Z}_{n}$ denotes the canonical mapping.
Notice that the continuous extension $\widetilde{h_{n}}: \beta \mathbb{Z} \rightarrow \mathbb{Z}_{n}$ of $h_{n}$ is a homomorphism both from $(\beta \mathbb{Z},+)$ to $\left(\mathbb{Z}_{n},+\right)$ and from $(\beta \mathbb{Z}, \cdot)$ to $\left(\mathbb{Z}_{n}, \cdot\right)$ (by Lemma 2.14).

Definition 13.3. Let $b$ be a real number satisfying $b>1$. We define $\phi_{b}: \mathbb{N} \rightarrow \omega$ by putting $\phi_{b}(n)=\left\lfloor\log _{b}(n)\right\rfloor$. As usual, $\widetilde{\phi_{b}}: \beta \mathbb{N} \rightarrow \beta \omega$ denotes the continuous extension of $\phi_{b}$.

Lemma 13.4. Let $p \in \mathbb{N}^{*}$ and let $b>1$.
(i) $\widetilde{\phi_{b}}(q+p) \in \widetilde{\phi_{b}}(p)+\{-1,0,1\}$ for every $q \in \beta \mathbb{Z}$;
(ii) $\widetilde{\phi_{b}}(q p) \in \widetilde{\phi_{b}}(q)+\widetilde{\phi_{b}}(p)+\{0,1\}$ for every $q \in \beta \mathbb{N}$.

Proof. (i) Choose $\epsilon>0$ with the property that $\left|\log _{b}(1+t)\right|<1$ if $t \in(-\epsilon, \epsilon)$. If $m \in \mathbb{Z}, n \in \mathbb{N}$, and $|m|<\epsilon n$, we have $\log _{b}(m+n)=\log _{b} n+\log _{b}\left(1+\frac{m}{n}\right)$ and hence $\phi_{b}(m+n) \in \phi_{b}(n)+\{-1,0,1\}$.

For each $i \in\{-1,0,1\}$, we define $M_{i} \subseteq \mathbb{Z}$ by putting $m \in M_{i}$ if $\left\{n \in \mathbb{N}: \phi_{b}(m+\right.$ $\left.n)=\phi_{b}(n)+i\right\} \in p$. Since the sets $M_{i}$ partition $\mathbb{Z}$, we can choose $j \in\{-1,0,1\}$ such that $M_{j} \in q$. For each $m \in M_{j}$, let $N_{m}=\left\{n \in \mathbb{N}: \phi_{b}(m+n)=\phi_{b}(n)+j\right\} \in$ $p$. We have:

$$
\begin{aligned}
\widetilde{\phi_{b}}(q+p) & =\underset{m \in M_{j}}{q-\lim _{j \in N_{m}} p-\lim _{b}(m+n)} \\
& =\underset{m \in M_{j}}{q-\lim _{n} p-\lim _{n \in N_{m}}\left(\phi_{b}(n)+j\right)} \\
& =\widetilde{\phi_{b}}(p)+j .
\end{aligned}
$$

(ii) This follows in the same way from the observation that, for every $m, n \in \mathbb{N}$, $\phi_{b}(m n) \in \phi_{b}(m)+\phi_{b}(n)+\{0,1\}$.

Theorem 13.5. Let $p \in \mathbb{Z}^{*}$, let $q \in \beta \mathbb{Z}$, let $n \in \mathbb{Z}$ and assume that $n \cdot p=q+p$. Then $n=1$ and thus $p=q+p$. If $q \in \mathbb{Z}$, then $q=0$.

Proof. We may assume that $p \in \mathbb{N}^{*}$, since otherwise, by Lemma 13.1, we could replace $p$ by $-p$ and $q$ by $-q$. Now by Exercise $4.3 .5, q+p \in \mathbb{N}^{*}$. And trivially $0 \cdot p=0$, while $n \in-\mathbb{N}$ implies that $n \cdot p \in-\mathbb{N}^{*}$. Thus $n \in \mathbb{N}$.

Suppose that $n>1$. We can then choose $b \in \mathbb{R}$ satisfying $1<b^{2}<n$. So $\phi_{b}(n) \geq 2$. It follows from Lemma 13.4 that $\widetilde{\phi_{b}}(n \cdot p)=\widetilde{\phi_{b}}(p)+k$ for some $k \geq 2$ in $\mathbb{N}$. On the other hand, $\widetilde{\phi_{b}}(q+p) \in \widetilde{\phi_{b}}(p)+\{-1,0,1\}$. By Lemma 6.28, this is a contradiction.

It is easy to find solutions to the equation $q+p=n \cdot r$ where $n \in \mathbb{Z}$. The next two results are concerned with multiple solutions to such an equation for fixed $p$ and $r$.

Such multiple solutions are used in Theorem 13.9 to characterize the existence of $q$ and $s$ in $\mathbb{Z}^{*}$ with $q+p=s \cdot r$.

Lemma 13.6. Let $p, r \in \mathbb{Z}^{*}$, let $s, t \in \beta \mathbb{Z}$, and let $m, n \in \mathbb{Z}$. If $s+p=m \cdot r$ and $t+p=n \cdot r$, then $m=n$.

Proof. We may suppose that $p \in \mathbb{N}^{*}$, since otherwise, by Lemma 13.1, we could replace $p, s, t$, and $r$ by $-p,-s,-t$, and $-r$ respectively. This implies that $s+p$ and $t+p$ are in $\mathbb{N}^{*}$, by Exercise 4.3.5, and hence that $m \neq 0$ and $n \neq 0$. Therefore $r, m$, and $n$ are all in $\beta \mathbb{N}$ or all in $-\beta \mathbb{N}$. We may suppose that $r, m, n \in \beta \mathbb{N}$, since otherwise we could replace $r, m$, and $n$ by $-r,-m$, and $-n$ respectively.

If $n \neq m$, we may suppose without loss of generality that $n>m$. We can choose $b \in \mathbb{R}$ satisfying $b>1$ and $m b^{4}<n$. So $\phi_{b}(n) \geq \phi_{b}(m)+4$.

By Lemma 13.4, $\widetilde{\phi_{b}}(n \cdot r)=\widetilde{\phi_{b}}(m \cdot r)+k$ for some $k \geq 3$ in $\mathbb{N}$. We also know that $\widetilde{\phi_{b}}(s+p)$ and $\widetilde{\phi_{b}}(t+p)$ are both in $\widetilde{\phi_{b}}(p)+\{-1,0,1\}$. So $\widetilde{\phi_{b}}(t+p)=\widetilde{\phi_{b}}(s+p)+\ell$ for some $\ell \in\{-2,-1,0,1,2\}$. Since $\ell \neq k$, this contradicts Lemma 6.28.

This establishes that $n=m$.
Lemma 13.7. Let $p, r \in \mathbb{Z}^{*}$ and let $m, n, m^{\prime}, n^{\prime} \in \mathbb{Z}$. If $m+p=n \cdot r$ and $m^{\prime}+p=$ $n^{\prime} \cdot r$, then $(m, n)=\left(m^{\prime}, n^{\prime}\right)$.

Proof. By Lemma 13.6, $n=n^{\prime}$. It then follows from Lemma 6.28 that $m=m^{\prime}$.
As we remarked at the beginning of this section, we are primarily concerned with two questions, namely whether there exist solutions to the equation $q+p=s \cdot r$ in $\mathbb{N}^{*}$ and whether there exist such solutions in $\mathbb{Z}^{*}$. Now, of course, an affirmative answer to the first question implies an affirmative answer to the second. Further, the reader is asked to show in Exercise 13.1.1 that if $p, r, s \in \mathbb{Z}^{*}$ and there exists $q \in \mathbb{Z}^{*}$ such that $q+p=s \cdot r$, then there exists $q^{\prime} \in \mathbb{Z}^{*}$ such that $q^{\prime}+|p|=|s| \cdot|r|$, where $|p|$ has its obvious meaning. Thus the questions are nearly the same. However, it is conceivable that one could have $p, r, s \in \mathbb{N}^{*}$ and $q \in-\mathbb{N}^{*}$ such that $q+p=s \cdot r$ but not have any $q^{\prime} \in \mathbb{N}^{*}$ such that $q^{\prime}+p=s \cdot r$. Accordingly, we address both questions.

Lemma 13.8. Let $p, q, r \in \mathbb{Z}^{*}$ and let

$$
H=\{m \in \mathbb{Z}: \text { there exists } t \in \beta \mathbb{Z} \text { such that } m+p=t \cdot r\}
$$

There exists $s \in \mathbb{Z}^{*}$ such that $q+p=s \cdot r$ if and only if $H \in q$.
Proof. Necessity. Pick $s \in \mathbb{Z}^{*}$ such that $q+p=s \cdot r$. We note that, by Lemma 13.6, there is at most one $a \in \mathbb{Z}$ for which $a \cdot r \in \beta \mathbb{Z}+p$. Thus, if $S=\{n \in \mathbb{Z}$ : $n \cdot r \notin \beta \mathbb{Z}+p\}$, we have $S \in s$. Suppose that $H \notin q$ and let $B=\mathbb{Z} \backslash H \in q$. Since $q+p \in c \ell(B+p)$ and $s \cdot r \in c \ell(S \cdot r)$, it follows from Theorem 3.40, that
$m+p \in \beta \mathbb{Z} \cdot r$ for some $m \in B$, or else $n \cdot r \in \beta \mathbb{Z}+p$ for some $n \in S$. The first possibility can be ruled out because it implies that $m \in B \cap H$. The second can be ruled out by our choice of $S$.

Sufficiency. We note that there is at most one $m \in H$ for which $m+p \in \mathbb{Z} \cdot r$ (by Lemma 13.7). Let $H^{\prime}=\left\{m \in \mathbb{Z}: m+p \in \mathbb{Z}^{*} \cdot r\right\}$. Then $H^{\prime} \in q$ and hence $q+p \in c \ell_{\beta \mathbb{Z}}\left(H^{\prime}+p\right) \subseteq c \ell_{\beta \mathbb{Z}}\left(\mathbb{Z}^{*} \cdot r\right)=\mathbb{Z}^{*} \cdot r$.

Theorem 13.9. Let $p, r \in \mathbb{Z}^{*}$, let

$$
G=\left\{q \in \mathbb{Z}^{*}: \text { there exists } s \in \mathbb{Z}^{*} \text { such that } q+p=s \cdot r\right\}
$$

and let

$$
H=\{m \in \mathbb{Z}: \text { there exists } t \in \beta \mathbb{Z} \text { such that } m+p=t \cdot r\}
$$

Then the following statements are equivalent:
(a) $G \neq \emptyset$.
(b) $|H|=\omega$.
(c) $|G|=2^{c}$.

Proof. (a) implies (b). Pick $q \in G$. By Lemma 13.8, $H \in q$ so, since $q \in \mathbb{Z}^{*}$, $|H|=\omega$.
(b) implies (c). By Theorem 3.58, $\left|\left\{q \in \mathbb{Z}^{*}: H \in q\right\}\right|=2^{\mathfrak{c}}$ so by Lemma 13.8, $|G|=2^{\mathrm{c}}$.

That (c) implies (a) is trivial.
Theorem 13.10. Let $p, r \in \mathbb{N}^{*}$, let

$$
G=\left\{q \in \mathbb{N}^{*}: \text { there exists } s \in \mathbb{N}^{*} \text { such that } q+p=s \cdot r\right\}
$$

and let

$$
H=\{m \in \mathbb{N}: \text { there exists } t \in \beta \mathbb{N} \text { such that } m+p=t \cdot r\}
$$

Then the following statements are equivalent:
(a) $G \neq \emptyset$.
(b) $|H|=\omega$.
(c) $|G|=2^{\text {c }}$.

Proof. (a) implies (b). Pick $q \in G$. By Lemma 13.8,

$$
\{m \in \mathbb{Z}: \text { there exists } t \in \beta \mathbb{Z} \text { such that } m+p=t \cdot r\} \in q \text {. }
$$

Since also $\mathbb{N} \in q$, one has

$$
\{m \in \mathbb{N}: \text { there exists } t \in \beta \mathbb{Z} \text { such that } m+p=t \cdot r\} \in q .
$$

Now, given $m \in \mathbb{N}$ and $t \in \beta \mathbb{Z}$ such that $m+p=t \cdot r$, one has $m+p \in \mathbb{N}^{*}$, so one also must have $t \in \beta \mathbb{N}$. (Otherwise $t \cdot r \in-\mathbb{N}^{*} \cup\{0\}$.) Thus $H \in q$ and therefore $|H|=\omega$.
(b) implies (c). By Theorem 3.58, $\left|\left\{q \in \mathbb{N}^{*}: H \in q\right\}\right|=2^{\text {c }}$. Further,

$$
H \subseteq\{m \in \mathbb{Z}: \text { there exists } t \in \beta \mathbb{Z} \text { such that } m+p=t \cdot r\}
$$

So by Lemma 13.8 , if $q \in \mathbb{N}^{*}$ and $H \in q$, then there is some $s \in \mathbb{Z}^{*}$ such that $q+p=s \cdot r$. Since $r$ and $q+p$ are in $\mathbb{N}^{*}, s \in \mathbb{N}^{*}$, so that $q \in G$.

To put Theorems 13.9 and 13.10 in context, notice that we do not know whether the set $H$ ever has two members, let alone infinitely many members. Notice also that if $H, p$, and $r$ are as in Theorem 13.10, then $H+p \subseteq \beta \mathbb{N} \cdot r$. Theorem 13.12 characterizes the existence of such $H$.

Definition 13.11. Let $\emptyset \neq H \subseteq \mathbb{N}$. Then

$$
\mathcal{T}_{H}=\left\{A \subseteq \mathbb{N}: \text { there exists } F \in[H]^{<\omega} \text { such that } \mathbb{N}=\bigcup_{n \in F}(-n+A)\right\}
$$

Theorem 13.12. Let $H \subseteq \mathbb{N}$ with $|H|>1$. Then there exist $p, r \in \mathbb{N}^{*}$ such that $H+p \subseteq \beta \mathbb{N} \cdot r$ if and only if there is a choice of $x_{A} \in \mathbb{N}$ for each $A \in \mathcal{T}_{H}$ such that $\left\{x_{A}{ }^{-1} A: A \in \mathcal{T}_{H}\right\}$ has the infinite finite intersection property.

Proof. Sufficiency. Pick by Corollary $3.14 r \in \mathbb{N}^{*}$ such that $\left\{x_{A}{ }^{-1} A: A \in \mathcal{T}_{H}\right\} \subseteq r$. Recall that $C(r)=\left\{A \subseteq \mathbb{N}\right.$ : for all $\left.x \in \mathbb{N}, x^{-1} A \in r\right\}$ and that, by Theorem 6.18, $\beta \mathbb{N} \cdot r=\{p \in \beta \mathbb{N}: C(r) \subseteq p\}$. We claim that $\{-n+B: B \in C(r)$ and $n \in H\}$ has the finite intersection property. Since $C(r)$ is a filter, it suffices to let $B \in C(r)$ and $F \in \mathscr{P}_{f}(H)$ and show that $\bigcap_{n \in F}(-n+B) \neq \emptyset$. So suppose instead that $\bigcap_{n \in F}(-n+B)=\emptyset$. Let $A=\mathbb{N} \backslash B$. Then $A \in \mathcal{T}_{H}$ so $x_{A}{ }^{-1} A \in r$ so $B \notin C(r)$, a contradiction.

Pick $p \in \beta \mathbb{N}$ such that $\{-n+B: B \in C(r)$ and $n \in H\} \subseteq p$. Then for each $n \in H, C(r) \subseteq n+p$ so by Theorem $6.18, n+p \in \beta \mathbb{N} \cdot r$. Since, by Corollary 4.33, $\beta \mathbb{N} \cdot r \subseteq \mathbb{N}^{*}$, it follows that $p \in \mathbb{N}^{*}$.

Necessity. Pick $p$ and $r$ in $\mathbb{N}^{*}$ such that $H+p \subseteq \beta \mathbb{N} \cdot r$. Given $A \in \mathcal{T}_{H}$, it suffices to show that there is some $x_{A} \in \mathbb{N}$ such that $x_{A}{ }^{-1} A \in r$. So let $A \in \mathcal{T}_{H}$ and pick $F \in[H]^{<\omega}$ such that $\mathbb{N}=\bigcup_{n \in F}(-n+A)$. Pick $n \in F$ such that $-n+A \in p$ and pick $s \in \beta \mathbb{N}$ such that $n+p=s \cdot r$. Then $A \in n+p=s \cdot r$ so $\{x \in \mathbb{N}$ : $\left.x^{-1} A \in r\right\} \in s$ so pick $x_{A} \in \mathbb{N}$ such that $x_{A}^{-1} A \in r$.

By Lemma 13.8 and Theorem 13.10, if there exist $p, q, r$, and $s$ in $\mathbb{N}^{*}$ with $q+p=$ $s \cdot r$, then $\left\{q \in \mathbb{N}^{*}: q+p=s \cdot r\right.$ for some $\left.p, s, r \in \mathbb{N}^{*}\right\}$ has nonempty interior in $\mathbb{N}^{*}$. By way of contrast, the set of points occupying any of the other positions of such an equation must be topologically small.

Theorem 13.13. Let

$$
\begin{aligned}
& P=\left\{p \in \mathbb{N}^{*}: q+p=s \cdot r \text { for some } q, s, r \in \mathbb{N}^{*}\right\}, \\
& S=\left\{s \in \mathbb{N}^{*}: q+p=s \cdot r \text { for some } q, p, r \in \mathbb{N}^{*}\right\}, \quad \text { and } \\
& R=\left\{r \in \mathbb{N}^{*}: q+p=s \cdot r \text { for some } q, p, s \in \mathbb{N}^{*}\right\} .
\end{aligned}
$$

Then each of $P, S$, and $R$ is nowhere dense in $\mathbb{N}^{*}$.
Proof. To see that $P$ is nowhere dense in $\mathbb{N}^{*}$, we show that $P \subseteq \mathbb{Z}+\mathbb{N}^{*} \cdot \mathbb{N}^{*}$. (We have that $\mathbb{N}^{*} \cdot \mathbb{N}^{*}$ is nowhere dense in $\mathbb{N}^{*}$ by Theorem 6.35 and so $\mathbb{Z}+\mathbb{N}^{*} \cdot \mathbb{N}^{*}$ is nowhere dense in $\mathbb{N}^{*}$ by Corollary 3.37.) Let $p \in P$ and pick $q$, $s$, and $r$ in $\mathbb{N}^{*}$ such that $q+p=s \cdot r$. By Lemma 13.8, $\{m \in \mathbb{N}: m+p \in \beta \mathbb{N} \cdot r\} \in q$ and by Lemma 13.7 at most one $m \in \mathbb{N}$ has $m+p \in \mathbb{N} \cdot r$. Thus $p \in \mathbb{Z}+\mathbb{N}^{*} \cdot \mathbb{N}^{*}$ as claimed.

To see that $S$ is nowhere dense in $\mathbb{N}^{*}$, suppose instead that there is an infinite subset $B$ of $\mathbb{N}$ such that $B^{*} \subseteq c \ell_{\beta \mathbb{N}} S$ and choose $x \in B^{*}$. Choose a sequence $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ in $B$ with the property that $h_{m}\left(b_{n}\right)=\widetilde{h_{m}}(x)$ for every $n \in \mathbb{N}$ and every $m \in\{1,2, \ldots, n\}$. Let $A=\left\{b_{n}: n \in \mathbb{N}\right\}$. Then for every $s \in A^{*}$ and every $m \in \mathbb{N}, \widetilde{h_{m}}(s)=\widetilde{h_{m}}(x)$.

Pick $s \in A^{*} \cap S$ and pick $q, p$, and $r$ in $\mathbb{N}^{*}$ such that $q+p=s \cdot r$. By Lemma 13.6, there is at most one $n \in \mathbb{N}$ for which $n \cdot r \in \beta \mathbb{N}+p$. If such an $n$ exists, let $C=A \backslash\{n\}$, and if not let $C=A$. Let $D=\left\{m \in \mathbb{N}: m+p \in C^{*} \cdot r\right\}$. We claim that $D \in q$ so suppose instead that $\mathbb{N} \backslash D \in q$. Then $q+p \in \overline{(\mathbb{N} \backslash D)+p}$ and $s \cdot r \in \overline{C \cdot r}$ so by Theorem 3.40 either $n \cdot r \in \overline{(\mathbb{N} \backslash D)+p}$ for some $n \in C$ or $m+p=s^{\prime} \cdot r$ for some $m \in \mathbb{N} \backslash D$ and some $s^{\prime} \in C^{*}$. Both possibilities are excluded and so $D \in q$ as claimed. Choose $m, k \in D$ with $k<m$. Now $\widetilde{h_{m}}$ is constant on $C^{*} \cdot r$, so $\widetilde{h_{m}}(m+p)=\widetilde{h_{m}}(k+p)$ and so $h_{m}(m)=h_{m}(k)$, a contradiction.

To see that $R$ is nowhere dense in $\mathbb{N}^{*}$ we show first that $R \subseteq \bigcup_{n \in \mathbb{N}} \ell_{n}^{-1}\left[\mathbb{Z}+\mathbb{N}^{*}\right.$. $\left.\mathbb{N}^{*}\right]$. Let $r \in R$ and let $q+p=s \cdot r$, where $q, p, s \in \mathbb{N}^{*}$. By Lemma 13.8, we can choose $m<m^{\prime}$ in $\mathbb{N}$ such that $m+p=x \cdot r$ and $m^{\prime}+p=y \cdot r$ for some $x, y \in \beta \mathbb{N}$. Putting $a=m^{\prime}-m$, we have $a+x \cdot r=y \cdot r$. Now $a+x \cdot r \in \overline{a+\mathbb{N} \cdot r}$ and $y \cdot r \in \overline{\mathbb{N} \cdot r}$. So it follows from Theorem 3.40 that we may suppose that the equation $a+x \cdot r=y \cdot r$ holds with $x \in \mathbb{N}$ or $y \in \mathbb{N}$. By Lemma 13.7, this equation cannot hold with $x$ and $y$ both in $\mathbb{N}$. (Let $p=x \cdot r$. If $a+x \cdot r=y \cdot r$, then $a+p=y \cdot r$ and $0+p=x \cdot r$.) So there exists $n \in \mathbb{N}$ for which $n \cdot r \in \mathbb{Z}+\mathbb{N}^{*} \cdot \mathbb{N}^{*}$. Thus $R \subseteq \bigcup_{n \in \mathbb{N}} \ell_{n}^{-1}\left[\mathbb{Z}+\mathbb{N}^{*} \cdot \mathbb{N}^{*}\right]$ as claimed.

As we have observed, $\mathbb{Z}+\mathbb{N}^{*} \cdot \mathbb{N}^{*}$ is nowhere dense in $\mathbb{N}^{*}$. Now if $M$ is a nowhere dense subset of $\mathbb{N}^{*}$ and $n \in \mathbb{N}$, then $\ell_{n}^{-1}[M]$ is also nowhere dense in $\mathbb{N}^{*}$. Otherwise, if $\ell_{n}^{-1}[M]$ were dense in $A^{*}$ for some infinite subset $A$ of $\mathbb{N}, M$ would be dense in $\ell_{n}\left[A^{*}\right]=(n \cdot A)^{*}$. So $\bigcup_{n \in \mathbb{N}} \ell_{n}^{-1}\left[\mathbb{Z}+\mathbb{N}^{*} \cdot \mathbb{N}^{*}\right]$ is nowhere dense in $\mathbb{N}^{*}$ by Corollary 3.37 .

The following result establishes that one cannot find $p, q, r$, and $s$ in $\mathbb{Z}^{*}$ with $q+p=s \cdot r$ in the most familiar places.

Theorem 13.14. Let $p, q, r, s \in \mathbb{Z}^{*}$. If $|\{a \in \mathbb{N}: a \mathbb{Z} \in r\}|=\omega$, then $q+p \neq s \cdot r$.
Proof. Suppose instead that $q+p=s \cdot r$. By Theorem 13.9, pick $m \neq n$ in $\mathbb{Z}$ such that $m+p \in \beta \mathbb{Z} \cdot r$ and $n+p=\beta \mathbb{Z} \cdot r$. Pick $a>\max \{|m|,|n|\}$ such that $a \mathbb{Z} \in r$. Then $\widetilde{h_{a}}(r)=0$ and so $\widetilde{h_{a}}(m+p)=\widetilde{h_{a}}(n+p)=0$. This implies that $h_{a}(m)=h_{a}(n)$, a contradiction.

Corollary 13.15. $K(\beta \mathbb{N}, \cdot) \cap K(\beta \mathbb{N},+)=\emptyset$.
Proof. Suppose one has some $r \in K(\beta \mathbb{N}, \cdot) \cap K(\beta \mathbb{N},+)$. Pick a minimal left ideal $L$ of $(\beta \mathbb{N}, \cdot)$ such that $r \in L$. Then by Lemma $1.52, L=L r$ so $r=s \cdot r$ for some $s \in L \subseteq \mathbb{N}^{*}$. Similarly $r=q+r$ for some $q \in \mathbb{N}^{*}$. But $\bigcap_{n=1}^{\infty} \overline{n \mathbb{N}}$ is an ideal of $(\beta \mathbb{N}, \cdot)$. Thus $K(\beta \mathbb{N}, \cdot) \subseteq \bigcap_{n=1}^{\infty} \overline{n \bar{N}}$ and consequently $r \in \bigcap_{n=1}^{\infty} \overline{n \mathbb{N}}$. But then by Theorem 13.14, $q+r \neq s \cdot r$, a contradiction.

By way of contrast with Corollary 13.15, it is a consequence of Corollary 5.21 that $K(\beta \mathbb{N}, \cdot) \cap c \ell K(\beta \mathbb{N},+) \neq \emptyset$.

We conclude this section with a result in a somewhat different vein, showing that a certain linear equation cannot be solved.

Lemma 13.16. Let $u \neq v$ in $\mathbb{Z} \backslash\{0\}$. There do not exist $p \in \bigcap_{n \in \mathbb{N}} \overline{n \mathbb{N}}$ and $q \in \mathbb{N}^{*}$ such that

$$
u q+p=v q+p
$$

Proof. Suppose we have such elements $p$ and $q$ and pick a prime $r>|u|+|v|$. For $i \in\{1,2, \ldots, r-1\}$, let $C_{i}=\left\{r^{n}(r k+i): n, k \in \omega\right\}$. Then $C_{i}$ is the set of $x \in \mathbb{N}$ whose rightmost nonzero digit in the base $r$ expansion is $i$. Pick $i$ such that $C_{i} \in q$.

For each $m \in \mathbb{N}$, let $f(m)$ denote the largest integer in $\omega$ for which $r(m)$ is a factor of $m$. Since $r^{f(m)+1} \mathbb{N} \in p$, it follows from Theorem 4.15 that $\left\{u m+s: m \in C_{i}\right.$ and $\left.s \in r^{f(m)+1} \mathbb{N}\right\} \in u q+p$ and $\left\{v n+t: n \in C_{i}\right.$ and $\left.t \in r^{f(n)+1} \mathbb{N}\right\} \in v q+p$. Thus there exist $m, n \in C_{i}, s \in r^{f(m)+1} \mathbb{N}$, and $t \in r^{f(n)+1} \mathbb{N}$ such that $u m+s=v n+t$. We observe that $f(u m+s)=f(m)$, because $r^{f(m)}$ is a factor of $u m+s$, but $r^{f(m)+1}$ is not. Similarly, $f(v n+t)=f(n)$. So $f(m)=f(n)=k$, say.

We have $m \equiv i r^{k}\left(\bmod r^{k+1}\right)$ and $n \equiv i r^{k}\left(\bmod r^{k+1}\right)$. So $u m+s \equiv u i r^{k}$ $\left(\bmod r^{k+1}\right)$ and $v n+t \equiv v i r^{k}\left(\bmod r^{k+1}\right)$. This implies that $u \equiv v(\bmod r)$, a contradiction.

Theorem 13.17. Let $u \neq v$ in $\mathbb{Z} \backslash\{0\}$. There do not exist $p, q \in \mathbb{N}^{*}$ such that

$$
u q+p=v q+p
$$

Proof. Suppose we have such elements $p$ and $q$. Pick $r \in K(\beta \mathbb{N},+)$. Then $p+r \in$ $K(\beta \mathbb{N},+)$ so by Theorem 1.64 there is some maximal group $G$ in $K(\beta \mathbb{N},+)$ with $p+r \in G$. Let $e$ be the identity of $G$ and let $s$ be the (additive) inverse of $p+r$
in $G$. Then adding $r+s$ on the right in the equation $u q+p=v q+p$, one obtains $u q+e=v q+e$. This contradicts Lemma 13.16, because $\widetilde{h_{n}}(e)=0$ for every $n \in \mathbb{N}$, and so $e \in \bigcap_{n \in \mathbb{N}} \overline{n \mathbb{N}}$.

Exercise 13.1.1. Given $p \in \beta \mathbb{Z}$, define

$$
|p|= \begin{cases}p & \text { if } p \in \beta \mathbb{N} \\ -p & \text { if } p \in \beta \mathbb{Z} \backslash \beta \mathbb{N}\end{cases}
$$

Prove that if $p, r, s \in \mathbb{Z}^{*}$ and there exists $q \in \mathbb{Z}^{*}$ such that $q+p=s \cdot r$, then there exists $q^{\prime} \in \mathbb{Z}^{*}$ such that $q^{\prime}+|p|=|s| \cdot|r|$.

### 13.2 The Distributive Laws in $\beta \mathbb{Z}$

We saw in Lemma 13.1 that if $n \in \mathbb{Z}$ and $p, q \in \beta \mathbb{Z}$, then $n \cdot(p+q)=n \cdot p+n \cdot q$. This is the only nontrivial instance of the distributive law known to hold involving members of $\mathbb{Z}^{*}$. We establish in this section that any other instances, if they exist, are rare indeed.

Theorem 13.18. Let $n \in \mathbb{Z} \backslash\{0\}$ and let $k, m \in \mathbb{Z}$. The following statements are equivalent.
(a) There exists $p \in \mathbb{Z}^{*}$ such that $m \cdot p+n \cdot p=k \cdot p$.
(b) $k=n$ and either $m=0$ or $m=n$.

Proof. (a) implies (b). Assume that we have $p \in \mathbb{Z}^{*}$ such that $m \cdot p+n \cdot p=k \cdot p$. As in the proof of Theorem 13.5 and Lemma 13.6, we can assume that $p \in \mathbb{N}^{*}$ and $n, k \in \mathbb{N}$. We show first that $k=n$ so suppose instead that $k \neq n$. Choose a real number $b>1$ for which $n b^{3}<k$ or $k b^{3}<n$. So $\left|\widetilde{\phi_{b}}(n)-\widetilde{\phi_{b}}(k)\right| \geq 3$. By Lemma 13.4, $\widetilde{\phi_{b}}(m \cdot p+n \cdot p) \in \phi_{b}(n)+\widetilde{\phi_{b}}(p)+\{-1,0,1,2\}$ and $\widetilde{\phi_{b}}(k \cdot p) \in$ $\phi_{b}(k)+\widetilde{\phi_{b}}(p)+\{0,1\}$. It follows from Lemma 6.28, that $\left|\phi_{b}(m)-\phi_{b}(n)\right| \leq 2$. This contradiction shows that $k=n$.

Suppose now that $m \neq 0$. Let $r \in \mathbb{N}$ be a prime satisfying $r>|m|+n$. For any $a \in \mathbb{N}$, we have $h_{r^{a}}(m) \widetilde{h_{r^{a}}}(p)+h_{r^{a}}(n) \widetilde{h_{r^{a}}}(p)=h_{r^{a}}(n) \widetilde{h_{r^{a}}}(p)$. Since $r$ is not a factor of $|m|$, it follows that $\widetilde{h_{r^{a}}}(p)=0$. That is, $r^{a} \mathbb{N} \in p$ for each $a \in \mathbb{N}$.

For $i \in\{1,2, \ldots, r-1\}$, let

$$
A_{i}=\left\{r^{l}(\operatorname{tr}+i): l, t \in \omega\right\} .
$$

(Thus $A_{i}$ is the set of positive integers whose rightmost nonzero digit in the base $r$ expansion is $i$.) Pick $i \in\{1,2, \ldots, r-1\}$ for which $A_{i} \in p$.

For each $x \in \mathbb{N}$, let $f(x)$ denote the largest integer in $\omega$ for which $r(x)$ is a factor of $x$. We have $\left\{m x+s: x \in A_{i}\right.$ and $\left.s \in r^{f(x)+1} \mathbb{N}\right\} \in m \cdot p+n \cdot p$ (by Theorem 4.15)
and $n A_{i} \in n \cdot p$. Thus there exist $x, y \in A_{i}$ and $s \in r^{f(x)+1} \mathbb{N}$ for which $m x+s=$ $n y$. We note that $f(m x+s)=f(x)$ and $f(n y)=f(y)$. So $f(x)=f(y)=\ell$, say. Now $x \equiv i r^{\ell}\left(\bmod r^{\ell+1}\right)$ and $y \equiv i r^{l}\left(\bmod r^{\ell+1}\right)$. So $m x+s \equiv \operatorname{mir}\left(\bmod r^{\ell+1}\right)$ and $n y \equiv n i r^{l}\left(\bmod r^{\ell+1}\right)$. It follows that $m \equiv n(\bmod r)$ and hence that $m=n$.
(b) implies (a). Assume that $k=n$. If $m=0$, then $m \cdot p+n \cdot p=k \cdot p$ for all $p \in \beta \mathbb{Z}$. If $m=n$ and $p+p=p$, then by Lemma 13.1, $n \cdot p+n \cdot p=n \cdot(p+p)=$ $n \cdot p$.

Corollary 13.19. Let $p \in \mathbb{N}^{*}$. Then $p \neq(-p)+p$.
Proof. This is immediate from Theorem 13.18.

Corollary 13.20. Let $p \in \mathbb{Z}^{*}$ and let $n, m \in \mathbb{Z} \backslash\{0\}$. Then $(n+m) \cdot p \neq n \cdot p+m \cdot p$ and $p \cdot(n+m) \neq p \cdot n+p \cdot m$.

Proof. Since, by Theorem 4.23, $\mathbb{Z}$ is contained in the center of $(\beta \mathbb{Z}, \cdot)$, it suffices to show that $(n+m) \cdot p \neq n \cdot p+m \cdot p$. Suppose instead that $(n+m) \cdot p=n \cdot p+m \cdot p$. Then by Theorem 13.18, $n+m=m$, so $n=0$, a contradiction.

Theorem 13.18 has special consequences for the semigroup $\mathbb{H}$.
Theorem 13.21. Let $q, r \in \mathbb{H}$ and let $p \in \mathbb{Z}^{*}$. Then $p \cdot(q+r) \neq p \cdot q+p \cdot r$ and $(p+q) \cdot r \neq p \cdot r+q \cdot r$. In particular there are no instances of the validity of either distributive law in $\mathbb{H}$.

Proof. By Lemma 6.8, $q+r \in \mathbb{H}$, so by Theorem 13.14, $p \cdot(q+r) \notin \mathbb{Z}^{*}+\mathbb{Z}^{*}$. Since $(\mathbb{Z} \backslash\{0\}, \cdot)$ is cancellative, we have by Corollary 4.33 that $\mathbb{Z}^{*}$ is a subsemigroup of $(\beta \mathbb{Z}, \cdot)$ and so $p \cdot q+p \cdot r \in \mathbb{Z}^{*}+\mathbb{Z}^{*}$.

Similarly $(p+q) \cdot r \notin \mathbb{Z}^{*}+\mathbb{Z}^{*}$ and $p \cdot r+q \cdot r \in \mathbb{Z}^{*}+\mathbb{Z}^{*}$.
We now set out to establish the topological rarity of instances of a distributive law in $\mathbb{N}^{*}$, if indeed any such instances exist at all.

Definition 13.22. Let $A \subseteq \mathbb{N} . A$ is a doubly thin set if and only if $A$ is infinite and whenever $(m, n)$ and $(k, l)$ are distinct elements of $\mathbb{N} \times \omega$, one has $\mid(n+m A) \cap$ $(l+k A) \mid<\omega$.

Lemma 13.23. Let $B$ be an infinite subset of $\mathbb{N}$. There is a doubly thin set $A \subseteq B$.
Proof. Enumerate $\mathbb{N} \times \omega$ as $\langle(m(k), n(k))\rangle_{k=1}^{\infty}$ and pick $s_{1} \in B$. Inductively let $k \in \mathbb{N}$ and assume that $s_{1}, s_{2}, \ldots, s_{k}$ have been chosen. Pick $s_{k+1}>s_{k}$ such that

$$
s_{k+1} \in B \backslash\left\{\frac{s_{t} \cdot m(l)+n(l)-n(i)}{m(i)}: i, l, t \in\{1,2, \ldots, k\}\right\} .
$$

Let $A=\left\{s_{k}: k \in \mathbb{N}\right\}$. Then $A$ is infinite. Suppose that one has some $l \neq i$ such that

$$
|(n(l)+m(l) A) \cap(n(i)+m(i) A)|=\omega .
$$

Now, since $(m(l), n(l)) \neq(m(i), n(i))$, there is at most one $x \in A$ such that $n(l)+$ $m(l) x=n(i)+m(i) x$. If there is such an $x=s_{v}$, let $b=\max \{v, i, l\}$, and otherwise let $b=\max \{i, l\}$.

Pick $z \in(n(l)+m(l) A) \cap(n(i)+m(i) A)$ with $z>n(l)+m(l) s_{b}$ and $z>$ $n(i)+m(i) s_{b}$ and pick $t, k \in \mathbb{N}$ such that $z=n(l)+m(l) s_{t}=n(i)+m(i) s_{k}$ and notice that $t>b$ and $k>b$. Then $s_{t} \neq s_{k}$ so assume without loss of generality that $t<k$. But then

$$
s_{k}=\frac{n(l)+m(l) s_{t}-n(i)}{m(i)}
$$

a contradiction.

Lemma 13.24. Let $A$ be a doubly thin subset of $\mathbb{N}$, let $p \in A^{*}$, and let $B \subseteq \mathbb{N} \times \omega$. Then $c \ell\{n+m \cdot p:(m, n) \in B\} \cap c \ell\{n+m \cdot p:(m, n) \in(\mathbb{N} \times \omega) \backslash B\}=\emptyset$.

Proof. Suppose that $q \in c \ell\{n+m \cdot p:(m, n) \in B\} \cap c \ell\{n+m \cdot p:(m, n) \in$ $(\mathbb{N} \times \omega) \backslash B\}$. Order $\mathbb{N} \times \omega$ by $\prec$ in order type $\omega$. (That is, $\prec$ linearly orders $\mathbb{N} \times \omega$ so that each element has only finitely many predecessors.) Let

$$
C=\bigcup_{(m, n) \in B}\left((n+m A) \backslash \bigcup_{\left(m^{\prime}, n^{\prime}\right)<(m, n)}\left(n^{\prime}+m^{\prime} A\right)\right)
$$

and let

$$
D=\bigcup_{(m, n) \in(\mathbb{N} \times \omega) \backslash B}\left((n+m A) \backslash \bigcup_{\left(m^{\prime}, n^{\prime}\right)<(m, n)}\left(n^{\prime}+m^{\prime} A\right)\right) .
$$

Notice that $C \cap D=\emptyset$. Thus without loss of generality we have $\mathbb{N} \backslash C \in q$. Pick $(m, n) \in B$ such that $n+m \cdot p \in \overline{\mathbb{N} \backslash C}$. Now $n+m A \in n+m \cdot p, n+m \cdot p \in \mathbb{N}^{*}$, and for every $\left(n^{\prime}, m^{\prime}\right) \prec(n, m),\left|\left(n^{\prime}+m^{\prime} A\right) \cap(n+m A)\right|<\omega$ since $A$ is doubly thin. Thus

$$
(n+m A) \backslash \bigcup_{\left(m^{\prime}, n^{\prime}\right)<(m, n)}\left(n^{\prime}+m^{\prime} A\right) \in n+m \cdot p
$$

so $C \in n+m \cdot p$, a contradiction.

We have one final preliminary.

Lemma 13.25. Let $A$ be a doubly thin subset of $\mathbb{N}$ and let $p \in A^{*}$. Then $\mathbb{N}^{*} \cdot p$, $\mathbb{N}^{*}+\mathbb{N}^{*} \cdot p$, and $\mathbb{N}^{*} \cdot\left(\mathbb{N}^{*}+p\right)$ have pairwise disjoint closures.

Proof. By Lemma 13.24, it suffices to observe that

$$
\begin{aligned}
\mathbb{N}^{*} \cdot p & \subseteq c \ell\{0+m \cdot p: m \in \mathbb{N}\} \\
\mathbb{N}^{*}+\mathbb{N}^{*} \cdot p & \subseteq c \ell\{n+m \cdot p: n, m \in \mathbb{N} \text { and } n<m\}, \quad \text { and } \\
\mathbb{N}^{*} \cdot\left(\mathbb{N}^{*}+p\right) & \subseteq c \ell\{n+m \cdot p: n, m \in \mathbb{N} \text { and } n \geq m\}
\end{aligned}
$$

The first observation is immediate. For the second, just notice that if $q, r \in \mathbb{N}^{*}$, then

$$
q+r \cdot p=\underset{n \in \mathbb{N}}{q-\lim _{m \in \mathbb{N}}\left(r-\lim _{m}\right.}(n+m \cdot p)
$$

For the last observation, let $q, r \in \mathbb{N}^{*}$, let $B \in q \cdot(r+p)$, and pick $m \in \mathbb{N}$ such that $m^{-1} B \in r+p$. Then $\left\{n \in \mathbb{N}:-n+m^{-1} B \in \underline{p}\right\} \in r$ so pick $n$ such that $-n+m^{-1} B \in p$. Then $m \cdot n+m \cdot p=m \cdot(n+p) \in \bar{B}$.

Theorem 13.26. The set $\left\{p \in \mathbb{N}^{*}: \mathbb{N}^{*} \cdot p, \mathbb{N}^{*}+\mathbb{N}^{*} \cdot p\right.$, and $\mathbb{N}^{*} \cdot\left(\mathbb{N}^{*}+p\right)$ have pairwise disjoint closures $\}$ has dense interior in $\mathbb{N}^{*}$.

Proof. Let $B$ be an infinite subset of $\mathbb{N}$. Pick by Lemma 13.23 a doubly thin subset $A$ of $B$. Then apply Lemma 13.25.

Corollary 13.27. The set $\left\{p \in \mathbb{N}^{*}\right.$ : for all $q, r \in \mathbb{N}^{*},(q+r) \cdot p \neq q \cdot p+r \cdot p$ and $r \cdot(q+p) \neq r \cdot q+r \cdot p\}$ has dense interior in $\mathbb{N}^{*}$.

Proof. Given $p, q, r \in \mathbb{N}^{*}$,

$$
\begin{aligned}
(q+r) \cdot p & \in \mathbb{N}^{*} \cdot p \\
q \cdot p+r \cdot p & \in \mathbb{N}^{*}+\mathbb{N}^{*} \cdot p \\
r \cdot(q+p) & \in \mathbb{N}^{*} \cdot\left(\mathbb{N}^{*}+p\right), \quad \text { and } \\
r \cdot q+r \cdot p & \in \mathbb{N}^{*}+\mathbb{N}^{*} \cdot p,
\end{aligned}
$$

so Theorem 13.26 applies.

### 13.3 Ultrafilters on $\mathbb{R}$ near 0

We have dealt throughout this book with the Stone-Čech compactification of a discrete space, especially a discrete semigroup. One may naturally wonder why we restrict our attention to discrete spaces, especially given that the Stone-Čech compactification exists for a much larger class of spaces. We shall see in Theorem 21.47 that for many nondiscrete semigroups $S$, including $(\mathbb{R},+)$, the Stone-Čech compactification of $S$ cannot be made into a semigroup compactification of $S$.

Of course, if $S$ is a topological semigroup, one can give the set $S$ the discrete topology and proceed as we always have. It would seem that by doing that, one would
lose any information about the original topological semigroup. We shall see however in Section 17.5 that we can get information about partitions of the real interval $(0, \infty)$, every member of which is measurable, or every member of which is a Baire set, by first giving $(0, \infty)$ the discrete topology and passing to its Stone-Čech compactification. Because of these interesting applications, we shall investigate the algebra of $\left(\beta \mathbb{R}_{d},+\right)$ and $\left(\beta \mathbb{R}_{d}, \cdot\right)$, where $\mathbb{R}_{d}$ is the set $\mathbb{R}$ with the discrete topology. We shall be primarily concerned with $\left(\beta \mathbb{R}_{d},+\right)$.

Definition 13.28. (a) Given a topological space $X, X_{d}$ is the set $X$ endowed with the discrete topology.
(b) Let $\alpha: \beta \mathbb{R}_{d} \rightarrow[-\infty, \infty]$ be the continuous extension of the identity function.
(c) $B(\mathbb{R})=\left\{p \in \beta \mathbb{R}_{d}: \alpha(p) \notin\{-\infty, \infty\}\right\}$.
(d) Given $x \in \mathbb{R}$,

$$
\begin{aligned}
x^{+} & =\{p \in B(\mathbb{R}): \alpha(p)=x \text { and }(x, \infty) \in p\} \quad \text { and } \\
x^{-} & =\{p \in B(\mathbb{R}): \alpha(p)=x \text { and }(-\infty, x) \in p\}
\end{aligned}
$$

(e) $U=\bigcup_{x \in \mathbb{R}} x^{+}$and $D=\bigcup_{x \in \mathbb{R}} x^{-}$.

The set $B(\mathbb{R})$ is the set of "bounded" ultrafilters on $\mathbb{R}$. That is, an ultrafilter $p \in$ $\beta \mathbb{R}_{d}$ is in $B(\mathbb{R})$ if and only if there is some $n \in \mathbb{N}$ with $[-n, n] \in p$. We collect some routine information about the notions defined above.

Lemma 13.29. (a) Let $x \in \mathbb{R}$ and let $p \in \beta \mathbb{R}_{d}$. Then $p \in x^{+}$if and only if for every $\epsilon>0,(x, x+\epsilon) \in p$. Also, $p \in x^{-}$if and only if for every $\epsilon>0$, $(x-\epsilon, x) \in p$.
(b) Let $p, q \in B(\mathbb{R})$, let $x=\alpha(p)$, and let $y=\alpha(q)$. If $p \in x^{+}$, then $p+q \in$ $(x+y)^{+}$. If $p \in x^{-}$, then $p+q \in(x+y)^{-}$.
(c) $B(\mathbb{R}) \backslash \mathbb{R}=U \cup D$ and $U$ and $D$ are disjoint right ideals of $(B(\mathbb{R}),+)$. In particular, $B(\mathbb{R})$ is not commutative.
(d) The set $0^{+}$is a compact subsemigroup of $(B(\mathbb{R}),+)$.
(e) If $x \in \mathbb{R}$ and $p \in \beta \mathbb{R}_{d}$, then $x+p=p+x$.
(f) The set $0^{+}$is a two sided ideal of the semigroup $\left(\beta(0,1)_{d}, \cdot\right)$.

Proof. The proof of (a) is a routine exercise, (e) is a consequence of Theorem 4.23, and (c) and (d) follow from (b). We establish (b) and (f).

To verify (b) assume first that $p \in x^{+}$. To see that $p+q \in(x+y)^{+}$, let $\epsilon>0$ be given and let $A=(x+y, x+y+\epsilon)$. To see that $A \in p+q$, we show that $(x, x+\epsilon) \subseteq\{z \in \mathbb{R}:-z+A \in q\}$. So let $z \in(x, x+\epsilon)$. Let $\delta=\min \{z-x, x+\epsilon-z\}$. Since $\alpha(q)=y$, we have $(y-\delta, y+\delta) \in q$ and $(y-\delta, y+\delta) \subseteq-z+A$ so $-z+A \in q$ as required. The proof that $p+q \in(x+y)^{-}$if $p \in x^{-}$is nearly identical.

To verify (f), let $p \in 0^{+}$and let $q \in \beta(0,1)_{d}$. To see that $p \cdot q \in 0^{+}$and $q \cdot p \in 0^{+}$, let $\epsilon>0$ be given. Since $(0, \epsilon) \cdot(0,1)=(0, \epsilon)$, we have $(0, \epsilon) \subseteq\{x \in(0,1)$ : $\left.x^{-1}(0, \epsilon) \in q\right\}$ (so that $(0, \epsilon) \in p \cdot q$ ) and $(0,1) \subseteq\left\{x \in(0,1): x^{-1}(0, \epsilon) \in p\right\}$ (so that $(0, \epsilon) \in q \cdot p)$.

We shall restrict our attention to $0^{+}$, and it is natural to ask why. On the one hand, it is a subsemigroup of $\left(\beta \mathbb{R}_{d},+\right)$ and for any other $x \in \mathbb{R}, x^{+}$and $x^{-}$are not semigroups. On the other hand we see in the following theorem that $0^{+}$holds all of the algebraic structure of $(B(\mathbb{R}),+)$ not already revealed by $\mathbb{R}$.

Theorem 13.30. (a) $\left(0^{+},+\right)$and $\left(0^{-},+\right)$are isomorphic.
(b) The function $\varphi: \mathbb{R}_{d} \times\left(\{0\} \cup 0^{+} \cup 0^{-}\right) \rightarrow B(\mathbb{R})$ defined by $\varphi(x, p)=x+p$ is a continuous isomorphism onto $(B(\mathbb{R}),+)$.

Proof. (a) Define $\tau: 0^{+} \rightarrow 0^{-}$by $\tau(p)=-p$, where $-p=\{-A: A \in p\}$. It is routine to verify that $\tau$ takes $0^{+}$one-to-one onto $0^{-}$. Let $p, q \in 0^{+}$. To see that $\tau(p+q)=\tau(p)+\tau(q)$ it suffices, since $\tau(p+q)$ and $\tau(p)+\tau(q)$ are both ultrafilters, to show that $\tau(p+q) \subseteq \tau(p)+\tau(q)$. So let $A \in \tau(p+q)$. Then $-A \in p+q$ so

$$
B=\{x \in \mathbb{R}:-x+-A \in q\} \in p
$$

and hence $-B \in \tau(p)$. Then $-B \subseteq\{x \in \mathbb{R}:-x+A \in \tau(q)\}$ so $A \in \tau(p)+\tau(q)$ as required.
(b) To see that $\varphi$ is a homomorphism, let $(x, p)$ and $(y, q)$ be in $\mathbb{R}_{d} \times(\{0\} \cup$ $0^{+} \cup 0^{-}$). Since $p+y=y+p$, we have $\varphi(x, p)+\varphi(y, q)=\varphi(x+y, p+q)$.

To see that $\varphi$ is one-to-one, assume we have $\varphi(x, p)=\varphi(y, q)$. By Lemma 13.29 (b) we have $x=\alpha(x+p)=\alpha(y+q)=y$. Then $x+p=x+q$ so $p=-x+x+q=q$.

To see that $\varphi$ is onto $B(\mathbb{R})$, let $q \in B(\mathbb{R})$ and let $x=\alpha(q)$. Let $p=-x+q$. Then $q=x+p=\varphi(x, p)$.

To see that $\varphi$ is continuous, let $(x, p) \in \mathbb{R}_{d} \times\left(\{0\} \cup 0^{+} \cup 0^{-}\right)$and let $A \in x+p$. Then $-x+A \in p$ so $\{x\} \times\left(c \ell_{\beta \mathbb{R}_{d}}(-x+A)\right)$ is a neighborhood of $(x, p)$ contained in $\varphi^{-1}\left[c \ell \beta \mathbb{R}_{d} A\right]$.

As we have remarked, $0^{+}$has an interesting and useful multiplicative structure. But much is known of this structure because, by Lemma $13.29(\mathrm{f}), 0^{+}$is a two sided ideal of $\left(\beta(0,1)_{d}, \cdot\right)$, so $K\left(\beta(0,1)_{d}, \cdot\right) \subseteq 0^{+}$and hence by Theorem $1.65, K\left(0^{+}, \cdot\right)=$ $K\left(\beta(0,1)_{d}, \cdot\right)$.

On the other hand, $0^{+}$is far from being an ideal of $(B(S),+)$, so no general results apply to $\left(0^{+},+\right)$beyond those that apply to any compact right topological semigroup. We first give an easy characterization of idempotents in $\left(0^{+},+\right)$, whose proof we leave as an exercise.

Theorem 13.31. There exists $p=p+p$ in $0^{+}$with $A \in p$ if and only if there is some sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $(0,1)$ such that $\sum_{n=1}^{\infty} x_{n}$ converges and $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. This is Exercise 13.3.1.
As a compact right topological semigroup, $0^{+}$has a smallest two sided ideal by Theorem 2.8. We now turn our attention to characterizing the smallest ideal of $0^{+}$ and its closure.

If $(S,+)$ is a discrete semigroup we know from Theorem 4.39 that a point $p \in \beta S$ is in the smallest ideal of $\beta S$ if and only if, for each $A \in p,\{x \in S:-x+A \in p\}$ is syndetic (and also if and only if for all $q \in \beta S, p \in \beta S+q+p$ ). We obtain in Theorem 13.33 a nearly identical characterization of $K\left(0^{+},+\right)$.

Definition 13.32. A subset $B$ of $(0,1)$ is syndetic near 0 if and only if for every $\epsilon>0$ there exist some $F \in \mathcal{P}_{f}((0, \epsilon))$ and some $\delta>0$ such that $(0, \delta) \subseteq \bigcup_{t \in F}(-t+B)$.

Theorem 13.33. Let $p \in 0^{+}$. The following statements are equivalent:
(a) $p \in K\left(0^{+},+\right)$.
(b) For all $A \in p,\{x \in(0,1):-x+A \in p\}$ is syndetic near 0 .
(c) For all $r \in 0^{+}, p \in 0^{+}+r+p$.

Proof. (a) implies (b). Let $A \in p$, let $B=\{x \in(0,1):-x+A \in p\}$, and suppose that $B$ is not syndetic near 0 . Pick $\epsilon>0$ such that for all $F \in \mathcal{P}_{f}((0, \epsilon))$ and all $\delta>0,(0, \delta) \backslash \bigcup_{t \in F}(-t+B) \neq \emptyset$.

Let $\mathcal{E}=\left\{(0, \delta) \backslash \bigcup_{t \in F}(-t+B): F \in \mathcal{P}_{f}((0, \epsilon))\right.$ and $\left.\delta>0\right\}$. Then $\mathcal{E}$ has the finite intersection property so pick $r \in \beta(0,1)_{d}$ with $\mathscr{G} \subseteq r$. Since $\{(0, \delta): \delta>0\} \subseteq r$ we have $r \in 0^{+}$.

Pick a minimal left ideal $L$ of $0^{+}$with $L \subseteq 0^{+}+r$, by Corollary 2.6. Since $K\left(0^{+}\right)$ is the union of all of the minimal right ideals of $0^{+}$by Theorem 2.8, pick a minimal right ideal $R$ of $0^{+}$with $p \in R$. Then $L \cap R$ is a group by Theorem 2.7, so let $q$ be the identity of $L \cap R$. Then $R=q+0^{+}$, so $p \in q+0^{+}$so $p=q+p$ so $B \in q$. Also $q \in 0^{+}+r$ so pick $w \in 0^{+}$such that $q=w+r$. Then $(0, \epsilon) \in w$ and $\{t \in(0,1):-t+B \in r\} \in w$ so pick $t \in(0, \epsilon)$ such that $-t+B \in r$. But $(0,1) \backslash(-t+B) \in \mathcal{E} \subseteq r$, a contradiction.
(b) implies (c). Let $r \in 0^{+}$. For each $A \in p$, let $B(A)=\{x \in(0,1):-x+A \in p\}$ and let $C(A)=\{t \in(0,1):-t+B(A) \in r\}$. Observe that for any $A_{1}, A_{2} \in p$, one has $B\left(A_{1} \cap A_{2}\right)=B\left(A_{1}\right) \cap B\left(A_{2}\right)$ and $C\left(A_{1} \cap A_{2}\right)=C\left(A_{1}\right) \cap C\left(A_{2}\right)$.

We claim that for every $A \in p$ and every $\epsilon>0, C(A) \cap(0, \epsilon) \neq \emptyset$. To see this, let $A \in p$ and $\epsilon>0$ be given and pick $F \in \mathscr{P}_{f}((0, \epsilon))$ and $\delta>0$ such that $(0, \delta) \subseteq \bigcup_{t \in F}(-t+B(A))$. Since $(0, \delta) \in r$ we have $\bigcup_{t \in F}(-t+B(A)) \in r$ and hence there is some $t \in F$ with $-t+B(A) \in r$. Then $t \in C(A) \cap(0, \epsilon)$.

Thus $\{(0, \epsilon) \cap C(A): \epsilon>0$ and $A \in p\}$ has the finite intersection property so pick $q \in \beta(0,1)_{d}$ with $\{(0, \epsilon) \cap C(A): \epsilon>0$ and $A \in p\} \subseteq q$. Then $q \in 0^{+}$. We claim that $p=q+r+p$ for which it suffices (since both are ultrafilters) to show that $p \subseteq q+r+p$. Let $A \in p$ be given. Then $\{t \in(0,1):-t+B(A) \in r\}=C(A) \in q$ so $B(A) \in q+r$, so $A \in q+r+p$ as required.
(c) implies (a). Pick $r \in K\left(0^{+}\right)$.

If $(S,+)$ is any discrete semigroup, we know from Corollary 4.41 that, given any discrete semigroup $S$ and any $p \in \beta S, p$ is in the closure of the smallest ideal of $\beta S$ if and only if each $A \in p$ is piecewise syndetic. We obtain a similar result in $0^{+}$. Modifying the definition of "piecewise syndetic" to apply to $0^{+}$is somewhat less straightforward than was the case with "syndetic".

Definition 13.34. A subset $A$ of $(0,1)$ is piecewise syndetic near 0 if and only if there exist sequences $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle\delta_{n}\right\rangle_{n=1}^{\infty}$ such that
(1) for each $n \in \mathbb{N}, F_{n} \in \mathcal{P}_{f}((0,1 / n))$ and $\delta_{n} \in(0,1 / n)$ and
(2) for all $G \in \mathscr{P}_{f}((0,1))$ and all $\mu>0$ there is some $x \in(0, \mu)$ such that for all $n \in \mathbb{N},\left(G \cap\left(0, \delta_{n}\right)\right)+x \subseteq \bigcup_{t \in F_{n}}(-t+A)$.

Theorem 13.35. Let $A \subseteq(0,1)$. Then $K\left(0^{+}\right) \cap c \ell_{\beta(0,1)_{d}} A \neq \emptyset$ if and only if $A$ is piecewise syndetic near 0 .

Proof. Necessity. Pick $p \in K\left(0^{+}\right) \cap c \ell_{\beta(0,1)_{d}} A$ and let $B=\{x \in(0,1):-x+$ $A \in p\}$. By Theorem 13.33, $B$ is syndetic near 0 . Inductively for $n \in \mathbb{N}$ pick $F_{n} \in \mathcal{P}_{f}((0,1 / n))$ and $\delta_{n} \in(0,1 / n)$ (with $\delta_{n} \leq \delta_{n-1}$ if $\left.n>1\right)$ such that $\left(0, \delta_{n}\right) \subseteq$ $\bigcup_{t \in F_{n}}(-t+B)$.

Let $G \in \mathscr{P}_{f}((0,1))$ be given. If $G \cap\left(0, \delta_{1}\right)=\emptyset$, the conclusion is trivial, so assume $G \cap\left(0, \delta_{1}\right) \neq \emptyset$ and let $H=G \cap\left(0, \delta_{1}\right)$. For each $y \in H$, let

$$
m(y)=\max \left\{n \in \mathbb{N}: y<\delta_{n}\right\}
$$

For each $y \in H$ and each $n \in\{1,2, \ldots, m(y)\}$, we have $y \in \bigcup_{t \in F_{n}}(-t+B)$ so pick $t(y, n) \in F_{n}$ such that $y \in-t(y, n)+B$. Then given $y \in H$ and $n \in$ $\{1,2, \ldots, m(y)\}$, one has $-(t(y, n)+y)+A \in p$.

Now let $\mu>0$ be given. Then $(0, \mu) \in p$ so pick

$$
x \in(0, \mu) \cap \bigcap_{y \in H} \bigcap_{n=1}^{m(y)}(-(t(y, n)+y)+A) .
$$

Then given $n \in \mathbb{N}$ and $y \in G \cap\left(0, \delta_{n}\right)$, one has $y \in H$ and $n \leq m(y)$ so $t(y, n)+$ $y+x \in A$ so

$$
y+x \in-t(y, n)+A \subseteq \bigcup_{t \in F_{n}}(-t+A)
$$

Sufficiency. Pick $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle\delta_{n}\right\rangle_{n=1}^{\infty}$ satisfying (1) and (2) of Definition 13.34. Given $G \in \mathscr{P}_{f}((0,1))$ and $\mu>0$, let

$$
C(G, \mu)=\left\{x \in(0, \mu): \text { for all } n \in \mathbb{N},\left(G \cap\left(0, \delta_{n}\right)\right)+x \subseteq \bigcup_{t \in F_{n}}(-t+A)\right\} .
$$

By assumption each $C(G, \mu) \neq \emptyset$. Further, given $G_{1}$ and $G_{2}$ in $\mathcal{P}_{f}((0,1))$ and $\mu_{1}, \mu_{2}>0$, one has $C\left(G_{1} \cup G_{2}, \min \left\{\mu_{1}, \mu_{2}\right\}\right) \subseteq C\left(G_{1}, \mu_{1}\right) \cap C\left(G_{2}, \mu_{2}\right)$ so

$$
\left\{C(G, \mu): G \in \mathcal{P}_{f}((0,1)) \text { and } \mu>0\right\}
$$

has the finite intersection property so pick $p \in \beta(0,1)_{d}$ with $\{C(G, \mu): G \in$ $\mathcal{P}_{f}((0,1))$ and $\left.\mu>0\right\} \subseteq p$. Note that since each $C(G, \mu) \subseteq(0, \mu)$, one has $p \in 0^{+}$.

Now we claim that for each $n \in \mathbb{N}, 0^{+}+p \subseteq c \ell_{\beta(0,1)_{d}}\left(\bigcup_{t \in F_{n}}(-t+A)\right)$, so let $n \in \mathbb{N}$ and let $q \in 0^{+}$. To show that $\bigcup_{t \in F_{n}}(-t+A) \in q+p$, we show that

$$
\left(0, \delta_{n}\right) \subseteq\left\{y \in(0,1):-y+\bigcup_{t \in F_{n}}(-t+A) \in p\right\}
$$

So let $y \in\left(0, \delta_{n}\right)$. Then $C\left(\{y\}, \delta_{n}\right) \in p$ and $C\left(\{y\}, \delta_{n}\right) \subseteq-y+\bigcup_{t \in F_{n}}(-t+A)$.
Now pick $r \in\left(0^{+}+p\right) \cap K\left(0^{+}\right)$(since $0^{+}+p$ is a left ideal of $0^{+}$). Given $n \in \mathbb{N}, \bigcup_{t \in F_{n}}(-t+A) \in r$ so pick $t_{n} \in F_{n}$ such that $-t_{n}+A \in r$. Now each $t_{n} \in F_{n} \subseteq(0,1 / n)$ so $\lim _{n \rightarrow \infty} t_{n}=0$ so pick $q \in 0^{+} \cap c \ell_{\beta(0,1)_{d}}\left\{t_{n}: n \in \mathbb{N}\right\}$. Then $q+r \in K\left(0^{+}\right)$and $\left\{t_{n}: n \in \mathbb{N}\right\} \subseteq\{t \in(0,1):-t+A \in r\}$ so $A \in q+r$.

Since $\left(0^{+},+\right)$is a compact right topological semigroup, the closure of any right ideal is again a right ideal. Consequently $c \ell_{0^{+}} K\left(0^{+}\right)=c \ell_{\beta(0,1)_{d}} K\left(0^{+}\right)$is a right ideal of $0^{+}$. On the other hand, if $S$ is any discrete semigroup, we know from Theorem 4.44 that the closure of $K(\beta S)$ is a two sided ideal of $\beta S$. We do not know whether $c \ell_{0^{+}} K\left(0^{+}\right)$is a left ideal of $0^{+}$, but would conjecture that it is not.

Exercise 13.3.1. Prove Theorem 13.31. (Hint: Consider Lemma 5.11 and either proof of Theorem 5.8.)

### 13.4 The Left and Right Continuous Extensions of One Operation

Throughout this book, we have taken the operation $\cdot$ on $\beta S$ to be the operation making $(\beta S, \cdot)$ a right topological semigroup with $S$ contained in its topological center.

Of course, the extension can also be accomplished in the reverse order to that used in Section 4.1. That is, given $x \in S$ and $p \in \beta S$ we can define $p \diamond x=p-\lim y \cdot x$ (so that if $p \in S$, then $p \diamond x=p \cdot x$ ) and given $p, q \in \beta S$,

$$
p \diamond q=q-\lim _{x \in S} p \diamond x=\underset{x \in S}{q-\lim _{x}\left(p-\lim _{y \in S} y \cdot x\right) .}
$$

Then $(\beta S, \diamond)$ is a compact left topological semigroup and for each $x \in S$, the function $r_{x}: \beta S \rightarrow \beta S$ defined by $r_{x}(p)=p \diamond x$ is continuous. Further, Theorems 2.7 through 2.11 apply to $(\beta S, \diamond)$ with "left" and "right" interchanged.

Notice that, given $p, q \in \beta S$ and $A \subseteq S$,
$A \in p \diamond q$ if and only if $\left\{x \in S: A x^{-1} \in p\right\} \in q$, where $A x^{-1}=\{y \in S: y x \in A\}$.
Definition 13.36. Let $(S, \cdot)$ be a semigroup. Then $\diamond$ is the extension of $\cdot$ to $\beta S$ with the property that for each $p \in \beta S$, the function $\ell_{p}$ is continuous, and for each $x \in S$, the function $r_{x}$ is continuous, where for $q \in \beta S, \ell_{p}(q)=p \diamond q$ and $r_{x}(q)=q \diamond x$.

We see that if $S$ is commutative, then there is no substantive difference between $(\beta S, \cdot)$ and $(\beta S, \diamond)$.

Theorem 13.37. Let $(S, \cdot)$ be a commutative semigroup. Then for all $p, q \in \beta S$, $p \diamond q=q \cdot p$. In particular, $K(\beta S, \cdot)=K(\beta S, \diamond)$ and, if $H$ is a subset of $\beta S$, then $H$ is a subsemigroup of $(\beta S, \cdot)$ if and only if $H$ is a subsemigroup of $(\beta S, \diamond)$.

Proof. This is Exercise 13.4.1.
We show now that if $S$ is not commutative, then both of the "in particular" conclusions may fail.

Theorem 13.38. Let $S$ be the free semigroup on countably many generators. Then there is a subset $H$ of $\beta S$ such that
(1) $H$ is a subsemigroup of $(\beta S, \cdot)$ and
(2) for every $p, q \in \beta S, p \diamond q \notin H$.

Proof. Let the generators of $S$ be $\left\{y_{n}: n \in \mathbb{N}\right\}$. For each $k \in \mathbb{N}$, let

$$
M_{k}=\left\{y_{n(1)} y_{n(2)} \cdots y_{n(l)}: l \in \mathbb{N} \text { and } k \leq n(1)<n(2)<\cdots<n(l)\right\}
$$

and let $H=\bigcap_{k=1}^{\infty} c \ell M_{k}$.
To see that $H$ is a subsemigroup of $(\beta S, \cdot)$, let $p, q \in H$ and let $k \in \mathbb{N}$. We need to show that $M_{k} \in p \cdot q$. To see this, we show that $M_{k} \subseteq\left\{x \in S: x^{-1} M_{k} \in q\right\}$, so let $x \in M_{k}$ and pick $l \in \mathbb{N}$ and $n(1), n(2), \ldots, n(l) \in \mathbb{N}$ such that $k \leq n(1)<n(2)<$ $\cdots<n(l)$ and $x=y_{n(1)} y_{n(2)} \ldots y_{n(l)}$. Then $M_{n(l)+1} \in q$ and $M_{n(l)+1} \subseteq x^{-1} M_{k}$.

To verify conclusion (2), let $p, q \in \beta S$. For each $k \in \mathbb{N}$, let

$$
R_{k}=\left\{y_{k}\right\} \cup S y_{k} \cup y_{k} S \cup S y_{k} S=\left\{x \in S: y_{k} \text { occurs in } x\right\} .
$$

Then $R_{k}$ is an ideal of $S$ so by (the left-right switch of) Corollary 4.18, $\overline{R_{k}}$ is an ideal of $(\beta S, \diamond)$. Since $R_{k} \cap M_{k+1}=\emptyset$ for each $k$, one has that $p \diamond q \notin H$ if $p \in \bigcup_{k=1}^{\infty} \overline{R_{k}}$.

So assume that $p \notin \bigcup_{k=1}^{\infty} \overline{R_{k}}$. We claim that $M_{1} \notin p \diamond q$, so suppose instead that $M_{1} \in p \diamond q$ and let $B=\left\{x \in S: M_{1} x^{-1} \in p\right\}$. Then $B \in q$ so $B \neq \emptyset$ so pick $x \in B$ and pick $k \in \mathbb{N}$ such that $y_{k}$ occurs in $x$. Then $M_{1} x^{-1} \backslash \bigcup_{t=1}^{k} R_{t} \in p$ so pick $z \in M_{1} x^{-1} \backslash \bigcup_{t=1}^{k} R_{t}$ and pick $j \in \mathbb{N}$ such that $y_{j}$ occurs in $z$. Then $j>k$ so $z x \notin M_{1}$, a contradiction.

For the left-right switch of Theorem 13.38, see Exercise 13.4.2.
We see now that we can have $K(\beta S, \diamond) \neq K(\beta S, \cdot)$. Recall that after Definition 4.38 we noted that there are really two notions of "piecewise syndetic", namely the notion of right piecewise syndetic which was defined in Definition 4.38, and the notion of left piecewise syndetic. A subset $A$ of the semigroup $S$ is left piecewise syndetic if and only if there is some $G \in \mathcal{P}_{f}(S)$ such that for every $F \in \mathscr{P}_{f}(S)$ there is some $x \in S$ with $x \cdot F \subseteq \bigcup_{t \in G} A t^{-1}$.

Lemma 13.39. Let $S$ be the free semigroup on two generators. There is a subset $A$ of $S$ which is left piecewise syndetic but is not right piecewise syndetic.

Proof. Let the generators of $S$ be $a$ and $b$. For each $n \in \mathbb{N}$, let $W_{n}=\{x \in S$ : $l(x) \leq n\}$, where $l(x)$ is the length of $x$. Let $A=\bigcup_{n=1}^{\infty} b^{n} W_{n} a$.

Suppose that $A$ is right piecewise syndetic and pick $G \in \mathcal{P}_{f}(S)$ such that for every $F \in \mathscr{P}_{f}(S)$ there is some $x \in S$ with $F \cdot x \subseteq \bigcup_{t \in G} t^{-1} A$. Let $m=\max \{l(t)$ : $t \in G\}+1$ and let $F=\left\{a^{m}\right\}$. Pick $x \in S$ such that $a^{m} x \in \bigcup_{t \in G} t^{-1} A$ and pick $t \in G$ such that $t a^{m} x \in A$. Pick $n \in \mathbb{N}$ such that $t a^{m} x \in b^{n} W_{n} a$. Then $t=b^{n} v$ for some $v \in S \cup\{\emptyset\}$ so $n \leq l(t)$. But now, the length of $t a^{m} x$ is at least $n+m+1$ while the length of any element of $b^{n} W_{n} a$ is at most $2 n+1$. Since $m \geq l(t)+1 \geq n+1$, this is a contradiction.

To see that $A$ is left piecewise syndetic, let $G=\{a\}$ and let $F \in \mathcal{P}_{f}(S)$ be given. Pick $n \in \mathbb{N}$ such that $F \subseteq W_{n}$ and let $x=b^{n}$. Then $x \cdot F \cdot a \subseteq b^{n} W_{n} a \subseteq A$ so $x \cdot F \subseteq A a^{-1}$ as required.

For a contrast to Lemma 13.39, see Exercise 13.4.3
Theorem 13.40. Let $S$ be the free semigroup on two generators. Then $K(\beta S, \diamond) \backslash$ $c \ell K(\beta S, \cdot) \neq \emptyset$ and $K(\beta S, \cdot) \backslash c \ell K(\beta S, \diamond) \neq \emptyset$.

Proof. We establish the first statement, leaving the second as an exercise. Pick by Lemma 13.39 a set $A \subseteq S$ which is left piecewise syndetic but not right piecewise syndetic. Then by Theorem $4.40, \bar{A} \cap K(\beta S, \cdot)=\emptyset$ so $\bar{A} \cap c \ell K(\beta S, \cdot)=\emptyset$. On the other hand, by the left-right switched version of Theorem $4.40, \bar{A} \cap K(\beta S, \diamond) \neq \emptyset$.

Theorem 13.40.2 below is stronger than Theorem 13.40. It was obtained after the publication of the first edition of this book.

Lemma 13.40.1. Let $S$ be the free semigroup on two generators, let $x \in S$, and let $q \in \beta S$.
(1) If $p \in K(\beta S, \cdot)$, then $x \cdot p \neq p \diamond q$.
(2) If $p \in K(\beta S, \diamond)$, then $p \diamond x \neq q \cdot p$.

Proof. We shall prove (1), the other proof being a left-right switch. Suppose that $x \cdot p=p \diamond q$. Let $a$ and $b$ be the generators of $S$ and for $w \in S$, let $\ell(w)$ be the length of $w$. We may assume that $x \notin\left\{b^{n}: n \in \mathbb{N}\right\}$. (Otherwise replace $b$ by $a$ in the argument below.)

Let

$$
\begin{aligned}
& B=\left\{x^{2 n} v: n \in \omega, v \in S, v \notin x S \cup\{x\}, \text { and } \ell(v) \geq \ell(x)\right\} \\
& D=\left\{x^{2 n+1} v: n \in \omega, v \in S, v \notin x S \cup\{x\}, \text { and } \ell(v) \geq \ell(x)\right\}
\end{aligned}
$$

Let $I=\left\{z \in S: b^{2 \ell(x)}\right.$ occurs in $\left.z\right\}$. Trivially $I$ is an ideal of $S$. We claim that $I$ is contained in $B \cup D$. To see this, let $w \in I$. If $w \notin x S \cup\{x\}$, then $w=x^{0} w$. Since $\ell(w) \geq 2 \ell(x), w \in B$. Suppose $w \in x S \cup\{x\}$. Pick $m \in \mathbb{N}$ such that $w=x^{m}$ or $w=x^{m} v$ where $v \notin x S \cup\{x\}$. We have that $b^{2 \ell(x)}$ occurs in $w$. Let $x=l_{1} l_{2} \cdots l_{t}$ where each $l_{i} \in\{a, b\}$. Since $x \notin\left\{b^{n}: n \in \mathbb{N}\right\}$, then $l_{j}=a$ for at least one $j \in\{1,2, \ldots, t\}$. Then the number of $b$ 's between successive $a$ 's in $x^{m}$ is less than $\ell(x)$. In particular, $w \neq x^{m}$ so $w=x^{m} v$. So $b^{\ell(x)}$ occurs in $v$ and thus $\ell(v) \geq \ell(x)$ so $w \in B \cup D$.

Since $I$ is an ideal of $S$, we have by Corollary 4.18 that $\bar{I}$ is an ideal of $\beta S$ and hence $K(\beta S, \cdot) \subseteq \bar{I}$. Therefore $p \in \bar{I}$. Since $I \in p$ and $I \subseteq B \cup D$, we have that either $B \in p$ or $D \in p$.

Suppose $B \in p$. Then $x \cdot B \in x \cdot p=p \diamond q$ and $x \cdot B \subseteq D$ so $D \in p \diamond q$. Thus, $\left\{y \in S: D y^{-1} \in p\right\} \in q$. Pick $y \in S$ such that $D y^{-1} \in p$ and pick $z \in D y^{-1} \cap B$. Then $z=x^{2 n} v$ where $n \in \omega, v \notin x S \cup\{x\}$, and $\ell(v) \geq \ell(x)$. So $z \cdot y=x^{2 n} v y \in B$ and $v y \notin x S \cup\{x\}$ because $v \notin x S \cup\{x\}$ and $\ell(v) \geq \ell(x)$. This contradicts the fact that $z y \in D$.

The case $D \in p$ is handled similarly.
Theorem 13.40.2. Let $S$ be the free semigroup on two generators. Then $K(\beta S, \cdot) \cap$ $K(\beta S, \diamond)=\emptyset$.

Proof. Suppose we have $p \in K(\beta S, \cdot) \cap K(\beta S, \diamond)$. Pick a minimal left ideal $L$ of $(\beta S, \cdot)$ and a minimal right ideal $R$ of $(\beta S, \diamond)$ such that $p \in L \cap R$. Then $\beta S \cdot p$ is a left ideal of $(\beta S, \cdot)$ and $\beta S \cdot p \subseteq L$ so $\beta S \cdot p=L$. Similarly, $p \diamond \beta S=R$. Then $\emptyset \neq \beta S \cdot p \cap p \diamond \beta S=c \ell(S \cdot p) \cap c \ell(p \diamond S)$. By Theorem 3.40, either there is some $x \in S$ and $q \in \beta S$ such that $x \cdot p=p \diamond q$, contradicting Lemma 13.40.1 (1), or there is some $x \in S$ and $q \in \beta S$ such that $q \cdot p=p \diamond x$, contradicting Lemma 13.40.1 (2).

The following theorem tells us that the two smallest ideals are not too far apart.

Theorem 13.41. Let $S$ be any semigroup. Then $K(\beta S, \diamond) \cap c \ell K(\beta S, \cdot) \neq \emptyset$ and $c \ell K(\beta S, \diamond) \cap K(\beta S, \cdot) \neq \emptyset$.

Proof. We establish the first statement only, the other proof being nearly identical. Let $p \in K(\beta S, \cdot)$ and let $q \in K(\beta S, \diamond)$. Then $p \diamond q \in K(\beta S, \diamond)$. We show that $p \diamond q \in c \ell K(\beta S, \cdot)$. Given $s \in S$, the continuous functions $\rho_{s}$ and $r_{s}$ agree on $S$, hence on $\beta S$, so $p \diamond s=r_{s}(p)=\rho_{s}(p)=p \cdot s$. Thus

$$
\begin{aligned}
p \diamond q & =\ell_{p}\left(\underset{s \in S}{\left.q-\lim _{s} s\right)}\right. \\
& =\underset{s \in S}{q-\lim _{s \in S} p \diamond s} \\
& =\underset{s \in S}{q-\lim _{s \in S} p \cdot s .}
\end{aligned}
$$

For each $s \in S, p \cdot s \in K(\beta S, \cdot) \subseteq c \ell K(\beta S, \cdot)$, so $p \diamond q \in c \ell K(\beta S, \cdot)$.

Exercise 13.4.1. Prove Theorem 13.37.

Exercise 13.4.2. Let $S$ be the free semigroup on countably many generators. Prove that there is a subset $H$ of $\beta S$ such that
(1) $H$ is a subsemigroup of $(\beta S, \diamond)$ and
(2) for every $p, q \in \beta S, p \cdot q \notin H$.

Exercise 13.4.3. Let $S$ be any semigroup and assume that $r \in \mathbb{N}$ and $S=\bigcup_{i=1}^{r} A_{i}$. Prove that there is some $i \in\{1,2, \ldots, r\}$ such that $A_{i}$ is both left piecewise syndetic and right piecewise syndetic. (Hint: Use Theorems 4.40 and 13.41.)

### 13.5 Notes

Most of the material in Section 13.1 is based on results from [193], except for Theorem 13.17 which is based on a result of B. Balcar and P. Kalášek in [21] and on a personal communication from A. Maleki. In [193] it was also proved that the equation $q+p=q \cdot p$ has no solutions in $\mathbb{N}^{*}$. That proof is quite complicated so is not included here.

It is a consequence of Corollary 5.21 that $K(\beta \mathbb{N}, \cdot) \cap \overline{K(\beta \mathbb{N},+)} \neq \emptyset$ and that this fact has significant Ramsey theoretic applications. Corollary 13.15 says that $K(\beta \mathbb{N}, \cdot) \cap K(\beta \mathbb{N},+)=\emptyset$. A stronger result holds: It was shown in [372] that $\overline{K(\beta \mathbb{N}, \cdot)} \cap K(\beta \mathbb{N},+)=\emptyset$. Indeed, $\overline{K(\beta \mathbb{N}, \cdot)}$ does not meet $\mathbb{N}^{*}+\mathbb{N}^{*}$.

Theorem 13.18, Corollary 13.20, and Theorem 13.21 are from [207] and Corollary 13.19 is from [186]. Theorem 13.26 and Corollary 13.27 are due to E. van Douwen in [127].

Most of the material in Section 13.3 is from [220], results obtained in collaboration with I. Leader.

Theorem 13.38 is from [135], a result of collaboration with A. El-Mabhouh and J. Pym. Theorems 13.40 and 13.41 are due to P. Anthony in [8]. Theorem 13.40.2 is due to S . Burns in [87] where she also establishes the same result for the free group on two generators.

## Part III

## Combinatorial Applications

## Chapter 14

## The Central Sets Theorem

In this chapter we derive the powerful Central Sets Theorem and some of its consequences. Other consequences will be obtained in later chapters. (Recall that a subset $A$ of a semigroup $S$ is central if and only if $A$ is a member of some minimal idempotent in $\beta S$.) The notion of "central" originated in topological dynamics, and its connection with concepts in this field will be discussed in Chapter 19. We shall introduce the ideas of the proof gently by proving progressively stronger theorems.

### 14.1 Van der Waerden's Theorem

Our first introduction to the idea of the proof of the Central Sets Theorem is via van der Waerden's Theorem.

Recall from Theorem 4.40 that given a subset $A$ of a discrete semigroup $S, \bar{A} \cap$ $K(\beta S) \neq \emptyset$ if and only if $A$ is piecewise syndetic. Thus, in particular, any central set is piecewise syndetic.

Theorem 14.1. Let $(S,+)$ be a commutative semigroup, let $A$ be a piecewise syndetic subset of $S$, and let $\ell \in \mathbb{N}$. There exist $a, d \in S$ such that

$$
\{a, a+d, a+2 d, \ldots, a+\ell d\} \subseteq A
$$

Proof. Let $Y=\times_{t=0}^{\ell} \beta S$. Then by Theorem 2.22, $(Y,+)$ is a compact right topological semigroup and if $\vec{x} \in \times_{t=0}^{\ell} S$, then $\lambda_{\vec{x}}$ is continuous. Consequently $Y$ is a semigroup compactification of $\times_{t=0}^{\ell} S$.

For each $p \in \beta S$, put $\bar{p}=(p, p, \ldots, p) \in Y$. Let

$$
I^{\triangleleft}=\{(a, a+d, a+2 d, \ldots, a+\ell d): a, d \in S\}
$$

and let

$$
E^{\triangleleft}=I^{\triangleleft} \cup\{\bar{a}: a \in S\}
$$

Let $E=c \ell_{Y} E^{\triangleleft}$ and let $I=c \ell_{Y} I^{\triangleleft}$.
Observe that $E^{\triangleleft}$ is a subsemigroup of $\times_{t=0}^{\ell} S$ and that $I^{\triangleleft}$ is an ideal of $E^{\triangleleft}$. Thus by Theorem $4.17 E$ is a subsemigroup of $Y$ and $I$ is an ideal of $E$.

By Theorem 2.23, $K(Y)=\times_{t=0}^{\ell} K(\beta S)$. We now claim that $E \cap K(Y) \neq \emptyset$ so that by Theorem 1.65, $K(E)=E \cap K(Y)$. In fact we show that

$$
\begin{equation*}
\text { if } p \in K(\beta S) \text {, then } \bar{p} \in E \text {. } \tag{*}
\end{equation*}
$$

To establish (*), let $U$ be a neighborhood of $\bar{p}$ and for $t \in\{0,1, \ldots, \ell\}$ pick $A_{t} \in p$ such that $\times_{t=0}^{\ell} \overline{A_{t}} \subseteq U$. Then $\bigcap_{t=0}^{\ell} A_{t} \in p$ so $\bigcap_{t=0}^{\ell} A_{t} \neq \emptyset$ so pick $a \in \bigcap_{t=0}^{\ell} A_{t}$. Then $(a, a, \ldots, a) \in U \cap E$.

Since $K(E)=E \cap K(Y)=E \cap \times_{t=0}^{\ell} K(\beta S)$ and $I$ is an ideal of $E$, we have $E \cap \times_{t=0}^{\ell} K(\beta S) \subseteq I$. Now since $A$ is piecewise syndetic, pick by Theorem 4.40 some $p \in \bar{A} \cap K(\beta S)$. Then by $(*), \bar{p} \in E \cap \times_{t=0}^{\ell} K(\beta S) \subseteq I$. Let $U=\times_{t=0}^{\ell} \bar{A}$. Then $U$ is a neighborhood of $\bar{p}$ and so $U \cap I^{\triangleleft} \neq \emptyset$. Hence there exist $a, d \in S$ such that $(a, a+d, a+2 d, \ldots, a+\ell d) \in U$.

The above proof already illustrates the most startling fact about the Central Sets Theorem proof, namely how much one gets for how little. That is, one establishes the statement $(*)$ based on the trivial fact that $E^{\triangleleft}$ contains the diagonal of $\times_{t=0}^{\ell} S$. Then one concludes immediately that $\bar{p} \in I$ and hence all members of $p$ contain interesting configurations. It is enough to make someone raised on the work ethic feel guilty.

Note that if $r \in \mathbb{N}$ and $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$, then some $A_{i}$ is piecewise syndetic. This can be seen in at least two ways. One can verify combinatorially that the union of two sets which are not piecewise syndetic is not piecewise syndetic. Somewhat easier from our point of view is to note that $\beta \mathbb{N}=\bigcup_{i=1}^{r} \overline{A_{i}}$ so some $\overline{A_{i}} \cap K(\beta \mathbb{N}) \neq \emptyset$ so Theorem 4.40 applies.

Corollary 14.2 (van der Waerden [382]). Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. For each $\ell \in \mathbb{N}$ there exist $i \in\{1,2, \ldots, r\}$ and $a, d \in \mathbb{N}$ such that $\{a, a+d, \ldots, a+\ell d\} \subseteq$ $A_{i}$.

Proof. Some $A_{i}$ is piecewise syndetic so Theorem 14.1 applies.
In Exercise 5.1.1 the reader was asked to show that the above version of van der Waerden's Theorem implies the apparently stronger version wherein one $i$ is chosen which "works" for all $\ell$. In fact the current method of proof yields the stronger version directly.

Corollary 14.3 (van der Waerden [382]). Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. There exists $i \in\{1,2, \ldots, r\}$ such that for each $\ell \in \mathbb{N}$ there exists $a, d \in \mathbb{N}$ such that $\{a, a+d, \ldots, a+\ell d\} \subseteq A_{i}$.

Proof. Some $A_{i}$ is piecewise syndetic so Theorem 14.1 applies.
One may make the aesthetic objection to the proof of Theorem 14.1 that one requires a different space $Y$ for each length of arithmetic progression. In fact, one may do the proof once for all values of $\ell$ by starting with an infinite product. (See Exercise 14.1.2.)

As a consequence of van der Waerden's Theorem, we establish the existence of a combinatorially interesting ideal of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$, namely the set of ultrafilters every member of which contains arbitrarily long arithmetic progressions.

Definition 14.4. $\mathcal{A} \mathcal{P}=\{p \in \beta \mathbb{N}$ : for every $A \in p$ and every $\ell \in \mathbb{N}$, there exist $a, d \in \mathbb{N}$ such that $\{a, a+d, a+2 d, \ldots, a+\ell d\} \subseteq A\}$.

Theorem 14.5. $\mathcal{A} \mathcal{P}$ is an ideal of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$.
Proof. By Theorems 4.40 and $14.1 K(\beta \mathbb{N},+) \subseteq \mathcal{A} \mathcal{P}$ so $\mathcal{A} \mathcal{P} \neq \emptyset$. To complete the proof, let $p \in \mathcal{A P}$ and let $q \in \beta \mathbb{N}$. Given $A \in q+p$ and $\ell \in \mathbb{N}$, pick $x \in \mathbb{N}$ such that $-x+A \in p$. Pick $a, d \in \mathbb{N}$ such that $\{a, a+d, a+2 d, \ldots, a+\ell d\} \subseteq-x+A$. Then $\{x+a, x+a+d, x+a+2 d, \ldots, x+a+\ell d\} \subseteq A$. Given $A \in p+q$ and $\ell \in \mathbb{N}$, pick $a, d \in \mathbb{N}$ such that $\{a, a+d, a+2 d, \ldots, a+\ell d\} \subseteq\{x \in \mathbb{N}$ : $-x+A \in q\}$. Then $\bigcap_{t=0}^{\ell}(-(a+t d)+A) \in q$ so pick $x \in \bigcap_{t=0}^{\ell}(-(a+t d)+A)$. Then $\{x+a, x+a+d, x+a+2 d, \ldots, x+a+\ell d\} \subseteq A$.

Given $A \in q p$ and $\ell \in \mathbb{N}$, pick $x \in \mathbb{N}$ such that $x^{-1} A \in p$. Pick $a, d \in \mathbb{N}$ such that $\{a, a+d, a+2 d, \ldots, a+\ell d\} \subseteq x^{-1} A$. Then $\{x a, x a+x d, x a+2 x d, \ldots$, $x a+\ell x d\} \subseteq A$ Given $A \in p q$ and $\ell \in \mathbb{N}$, pick $a, d \in \mathbb{N}$ such that $\{a, a+d$, $a+2 d, \ldots, a+\ell d\} \subseteq\left\{x \in \mathbb{N}: x^{-1} A \in q\right\}$. Then $\bigcap_{t=0}^{\ell}(a+t d)^{-1} A \in q$ so pick $x \in \bigcap_{t=0}^{\ell}(a+t d)^{-1} A$. Then $\{x a, x a+x d, x a+2 x d, \ldots, x a+\ell x d\} \subseteq A$.

Exercise 14.1.1. Using compactness (see Section 5.5) and Corollary 14.2 prove that given any $r, \ell \in \mathbb{N}$ there exists $n \in \mathbb{N}$ such that whenever $\{1,2, \ldots, n\}$ is $r$-colored, there must be a length $\ell$ monochromatic arithmetic progression.

Exercise 14.1.2. Prove Theorem 14.1 as follows. Let $Y=\times_{t=0}^{\infty} \beta \mathbb{N}$. Let $E^{\triangleleft}=$ $\{(a, a+d, a+2 d, \ldots): a \in \mathbb{N}$ and $d \in \mathbb{N} \cup\{0\}\}$ and let $I^{\triangleleft}=\{(a, a+d$, $a+2 d, \ldots): a, d \in \mathbb{N}\}$. Let $E=c \ell_{Y} E^{\triangleleft}$ and let $I=c \ell_{Y} I^{\triangleleft}$. Prove that $E$ is a subsemigroup of $Y$ and that $I$ is an ideal of $E$. Then prove

$$
\begin{equation*}
\text { if } p \in K(\beta \mathbb{N}) \text { and } \bar{p}=(p, p, p, \ldots) \text {, then } \bar{p} \in E \tag{*}
\end{equation*}
$$

Pick $p \in K(\beta \mathbb{N}) \cap \bar{A}$, let $\bar{p}=(p, p, p, \ldots)$, and show that $\bar{p} \in I$. Given $\ell \in \mathbb{N}$ let $U=\left\{\vec{q} \in Y:\right.$ for all $\left.i \in\{0,1, \ldots, \ell\}, q_{i} \in \bar{A}\right\}$ and show that $U \cap I^{\triangleleft} \neq \emptyset$.

### 14.2 The Hales-Jewett Theorem

In this section we prove the powerful generalization of van der Waerden's theorem which is due to A. Hales and R. Jewett [182]. In this case it is worth noting that even though we work with a very noncommutative semigroup, namely the free semigroup on a finite alphabet, the proof is nearly identical to the proof of van der Waerden's Theorem. (There is a much more significant contrast between the commutative and noncommutative versions of the Central Sets Theorem.)

Definition 14.6. Let $S$ be the free semigroup on the alphabet $A$ and let $v$ be a variable which is not a member of $A$.
(a) A variable word $w(v)$ is a member of the free semigroup on the alphabet $A \cup\{v\}$ in which $v$ occurs.
(b) $S(v)=\{w(v): w(v)$ is a variable word $\}$.
(c) Given a variable word $w(v)$ and a member $a$ of $A, w(a)$ is the word in which each occurrence of $v$ is replaced by an occurrence of $a$.

Recall that the free semigroup on the alphabet $A$ was formally defined (Definition 1.3) as the set of functions with domain $\{0,1, \ldots, n\}$ for some $n \in \omega$ and range contained in $A$. Given a member $w$ of the free semigroup on an alphabet $A$ and a "letter" $a \in A$, when we say that $a$ occurs in $w$ we mean formally that $a$ is in the range of (the function) $w$. Given $w(v) \in S(v)$, and $a \in A$, one then has formally that $w(a)$ is the function with the same domain as $w(v)$ such that for $i$ in this domain,

$$
w(a)_{i}= \begin{cases}w(v)_{i} & \text { if } w(v)_{i} \neq v \\ a & \text { if } w(v)_{i}=v\end{cases}
$$

Informally, if $A=\{1,2,3,4,5\}$ and $w(v)=13 v v 3251 v 4$, then $w(3)=1333325134$ and $w(2)=1322325124$.

Theorem 14.7. Let $A$ be a finite nonempty alphabet, let $S$ be the free semigroup over $A$, and let $B$ be a piecewise syndetic subset of $S$. Then there is a variable word $w(v)$ such that $\{w(a): a \in A\} \subseteq B$.

Proof. Let $\ell=|A|$ and write $A=\left\{a_{1}, a_{2}, \ldots, a_{\ell}\right\}$. Let $Y=\times_{t=1}^{\ell} \beta S$. Denote the operation of $Y$ (as well as that of $S$ ) by juxtaposition. Then by Theorem 2.22, $Y$ is a compact right topological semigroup and if $\vec{x} \in \times_{t=1}^{\ell} S$, then $\lambda_{\vec{x}}$ is continuous. Thus $Y$ is a semigroup compactification of $\times_{t=1}^{\ell} S$.

Let $I^{\triangleleft}=\left\{\left(w\left(a_{1}\right), w\left(a_{2}\right), \ldots, w\left(a_{\ell}\right)\right): w(v) \in S(v)\right\}$ and let

$$
E^{\triangleleft}=I^{\triangleleft} \cup\{(w, w, \ldots, w): w \in S\}
$$

Let $E=c \ell_{Y} E^{\triangleleft}$ and let $I=c \ell_{Y} I^{\triangleleft}$.
Observe that $E^{\triangleleft}$ is a subsemigroup of $\times_{t=1}^{\ell} S$ and that $I^{\triangleleft}$ is an ideal of $E^{\triangleleft}$. Thus by Theorem $4.17 E$ is a subsemigroup of $Y$ and $I$ is an ideal of $E$.

By Theorem 2.23 we have $K(Y)=\times_{t=1}^{\ell} K(\beta S)$. We now claim that $E \cap K(Y) \neq$ $\emptyset$ so that by Theorem $1.65, K(E)=E \cap K(Y)$. In fact we show that

$$
\begin{equation*}
\text { if } p \in K(\beta S) \text { and } \bar{p}=(p, p, \ldots, p) \text {, then } \bar{p} \in E \tag{*}
\end{equation*}
$$

To establish (*), let $U$ be a neighborhood of $\bar{p}$ and for $t \in\{1,2, \ldots, \ell\}$ pick $B_{t} \in p$ such that $\times_{t=1}^{\ell} \overline{B_{t}} \subseteq U$. Then $\bigcap_{t=1}^{\ell} B_{t} \in p$ so $\bigcap_{t=1}^{\ell} B_{t} \neq \emptyset$ so pick $w \in \bigcap_{t=1}^{\ell} B_{t}$. Then $(w, w, \ldots, w) \in U \cap E$.

Since $K(E)=E \cap K(Y)=E \cap \times_{t=1}^{\ell} K(\beta S)$ and $I$ is an ideal of $E$, we have $E \cap$ $\times_{t=\underline{1}}^{\ell} K(\beta S) \subseteq I$. Now since $B$ is piecewise syndetic, pick by Theorem 4.40 some $p \in \bar{B} \cap K(\beta S)$ and let $\bar{p}=(p, p, \ldots, p)$. Then by $(*) \bar{p} \in E \cap \times_{t=1}^{\ell} K(\beta S) \subseteq I$. Let $U=\times_{t=1}^{\ell} \bar{B}$. Then $U$ is a neighborhood of $\bar{p}$ so $U \cap I^{\triangleleft} \neq \emptyset$ so pick $w(v) \in$ $S(v)$ such that $\left(w\left(a_{1}\right), w\left(a_{2}\right), \ldots, w\left(a_{\ell}\right)\right) \in U$.

Corollary 14.8 (Hales-Jewett [182]). Let A be a finite nonempty alphabet, let $S$ be the free semigroup over $A$, let $r \in \mathbb{N}$ and let $S=\bigcup_{i=1}^{r} B_{i}$. Then there exist $i \in$ $\{1,2, \ldots, r\}$ and a variable word $w(v)$ such that $\{w(a): a \in A\} \subseteq B_{i}$.

Proof. Some $B_{i}$ is piecewise syndetic so Theorem 14.7 applies.
Exercise 14.2.1. Using compactness (see Section 5.5) and Corollary 14.8 prove that given any finite nonempty alphabet $A$ and any $r \in \mathbb{N}$ there is some $n \in \mathbb{N}$ such that whenever the length $n$ words over $A$ are $r$-colored there must be a variable word $w(v)$ such that $\{w(a): a \in A\}$ is monochromatic.

We shall need the following lemma in Section 14.4.

Lemma 14.8.1. Let $A$ be a finite nonempty alphabet and let $r \in \mathbb{N}$. There is some $m \in \mathbb{N}$ such that whenever the length $m$ words over $A$ are $r$-colored, there is a variable word $w(v)$ such that $w(v)$ begins and ends with a constant, $w(v)$ has no successive occurrences of $v$, and $\{w(a): a \in A\}$ is monochromatic.

Proof. Let $S$ be the free semigroup over $A$ and let $T=S \cup\{w(v): w(v)$ is a variable word over $A\}$. Pick $c \in A$ and define $\varphi: T \rightarrow T$ as follows. For $x=b_{1} b_{2} \cdots b_{k}$ where each $b_{i} \in A \cup\{v\}, \varphi(x)=c b_{1} c b_{2} c \cdots c b_{k} c$. Pick $n$ as guaranteed by Exercise 14.2.1 and let $m=2 n+1$.

Let $\psi: S \rightarrow\{1,2, \ldots, r\}$ and pick a length $n$ variable word $w(v)$ such that $\psi \circ \varphi$ is constant on $\{w(a): a \in A\}$. Let $u(v)=\varphi(w(v))$. Then $u(v)$ begins and ends with a constant, $u(v)$ has no successive occurrences of $v$, and $\psi$ is constant on $\{u(a): a \in A\}$.

Exercise 14.2.2. Derive van der Waerden's Theorem (Corollary 14.2) from the Hales-Jewett Theorem (Corollary 14.8). (Hint: Consider for example the alphabet $\{0,1,2,3,4\}$ and the following length 5 arithmetic progression written in base 5: 20100010134, 20111011134, 20122012134, 20133013134, 20144014134.)

### 14.3 The Commutative Central Sets Theorem

In this section we derive the Central Sets Theorem for commutative semigroups, as well as some of its immediate corollaries. (One is Corollary 14.13 and two more are
exercises.) It is, of course, a corollary to the noncommutative Central Sets Theorem, but has a much simpler proof. Recall that ${ }^{\mathbb{N}} S$ is the set of functions from $\mathbb{N}$ to $S$.

Definition 14.8.1. Let $(S,+)$ be a commutative semigroup and let $A \subseteq S$. Then $A$ is a $J$-set if and only if whenever $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$, there exist $a \in S$ and $H \in \mathcal{P}_{f}(\mathbb{N})$ such that for each $f \in F, a+\sum_{t \in H} f(t) \in A$.

We see easily that $J$-sets satisfy a superficially stronger property.
Lemma 14.8.2. Let $(S,+)$ be a commutative semigroup and let $A$ be a $J$-set in $S$. Whenever $m \in \mathbb{N}$ and $F \in \mathscr{P}_{f}\left(\mathbb{N}_{S}\right)$, there exist $a \in S$ and $H \in \mathscr{P}_{f}(\mathbb{N})$ such that $\min H>m$ and for each $f \in F, a+\sum_{t \in H} f(t) \in A$.

Proof. Let $m \in \mathbb{N}$ and let $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$. For each $f \in F$ define $g_{f} \in \mathbb{N}_{S}$ by, for $t \in \mathbb{N}, g_{f}(t)=f(t+m)$. Pick $a \in S$ and $K \in \mathcal{P}_{f}(\mathbb{N})$ such that for each $f \in F$, $a+\sum_{t \in K} g_{f}(t) \in A$ and let $H=m+K$.

We remind the reader that we have been using the notation $\bar{x}$ for a function constantly equal to $x$.

Theorem 14.8.3. Let $(S,+)$ be a commutative semigroup and let $A$ be a piecewise syndetic subset of $S$. Then $A$ is a $J$-set.

Proof. Let $F \in \mathscr{P}_{f}\left(\mathbb{N}_{S}\right)$, let $l=|F|$, and enumerate $F$ as $\left\{f_{1}, f_{2}, \ldots, f_{l}\right\}$. Let $Y=\times_{t=1}^{l} \beta S$. Then by Theorem 2.22, $Y$ is a compact right topological semigroup and if $s \in \times_{t=1}^{l} S$, then $\lambda_{s}$ is continuous. For $i \in \mathbb{N}$, let

$$
I_{i}=\left\{\left(a+\sum_{t \in H} f_{1}(t), \ldots, a+\sum_{t \in H} f_{l}(t)\right): a \in S, H \in \mathscr{P}_{f}(\mathbb{N}), \text { and } \min H>i\right\}
$$

and let $E_{i}=I_{i} \cup\{(a, a, \ldots, a): a \in S\}$.
Let $E=\bigcap_{i=1}^{\infty} \overline{E_{i}}$ and let $I=\bigcap_{i=1}^{\infty} \overline{I_{i}}$. We claim that $E$ is a subsemigroup of $Y$ and $I$ is an ideal of $E$. To this end, let $p, q \in E$. We show that $p+q \in E$ and if either $p \in I$ or $q \in I$, then $p+q \in I$. Let $U$ be an open neighborhood of $p+q$ and let $i \in \mathbb{N}$. Since $\rho_{q}$ is continuous, pick a neighborhood $V$ of $p$ such that $V+q \subseteq U$. Pick $x \in E_{i} \cap V$ with $x \in I_{i}$ if $p \in I$. If $x \in I_{i}$ so that $x=\left(a+\sum_{t \in H} f_{1}(t), \ldots, a+\sum_{t \in H} f_{l}(t)\right)$ for some $a \in S$ and some $H \in \mathcal{P}_{f}(\mathbb{N})$ with min $H>i$, let $j=\max H$. Otherwise, let $j=i$. Since $\lambda_{x}$ is continuous, pick a neighborhood $W$ of $q$ such that $x+W \subseteq U$. Pick $y \in E_{j} \cap W$ with $y \in I_{j}$ if $q \in I$. Then $x+y \in E_{i} \cap U$ and if either $p \in I$ or $q \in I$, then $x+y \in I_{i} \cap U$.

By Theorem 2.23, $K(Y)=\times_{t=1}^{l} K(\beta S)$. Pick by Theorem 4.40 some $p \in$ $K(\beta S) \cap \bar{A}$. Then $\bar{p}=(p, p, \ldots, p) \in K(Y)$. We claim that $\bar{p} \in E$. To see this, let $U$ be a neighborhood of $\bar{p}$, let $i \in \mathbb{N}$, and pick $C_{1}, C_{2}, \ldots, C_{l} \in p$ such
that $\times_{t=1}^{l} \overline{C_{t}} \subseteq U$. Pick $a \in \bigcap_{t=1}^{l} C_{t}$. Then $\bar{a}=(a, a, \ldots, a) \in U \cap E_{i}$. Thus $\bar{p} \in K(Y) \cap E$ and consequently $K(Y) \cap E \neq \emptyset$. Then by Theorem 1.65 , we have that $K(E)=K(Y) \cap E$ and so $\bar{p} \in K(E) \subseteq I$. Then $I_{1} \cap \times_{t=1}^{l} \bar{A} \neq \emptyset$ so pick $z \in I_{1} \cap \times_{t=1}^{l} \bar{A}$ and pick $a \in S$ and $H \in \mathscr{P}_{f}(\mathbb{N})$ such that

$$
z=\left(a+\sum_{t \in H} f_{1}(t), \ldots, a+\sum_{t \in H} f_{l}(t)\right)
$$

We are now ready to prove the Central Sets Theorem (for commutative semigroups).

Theorem 14.8.4 (Central Sets Theorem). Let $(S,+)$ be a commutative semigroup and let $A$ be a central subset of $S$. There exist functions $\alpha: \mathscr{P}_{f}\left(\mathbb{N}_{S}\right) \rightarrow S$ and $H: \mathcal{P}_{f}\left({ }^{\mathbb{N}} S\right) \rightarrow \mathcal{P}_{f}(\mathbb{N})$ such that
(1) if $F, G \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ and $F \subsetneq G$, then $\max H(F)<\min H(G)$ and
(2) whenever $m \in \mathbb{N}, G_{1}, G_{2}, \ldots, G_{m} \in \mathcal{P}_{f}\left({ }^{\mathbb{N}} S\right), G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{m}$, and for each $i \in\{1,2, \ldots, m\}, f_{i} \in G_{i}$, one has $\sum_{i=1}^{m}\left(\alpha\left(G_{i}\right)+\sum_{t \in H\left(G_{i}\right)} f_{i}(t)\right) \in A$.

Proof. Pick a minimal idempotent $p$ of $\beta S$ such that $A \in p$. Let

$$
A^{\star}=\{x \in A:-x+A \in p\} .
$$

Since $p+p=p, A^{\star} \in p$. Also by Lemma 4.14, if $x \in A^{\star}$, then $-x+A^{\star} \in p$.
We define $\alpha(F) \in S$ and $H(F) \in \mathcal{P}_{f}(\mathbb{N})$ for $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ by induction on $|F|$ satisfying the following inductive hypotheses:
(1) if $\emptyset \neq G \subsetneq F$, then $\max H(G)<\min H(F)$ and
(2) if $n \in \mathbb{N}, \emptyset \neq G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{n}=F$, and $\left\langle f_{i}\right\rangle_{i=1}^{n} \in \times_{i=1}^{n} G_{i}$, then $\sum_{i=1}^{n}\left(\alpha\left(G_{i}\right)+\sum_{t \in H\left(G_{i}\right)} f_{i}(t)\right) \in A^{\star}$.
Assume first that $F=\{f\}$. Since $A^{\star}$ is piecewise syndetic, pick by Theorem 14.8.3, $a \in S$ and $L \in \mathcal{P}_{f}(\mathbb{N})$ such that $a+\sum_{t \in L} f(t) \in A^{\star}$. Let $\alpha(\{f\})=a$ and $H(\{f\})=L$. Both hypotheses are satisfied, (1) vacuously.

Now assume that $|F|>1$ and $\alpha(G)$ and $H(G)$ have been defined for all proper subsets $G$ of $F$. Let $K=\bigcup\{H(G): \emptyset \neq G \subsetneq F\}$ and let $m=\max K$. Let

$$
\begin{aligned}
M=\left\{\sum_{i=1}^{n}\left(\alpha\left(G_{i}\right)+\sum_{t \in H\left(G_{i}\right)} f_{i}(t)\right):\right. & n \in \mathbb{N}, \emptyset \neq G_{1} \subsetneq \cdots \subsetneq G_{n} \subsetneq F, \\
& \text { and } \left.\left\langle f_{i}\right\rangle_{i=1}^{n} \in \underset{i=1}{\times} G_{i}\right\} .
\end{aligned}
$$

Then $M$ is finite and by hypothesis (2), $M \subseteq A^{\star}$. Let $B=A^{\star} \cap \bigcap_{x \in M}\left(-x+A^{\star}\right)$. Then $B \in p$ so pick by Theorem 14.8.3 and Lemma 14.8.2, $a \in S$ and $L \in \mathcal{P}_{f}(\mathbb{N})$ such that $\min L>m$ and for each $f \in F, a+\sum_{t \in L} f(t) \in B$. Let $\alpha(F)=a$ and $H(F)=L$.

Since $\min L>m$ we have that hypothesis (1) is satisfied. To verify hypothesis (2), let $n \in \mathbb{N}$, let $\emptyset \neq G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{n}=F$, and let $\left\langle f_{i}\right\rangle_{i=1}^{n} \in \times_{i=1}^{n} G_{i}$ If $n=1$, then $\sum_{i=1}^{n}\left(\alpha\left(G_{i}\right)+\sum_{t \in H\left(G_{i}\right)} f_{1}(t)\right)=a+\sum_{t \in L} f_{1}(t) \in B \subseteq A^{\star}$. So assume that $n>1$ and let $y=\sum_{i=1}^{n-1}\left(\alpha\left(G_{i}\right)+\sum_{t \in H\left(G_{i}\right)} f_{i}(t)\right)$. Then $y \in M$ so $a+\sum_{t \in L} f_{1}(t) \in B \subseteq\left(-y+A^{\star}\right)$ and thus $\sum_{i=1}^{n}\left(\alpha\left(G_{i}\right)+\sum_{t \in H\left(G_{i}\right)} f_{i}(t)\right)=$ $y+a+\sum_{t \in L} f_{1}(t) \in A^{\star}$ as required.

We introduce a name for sets satisfying the conclusion of the Central Sets Theorem.
Definition 14.8.5. Let $(S,+)$ be a commutative semigroup and let $A \subseteq S$. Then $A$ is a $C$-set if and only if there exist functions $\alpha: \mathcal{P}_{f}\left(\mathbb{N}_{S}\right) \rightarrow S$ and $H: \mathcal{P}_{f}\left({ }^{\mathbb{N}} S\right) \rightarrow$ $\mathcal{P}_{f}(\mathbb{N})$ such that
(1) if $F, G \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ and $F \subsetneq G$, then $\max H(F)<\min H(G)$ and
(2) whenever $m \in \mathbb{N}, G_{1}, G_{2}, \ldots, G_{m} \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right), G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{m}$, and for each $i \in\{1,2, \ldots, m\}, f_{i} \in G_{i}$, one has $\sum_{i=1}^{m}\left(\left(\alpha\left(G_{i}\right)+\sum_{t \in H\left(G_{i}\right)} f_{i}(t)\right) \in A\right.$.

The Central Sets Theorem is thus the assertion that each central set is a $C$-set. We shall see that $C$-sets satisfy an apparently stronger condition.

Definition 14.8.6. Let $D$ be a directed set. Then $\mathcal{P}_{f}^{\operatorname{lin}}(D)$ is the set of nonempty finite linearly ordered subsets of $D$.

Theorem 14.8.7. Let $(S,+)$ be a commutative semigroup and let $A \subseteq S$. Then $A$ is a $C$-set if and only if whenever $D$ is a directed set with no largest element, there exist functions $\alpha: \mathscr{P}_{f}\left({ }^{D_{S}}\right) \rightarrow S$ and $H: \mathscr{P}_{f}\left(D_{S}\right) \rightarrow \mathcal{P}_{f}^{\operatorname{lin}}(D)$ such that
(1) if $F, G \in \mathcal{P}_{f}\left(D_{S}\right)$ and $F \subsetneq G$, then $\max H(F)<\min H(G)$ and
(2) whenever $m \in \mathbb{N}, G_{1}, G_{2}, \ldots, G_{m} \in \mathcal{P}_{f}\left(D_{S}\right), G_{1} \subsetneq G_{2} \subsetneq \ldots \subsetneq G_{m}$, and for each $i \in\{1,2, \ldots, m\}, f_{i} \in G_{i}$, one has $\sum_{i=1}^{m}\left(\left(\alpha\left(G_{i}\right)+\sum_{t \in H\left(G_{i}\right)} f_{i}(t)\right) \in A\right.$.
Proof. The sufficiency is trivial since one may let $D=\mathbb{N}$. So assume that $A$ is a $C$-set and pick $\alpha_{1}: \mathscr{P}_{f}\left(\mathbb{N}_{S}\right) \rightarrow S$ and $H_{1}: \mathscr{P}_{f}\left(\mathbb{N}_{S}\right) \rightarrow \mathscr{P}_{f}(\mathbb{N})$ as guaranteed by Definition 14.8.5.

Pick a strictly increasing sequence $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ in $D$. Define $\varphi:{ }^{D} S \rightarrow{ }^{\mathbb{N}} S$ by, for $f \in D_{S}$ and $n \in \mathbb{N}, \varphi(f)(n)=f\left(a_{n}\right)$.

We define $\gamma: \mathscr{P}_{f}\left({ }^{D} S\right) \rightarrow \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ so that
(1) for all $G \in \mathcal{P}_{f}\left(D_{S}\right), \varphi[G] \subseteq \gamma(G)$ and
(2) if $F, G \in \mathcal{P}_{f}\left(D_{S}\right)$ and $F \subsetneq G$, then $\gamma(F) \subsetneq \gamma(G)$.

We do this for $G \in \mathscr{P}_{f}\left(D_{S}\right)$ inductively on $|G|$. For $f \in D_{S}$, let $\gamma(\{f\})=\{\varphi(f)\}$. Now let $G \in \mathcal{P}_{f}\left(D_{S}\right)$ with $|G| \geq 2$ and assume that $\gamma(F)$ has been defined for all $F$ with $\emptyset \neq F \subsetneq G$. Let $K=\varphi[G] \cup \bigcup\{\gamma(F): \emptyset \neq F \subsetneq G\}$, pick $f \in \mathbb{N} S \backslash K$, and let $\gamma(G)=K \cup\{f\}$.

Now define $\alpha_{2}: \mathscr{P}_{f}\left({ }^{D} S\right) \rightarrow S$ and $H_{2}: \mathscr{P}_{f}\left(D_{S}\right) \rightarrow \mathcal{P}_{f}^{\text {lin }}(D)$ as follows. Given $G \in \mathcal{P}_{f}\left({ }^{D} S\right)$, let $\alpha_{2}(G)=\alpha_{1}(\gamma(G))$ and $H_{2}(G)=\left\{a_{t}: t \in H_{1}(\gamma(G))\right\}$. If $F, G \in$ $\mathscr{P}_{f}\left(D_{S}\right)$ and $F \subsetneq G$, then $\gamma(F) \subsetneq \gamma(G)$, so $\max H_{1}(\gamma(F))<\min H_{1}(\gamma(G))$ and thus max $H_{2}(F)<\min H_{2}(G)$.

Now assume that $m \in \mathbb{N}, G_{1}, G_{2}, \ldots, G_{m} \in \mathcal{P}_{f}\left({ }^{D} S\right), G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{m}$ and for each $i \in\{1,2, \ldots, m\}, f_{i} \in G_{i}$. Then $\gamma\left(G_{1}\right) \subsetneq \gamma\left(G_{2}\right) \subsetneq \cdots \subsetneq \gamma\left(G_{m}\right)$ and for each $i \in\{1,2, \ldots, m\}, \varphi\left(f_{i}\right) \in \gamma\left(G_{i}\right)$ so

$$
\begin{aligned}
\sum_{i=1}^{m}\left(\alpha_{2}\left(G_{i}\right)+\sum_{s \in H_{2}\left(G_{i}\right)} f_{i}(s)\right) & =\sum_{i=1}^{m}\left(\alpha_{2}\left(G_{i}\right)+\sum_{t \in H_{1}\left(\gamma\left(G_{i}\right)\right)} f_{i}\left(a_{t}\right)\right) \\
& =\sum_{i=1}^{m}\left(\alpha_{1}\left(\gamma\left(G_{i}\right)\right)+\sum_{t \in H_{1}\left(\gamma\left(G_{i}\right)\right)} \varphi\left(f_{i}\right)(t)\right) \\
& \in A
\end{aligned}
$$

The next lemma will not be needed until the next section. (In the first edition of this book, it was used in the proof of Theorem 14.11, which was the strongest version of the Central Sets Theorem known at that time.) Further, it is more general than needed in the next section because it will be used again in Chapter 18. We keep it in its current location in order to not disturb the numbering from the original edition.

Lemma 14.9. Let $J$ be a set, let $(D, \leq)$ be a directed set, and let $(S, \cdot)$ be a semigroup. Let $\left\langle T_{i}\right\rangle_{i \in D}$ be a decreasing family of nonempty subsets of $S$ such that for each $i \in D$ and each $x \in T_{i}$ there is some $j \in D$ such that $x \cdot T_{j} \subseteq T_{i}$. Let $\mathbf{Q}=\bigcap_{i \in D} c \ell_{\beta S} T_{i}$. Then $\mathbf{Q}$ is a compact subsemigroup of $\beta S$. Let $\left\langle E_{i}\right\rangle_{i \in D}$ and $\left\langle I_{i}\right\rangle_{i \in D}$ be decreasing families of nonempty subsets of $\times_{t \in J} S$ with the following properties:
(a) for each $i \in D, I_{i} \subseteq E_{i} \subseteq \times_{t \in J} T_{i}$,
(b) for each $i \in D$ and each $\vec{x} \in I_{i}$ there exists $j \in D$ such that $\vec{x} \cdot E_{j} \subseteq I_{i}$, and
(c) for each $i \in D$ and each $\vec{x} \in E_{i} \backslash I_{i}$ there exists $j \in D$ such that $\vec{x} \cdot E_{j} \subseteq E_{i}$ and $\vec{x} \cdot I_{j} \subseteq I_{i}$.
Let $Y=\times_{t \in J} \beta S$, let $E=\bigcap_{i \in D} c \ell_{Y} E_{i}$, and let $I=\bigcap_{i \in D} c \ell_{Y} I_{i}$. Then $E$ is a subsemigroup of $\times_{t \in J} \mathbf{Q}$ and $I$ is an ideal of $E$. If, in addition, either
(d) for each $i \in D, T_{i}=S$ and $\left\{a \in S: \bar{a} \notin E_{i}\right\}$ is not piecewise syndetic, or
(e) for each $i \in D$ and each $a \in T_{i}, \bar{a} \in E_{i}$,
then given any $p \in K(\mathbf{Q})$, one has $\bar{p} \in E \cap K\left(\times_{t \in J} \mathbf{Q}\right)=K(E) \subseteq I$.

Proof. It follows from Theorem 4.20 that $\mathbf{Q}$ is a subsemigroup of $\beta S$.
By condition (a) and the fact that $\left\langle I_{i}\right\rangle_{i \in D}$ is decreasing we have $\emptyset \neq I \subseteq E \subseteq$ $\times_{t \in J} \mathbf{Q}$. To complete the proof that $E$ is a subsemigroup of $\times_{t \in J} \mathbf{Q}$ and $I$ is an ideal of $E$, we let $\vec{p}, \vec{q} \in E$ and show that $\vec{p} \cdot \vec{q} \in E$ and if either $\vec{p} \in I$ or $\vec{q} \in I$, then $\vec{p} \cdot \vec{q} \in I$. To this end, let $U$ be an open neighborhood of $\vec{p} \cdot \vec{q}$ and let $i \in D$ be given. We show that $U \cap E_{i} \neq \emptyset$ and if $\vec{p} \in I$ or $\vec{q} \in I$, then $U \cap I_{i} \neq \emptyset$. Pick a neighborhood $V$ of $\vec{p}$ such that $V \cdot \vec{q} \subseteq U$ and pick $\vec{x} \in E_{i} \cap V$ with $\vec{x} \in I_{i}$ if $\vec{p} \in I$. If $\vec{x} \in I_{i}$ pick $j \in D$ such that $\vec{x} \cdot E_{j} \subseteq I_{i}$. If $\vec{x} \in E_{i} \backslash I_{i}$, pick $j \in D$ such that $\vec{x} \cdot E_{j} \subseteq E_{i}$ and $\vec{x} \cdot I_{j} \subseteq I_{i}$. Now $\vec{x} \cdot \vec{q} \in U$ so pick a neighborhood $W$ of $\vec{q}$ such that $\vec{x} \cdot W \subseteq U$ and pick $\vec{y} \in W \cap E_{j}$ with $\vec{y} \in I_{j}$ if $\vec{q} \in I$. Then $\vec{x} \cdot \vec{y} \in U \cap E_{i}$ and if either $\vec{p} \in I$ or $\vec{q} \in I$, then $\vec{x} \cdot \vec{y} \in U \cap I_{i}$.

To complete the proof, assume that (d) or (e) holds. It suffices to establish

$$
\begin{equation*}
\text { if } p \in K(\mathbf{Q}) \text {, then } \bar{p} \in E \tag{*}
\end{equation*}
$$

Indeed, assume we have established (*). Then $\bar{p} \in E \cap \times_{t \in J} K(\mathbf{Q})$ and $\times_{t \in J} K(\mathbf{Q})=$ $K\left(\times_{t \in J} \mathbf{Q}\right)$ by Theorem 2.23. Then by Theorem 1.65, $K(E)=E \cap K\left(\times_{t \in J} \mathbf{Q}\right)$ and, since $I$ is an ideal of $E, K(E) \subseteq I$.

To establish $(*)$, let $p \in K(\mathbf{Q})$ be given. To see that $\bar{p} \in E$, let $i \in D$ be given and let $U$ be a neighborhood of $\bar{p}$. Pick $F \in \mathscr{P}_{f}(J)$ and for each $t \in F$ pick some $A_{t} \in p$ such that $\bigcap_{t \in F} \pi_{t}^{-1}\left[c \ell_{\beta S} A_{t}\right] \subseteq U$.

Assume now that (d) holds. Since $p \in K(\beta S)$ and $\left\{a \in S: \bar{a} \notin E_{i}\right\}$ is not piecewise syndetic, we have by Theorem 4.40 that $\left\{a \in S: \bar{a} \notin E_{i}\right\} \notin p$ and hence $\left\{a \in S: \bar{a} \in E_{i}\right\} \in p$. Pick $a \in\left(\bigcap_{t \in F} A_{t}\right) \cap\left\{a \in S: \bar{a} \in E_{i}\right\}$. Then $\bar{a} \in U \cap E_{i}$.

Finally assume that (e) holds. Since $p \in c \ell T_{i}$, pick $a \in\left(\bigcap_{t \in F} A_{t}\right) \cap T_{i}$. Then $\bar{a} \in U \cap E_{i}$.

Definition 14.10. $\Phi$ is the set of all functions $f: \mathbb{N} \rightarrow \mathbb{N}$ for which $f(n) \leq n$ for all $n \in \mathbb{N}$.

The following theorem was the strongest version of the Central Sets Theorem for commutative semigroups known at the time of the publication of the first edition.

Theorem 14.11. Let $(S,+)$ be an infinite commutative semigroup, let $A$ be a $C$-set in $S$, and for each $\ell \in \mathbb{N}$, let $\left\langle y_{\ell, n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. There exist a sequence $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ in $S$ and a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $\max H_{n}<\min H_{n+1}$ for each $n \in \mathbb{N}$ and such that for each $f \in \Phi$,

$$
\mathrm{FS}\left(\left\langle a_{n}+\sum_{t \in H_{n}} y_{f(n), t}\right\rangle_{n=1}^{\infty}\right) \subseteq A
$$

In particular, the above conclusion applies if $A$ is a central set in $S$.

Proof. Pick $\alpha$ and $H$ as guaranteed by Definition 14.8.5. We may assume that the sequences $\left\langle y_{\ell, n}\right\rangle_{n=1}^{\infty}$ are distinct. (If $\ell \neq 1$, then $y_{\ell, 1}$ cannot be involved in the conclusion of the definition, so its value can be changed.)
For $n \in \mathbb{N}$, let $F_{n}=\left\{\left\langle y_{1, t}\right\rangle_{t=1}^{\infty},\left\langle y_{2, t}\right\rangle_{t=1}^{\infty}, \ldots,\left\langle y_{n, t}\right\rangle_{t=1}^{\infty}\right\}$ and let $a_{n}=\alpha\left(F_{n}\right)$ and $H_{n}=H\left(F_{n}\right)$. Let $f \in \Phi$ be given. To see that $\mathrm{FS}\left(\left\langle a_{n}+\sum_{t \in H_{n}} y_{f(n), t}\right\rangle_{n=1}^{\infty}\right) \subseteq$ $A$, let $K \in \mathscr{P}_{f}(\mathbb{N})$. Let $K=\left\{n_{1}, n_{2}, \ldots, n_{m}\right\}$ where $n_{1}<n_{2}<\cdots<n_{m}$. Then $F_{n_{1}} \subsetneq F_{n_{2}} \subsetneq \cdots \subsetneq F_{n_{m}}$ and for each $i \in\{1,2, \ldots, m\},\left\langle y_{f\left(n_{i}\right), t}\right\rangle_{t=1}^{\infty} \in F_{n_{i}}$ so $\sum_{n \in K}\left(a_{n}+\sum_{t \in H_{n}} y_{f(n), t}\right)=\sum_{i=1}^{m}\left(\alpha\left(F_{n_{i}}\right)+\sum_{t \in H\left(F_{n_{i}}\right)} y_{f\left(n_{i}\right), t}\right) \in A$.

The "in particular" conclusion follows from Theorem 14.8.4, which says that any central set is a $C$-set.

Of course we have the corresponding partition result.
Corollary 14.12. Let $(S,+)$ be a commutative semigroup and for each $\ell \in \mathbb{N}$, let $\left\langle y_{\ell, n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. Let $r \in \mathbb{N}$ and let $S=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in\{1,2, \ldots, r\}$, a sequence $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ in $S$ and a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that max $H_{n}<\min H_{n+1}$ for each $n \in \mathbb{N}$ and for each $f \in \Phi, \operatorname{FS}\left(\left\langle a_{n}+\right.\right.$ $\left.\left.\sum_{t \in H_{n}} y_{f(n), t}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$.

Proof. Some $A_{i}$ is central.
A special case of the Central Sets Theorem is adequate for many applications. See Exercise 14.3.2.

It is not surprising, since the proof uses an idempotent, that one gets the Finite Products Theorem (Corollary 5.9) as a corollary to the Central Sets Theorem (in the case $S$ is commutative). For a still simple, but more interesting, corollary consider the following extension of van der Waerden's Theorem, in which the increment can be chosen from the finite sums of any prespecified sequence.

Corollary 14.13. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$ and let $A$ be a central subset of $\mathbb{N}$. Then for all $\ell \in \mathbb{N}$ there exist $a \in \mathbb{N}$ and $d \in \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ with $\{a, a+d, a+$ $2 d, \ldots, a+\ell d\} \subseteq A$. In particular, if $r \in \mathbb{N}$ and $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$, then there is some $i \in\{1,2, \ldots, r\}$ such that for all $\ell \in \mathbb{N}$ there exist $a \in \mathbb{N}$ and $d \in \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ with $\{a, a+d, a+2 d, \ldots, a+\ell d\} \subseteq A_{i}$.

Proof. Note that $A$ is also central in $(\omega,+)$. For each $k, n \in \mathbb{N}$, let $y_{k, n}=(k-1)$. $x_{n}$. Pick sequences $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ as guaranteed by Theorem 14.11. Given $\ell \in \mathbb{N}$, pick any $m>\ell$ and let $a=a_{m}$ and let $d=\sum_{t \in H_{m}} x_{t}$. Now, given $k \in\{0,1, \ldots, \ell\}$, pick any $f \in \Phi$ such that $f(m)=k+1$. Then

$$
a+k d=a_{m}+\sum_{t \in H_{m}} y_{f(m), t} \in \mathrm{FS}\left(\left\langle a_{n} \cdot \sum_{t \in H_{n}} y_{f(n), t}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}
$$

For the in particular conclusion, pick $i \in\{1,2, \ldots, r\}$ such that $A_{i}$ is central.

Exercise 14.3.1. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$, let $r \in \mathbb{N}$, and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. Prove that there is some $i \in\{1,2, \ldots, r\}$ such that for all $\ell \in \mathbb{N}$ there exist $a \in \mathbb{N}$ and $d \in \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ and $c \in \mathrm{FS}\left(\left\langle x_{n}^{2}\right\rangle_{n=1}^{\infty}\right)$ with $\{a, a+d, a+2 d, \ldots, a+\ell d\} \cup$ $\{a+c, a+2 c, \ldots, a+\ell c\} \subseteq A_{i}$.

Exercise 14.3.2. Let $(S,+)$ be a commutative semigroup, let $A$ be a $C$-set in $S$, let $k \in \mathbb{N}$, and for each $\ell \in\{1,2, \ldots, k\}$, let $\left\langle y_{\ell, n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. Prove (as a corollary to Theorem 14.11) that there exist a sequence $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ and for each $\ell \in\{1,2, \ldots, k\}$ a sum subsystem $\left\langle z_{\ell, n}\right\rangle_{n=1}^{\infty}$ of $\left\langle y_{\ell, n}\right\rangle_{n=1}^{\infty}$ such that for each $\ell \in$ $\{1,2, \ldots, k\}, \mathrm{FS}\left(\left\langle a_{n}+z_{\ell, n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$. Show in fact that the sum subsystems can be chosen in a uniform fashion. That is, there is a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ with $\max H_{n}<\min H_{n+1}$ for each $n$ such that for each $\ell \in\{1,2, \ldots, k\}$ and each $n \in \mathbb{N}$, $z_{\ell, n}=\sum_{t \in H_{n}} y_{\ell, t}$.

Exercise 14.3.3. Let $A$ be a $J$-set in $(\mathbb{N},+)$. Prove that $A$ contains arbitrarily long arithmetic progressions.

### 14.4 The Noncommutative Central Sets Theorem

In this section we generalize the Central Sets Theorem (Theorem 14.8.4) to arbitrary semigroups. The statement of the Central Sets Theorem in this generality is considerably more complicated, because the " $\alpha(F)$ " in the conclusion must be split up into many parts.

Definition 14.14. Let $m \in \mathbb{N}$. Then

$$
\begin{aligned}
& \mathscr{d}_{m}=\left\{\left(H_{1}, H_{2}, \ldots, H_{m}\right) \in \mathscr{P}_{f}(\mathbb{N})^{m}:\right. \text { if } m>1 \text { and } t \in\{1,2, \ldots, m-1\}, \\
&\text { then } \left.\max H_{t}<\min H_{t+1}\right\} \text { and } \\
& \mathscr{I}_{m}=\left\{(t(1), t(2), \ldots, t(m)) \in \mathbb{N}^{m}: t(1)<t(2)<\cdots<t(m)\right\} .
\end{aligned}
$$

Definition 14.14.1. Let $(S, \cdot)$ be a semigroup.
(a) Given $m \in \mathbb{N}, a \in S^{m+1}, t \in \mathcal{I}_{m}$, and $f \in \mathbb{N}_{S}$,

$$
x(m, a, t, f)=\left(\prod_{j=1}^{m} a(j) \cdot f(t(j))\right) \cdot a(m+1) .
$$

(b) $A \subseteq S$ is a $J$-set if and only if for each $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ there exist $m \in \mathbb{N}$, $a \in S^{m+1}$, and $t \in \mathcal{L}_{m}$ such that for each $f \in F, x(m, a, t, f) \in A$.
(c) $J(S)=\{p \in \beta S$ : for all $A \in p, A$ is a $J$-set $\}$.
(d) $A \subseteq S$ is a $C$-set if and only if there exist

$$
m: \mathcal{P}_{f}\left({ }^{\mathbb{N}} S\right) \rightarrow \mathbb{N}, \quad \alpha \in \underset{F \in \mathcal{P}_{f}(\mathbb{N} S)}{X} S^{m(F)+1}, \quad \text { and } \quad \tau \in \underset{F \in \mathcal{P}_{f}(\mathbb{N} S)}{X} \mathscr{I}_{m(F)}
$$

such that
(1) if $F, G \in \mathcal{P}_{f}\left({ }^{\mathbb{N}} S\right)$ and $F \subsetneq G$, then $\tau(F)(m(F))<\tau(G)(1)$ and
(2) whenever $n \in \mathbb{N}, G_{1}, G_{2}, \ldots, G_{n} \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right), G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{n}$, and for each $i \in\{1,2, \ldots, n\}, f_{i} \in G_{i}$, one has

$$
\prod_{i=1}^{n} x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), \tau\left(G_{i}\right), f_{i}\right) \in A
$$

We note at this point that if $S$ is commutative, the definitions of $J$-set and $C$-set given here agree with those given earlier. If $A \subseteq S$ is a $J$-set as defined by Definition 14.14.1 it is clearly also a $J$-set as defined by Definition 14.8.1. The converse is not quite so trivial because, given that $a \cdot \prod_{t \in H} f(t) \in A$, one does not know that $a \in S \cdot S$.

Lemma 14.14.2. Let $(S, \cdot)$ be a commutative semigroup and let $A \subseteq S$. Then $A$ is a $J$-set as defined by Definition 14.8 .1 if and only if $A$ is a $J$-set as defined by Definition 14.14.1. Also $A$ is a $C$-set as defined by Definition 14.8 .5 if and only if $A$ is a $C$-set as defined by Definition 14.14.1.

Proof. We have already remarked that the sufficiency of the statement for $J$-sets is trivial. Assume that $A$ is a $J$-set as defined by Definition 14.8.1. Let $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$. Pick $c \in S$ and for $f \in F$, define $g_{f} \in \mathbb{N}_{S}$ by $g_{f}(n)=f(n) \cdot c$. Pick $b \in S$ and $H \in \mathcal{P}_{f}(\mathbb{N})$ such that for each $f \in F, b \cdot \prod_{t \in H} g_{f}(t) \in A$. Let $m=|H|$, let $t=(t(1), t(2), \ldots, t(m))$ enumerate $H$ in increasing order, let $a(1)=b$ and for $j \in\{2,3, \ldots, m+1\}$, let $a(j)=c$.

For the statement about $C$-sets the sufficiency is again trivial. For the necessity, pick $\alpha: \mathcal{P}_{f}\left(\mathbb{N}_{S}\right) \rightarrow S$ and $H: \mathcal{P}_{f}\left(\mathbb{N}_{S}\right) \rightarrow \mathcal{P}_{f}(\mathbb{N})$ as guaranteed by Definition 14.8.5 (written multiplicatively). As above, pick $c \in S$ and for $f \in \mathbb{N}_{S}$ define $g_{f} \in \mathbb{N}_{S}$ by, for $n \in \mathbb{N}, g_{f}(n)=f(n) \cdot c$. For $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ we define inductively on $|F|$ a set $K(F) \in \mathcal{P}_{f}\left({ }^{\mathbb{N}} S\right)$ such that
(1) $\left\{g_{f}: f \in F\right\} \subseteq K(F)$ and
(2) if $\emptyset \neq G \subsetneq F$, then $K(G) \subsetneq K(F)$.
(If $c$ is a cancellable element of $S$, one can simply let $K(F)=\left\{g_{f}: f \in F\right\}$.) If $F=\{f\}$, let $K(F)=\left\{g_{f}\right\}$. Now assume that $|F|>1$ and $K(G)$ has been defined for all proper nonempty subsets of $F$. Pick $h \in \mathbb{N} S \backslash \bigcup\{K(G): \emptyset \neq G \subsetneq F\}$ and let $K(F)=\{h\} \cup\left\{g_{f}: f \in F\right\} \cup \bigcup\{K(G): \emptyset \neq G \subsetneq F\}$.

Now we define
$m: \mathscr{P}_{f}\left(\mathbb{N}_{S}\right) \rightarrow \mathbb{N}, \quad \alpha^{\prime} \in \underset{F \in \mathcal{P}_{f}(\mathbb{N} S)}{X} S^{m(F)+1}, \quad$ and $\quad \tau \in \underset{F \in \mathcal{P}_{f}(\mathbb{N} S)}{X} \mathscr{H}_{m(F)}$.
Let $F \in \mathcal{P}_{f}(\mathbb{N} S)$ be given. Let $m(F)=|H(K(F))|$. Define $\alpha^{\prime}(F) \in S^{m(F)+1}$ by, for $j \in\{1,2, \ldots, m(F)+1\}$,

$$
\alpha^{\prime}(F)(j)= \begin{cases}\alpha(K(F)) & \text { if } j=1 \\ c & \text { if } j>1\end{cases}
$$

Let $\tau(F)=(\tau(F)(1), \tau(F)(2), \ldots, \tau(F)(m(F)))$ enumerate $H(K(F))$ in increasing order. We need to show that
(1) if $F, G \in \mathcal{P}_{f}\left(\mathbb{N}^{\prime}\right)$ and $F \subsetneq G$, then $\tau(F)(m(F))<\tau(G)(1)$ and
(2) whenever $n \in \mathbb{N}, G_{1}, G_{2}, \ldots, G_{n} \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right), G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{n}$, and for each $i \in\{1,2, \ldots, n\}, f_{i} \in G_{i}$, one has $\prod_{i=1}^{n} x\left(m\left(G_{i}\right), \alpha^{\prime}\left(G_{i}\right), \tau\left(G_{i}\right), f_{i}\right) \in A$.
To verify (1), let $F, G \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ with $F \subsetneq G$. Then $K(F) \subsetneq K(G)$ so $\tau(F)(m(F))=\max H(K(f))<\min H(K(G))=\tau(G)(1)$.

To verify (2), let $n \in \mathbb{N}$, let $G_{1}, G_{2}, \ldots, G_{n} \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ with $G_{1} \subsetneq G_{2} \subsetneq$ $\cdots \subsetneq G_{n}$, and for each $i \in\{1,2, \ldots, n\}$, let $f_{i} \in G_{i}$. Then $K\left(G_{1}\right) \subsetneq K\left(G_{2}\right) \subsetneq$ $\ldots \subsetneq K\left(G_{n}\right)$, and for each $i \in\{1,2, \ldots, n\}, g_{f_{i}} \in K\left(G_{i}\right)$ so $\prod_{i=1}^{n}\left(\alpha\left(K\left(G_{i}\right)\right)\right.$. $\left.\prod_{t \in H\left(K\left(G_{i}\right)\right)} g_{f_{i}}(t)\right) \in A$ and

$$
\begin{aligned}
& \prod_{i=1}^{n}\left(\alpha\left(K\left(G_{i}\right)\right) \cdot \prod_{t \in H\left(K\left(G_{i}\right)\right)} g_{f_{i}}(t)\right) \\
& \quad=\prod_{i=1}^{n}\left(\alpha\left(K\left(G_{i}\right)\right) \cdot \prod_{j=1}^{m\left(G_{i}\right)}\left(f_{i}\left(\tau\left(G_{i}\right)(j)\right) \cdot c\right)\right) \\
& \quad=\prod_{i=1}^{n}\left(\prod_{j=1}^{m\left(G_{i}\right)}\left(\alpha^{\prime}\left(G_{i}\right)(j) \cdot f_{i}\left(\tau\left(G_{i}\right)(j)\right)\right) \cdot \alpha^{\prime}\left(G_{i}\right)\left(m\left(G_{i}\right)+1\right)\right) \\
& \quad=\prod_{i=1}^{n} x\left(m\left(G_{i}\right), \alpha^{\prime}\left(G_{i}\right), \tau\left(G_{i}\right), f_{i}\right) .
\end{aligned}
$$

We also observe that $J$-sets satisfy an apparently stronger condition.
Lemma 14.14.3. Let $S$ be a semigroup and let $A$ be a $J$-set in $S$. Then for each $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ and each $n \in \mathbb{N}$ there exist $m \in \mathbb{N}, a \in S^{m+1}$, and $t \in \mathcal{L}_{m}$ such that $t(1)>n$ and for each $f \in F, x(m, a, t, f) \in A$.

Proof. Let $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ and $n \in \mathbb{N}$ and for each $f \in F$ define $g_{f} \in \mathbb{N}_{S}$ by, for $i \in \mathbb{N}, g_{f}(i)=f(i+n)$. Pick $m \in \mathbb{N}, a \in S^{m+1}$ and $s \in \mathcal{L}_{m}$ such that for each $f \in F, x\left(m, a, s, g_{f}\right) \in A$. Define $t \in \mathcal{J}_{m}$ by, for $i \in\{1,2, \ldots, m\}, t(i)=n+s(i)$. Then $t(1)>n$ and for each $f \in F, x(m, a, t, f) \in A$.

Theorem 14.14.4. Let $S$ be a semigroup. Then $J(S)$ is a compact two sided ideal of $\beta S$.

Proof. Trivially $J(S)$ is topologically closed in $\beta S$. Let $p \in J(S)$ and let $q \in \beta S$. We show that $q \cdot p \in J(S)$ and $p \cdot q \in J(S)$.

To see that $q \cdot p \in J(S)$, let $A \in q \cdot p$ and let $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$. Then $\left\{b \in S: b^{-1} A \in\right.$ $p\} \in q$ so pick $b \in S$ such that $b^{-1} A \in p$. Pick $m \in \mathbb{N}, a \in S^{m+1}$, and $t \in \mathcal{I}_{m}$ such that for each $f \in F, x(m, a, t, f) \in b^{-1} A$. Define $c \in S^{m+1}$ by $c(1)=b a(1)$ and $c(j)=a(j)$ for $j \in\{2,3, \ldots, m+1\}$. Then for each $f \in F, x(m, c, t, f) \in A$.

To see that $p \cdot q \in J(S)$, let $A \in p \cdot q$ and let $B=\left\{x \in S: x^{-1} A \in q\right\}$. Then $B \in p$ so pick $m \in \mathbb{N}, a \in S^{m+1}$, and $t \in \mathscr{J}_{m}$ such that for each $f \in F, x(m, a, t, f) \in B$. Then $\bigcap_{f \in F} x(m, a, t, f)^{-1} A \in q$ so pick $b \in \bigcap_{f \in F} x(m, a, t, f)^{-1} A$. Define $c \in S^{m+1}$ by $c(m+1)=a(m+1) b$ and $c(j)=a(j)$ for $j \in\{1,2, \ldots, m\}$. Then for each $f \in F, x(m, c, t, f) \in A$.

We shall see in Theorem 14.14 .7 that $J$-sets stand in the same relationship to the ideal $J(S)$ as piecewise syndetic sets do to the ideal $c \ell K(\beta S)$ and in Theorem 14.15.1 that $C$-sets stand in the same relationship to the ideal $J(S)$ as central sets do to the ideal $K(\beta S)$.

We noted in the paragraph before Corollary 14.2 that piecewise syndeticity is a partition regular property, and it is not difficult to establish this by a combinatorial argument. We establish the corresponding fact about $J$-sets in the Lemma 14.14.6. For this, we need the following technical lemma.

Lemma 14.14.5. Let $S$ be a semigroup. Let $m, r \in \mathbb{N}$, let $a \in S^{m+1}$, let $t \in \mathcal{L} m$, and for each $y \in \mathbb{N}$, let $c_{y} \in S^{r+1}$ and $z_{y} \in \mathcal{H}_{r}$ be such that for each $y \in \mathbb{N}$, $z_{y}(r)<z_{y+1}(1)$. Then there exist $u \in \mathbb{N}, d \in S^{u+1}$, and $q \in \mathcal{L}_{u}$ such that for each $f \in \mathbb{N}_{S},\left(\prod_{j=1}^{m} a(j) \cdot x\left(r, c_{t(j)}, z_{t(j)}, f\right)\right) \cdot a(m+1)=x(u, d, q, f)$.
Proof. If one considers the form of $\left(\prod_{j=1}^{m} a(j) \cdot x\left(r, c_{t(j)}, z_{t(j)}, f\right)\right) \cdot a(m+1)$, namely products of values of $f$ in increasing order of indices separated by constants not depending on $f$, this is reasonably obvious. The details are, however, simple enough.

Let $u=m \cdot r$. For $j \in\{1,2, \ldots, m\}$ and $p \in\{1,2, \ldots, r\}$, let $q((j-1) \cdot r+p)=$ $z_{t(j)}(p)$. Let $d(1)=a(1) \cdot c_{t(1)}(1)$, let $d(u+1)=c_{t(m)}(r+1) \cdot a(m+1)$, for $j \in\{1,2, \ldots, m-1\}$, let $d(j \cdot r+1)=c_{t(j)}(r+1) \cdot a(j+1) \cdot c_{t(j+1)}(1)$, and for $j \in\{1,2, \ldots, m\}$ and $p \in\{2,3, \ldots, r\}$, let $d((j-1) \cdot r+p)=c_{t(j)}(p)$.

Lemma 14.14.6. Let $S$ be a semigroup, let $A$ be a $J$-set in $S$, and let $A=A_{1} \cup A_{2}$. Then either $A_{1}$ is a $J$-set in $S$ or $A_{2}$ is a $J$-set in $S$.
Proof. Suppose not and pick $F_{1}$ and $F_{2}$ in $\mathcal{P}_{f}\left({ }^{\mathbb{N}} S\right)$ such that for each $i \in\{1,2\}$, each $u \in \mathbb{N}$, each $d \in S^{u+1}$, and each $q \in \mathcal{I}_{u}$, there is some $f \in F_{i}$ such that $x(u, d, q, f) \notin A_{i}$.

Let $F=F_{1} \cup F_{2}$, let $k=|F|$, and write $F=\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$. Pick by Lemma 14.8.1, some $n \in \mathbb{N}$ such that whenever the length $n$ words over the alphabet $\{1,2, \ldots, k\}$ are 2-colored, there is a variable word $w(v)$ beginning and ending with a constant and without successive occurrences of $v$ such that $\{w(l): l \in\{1,2, \ldots, k\}\}$ is monochromatic.

Let $W$ be the set of length $n$ words over $\{1,2, \ldots, k\}$. For $w=b_{1} b_{2} \cdots b_{n} \in W$ (where each $b_{i} \in\{1,2, \ldots, k\}$ ), define $g_{w}: \mathbb{N} \rightarrow S$ by, for $y \in \mathbb{N}, g_{w}(y)=$ $\prod_{i=1}^{n} f_{b_{i}}(n y+i)$. Since $A$ is a $J$-set, pick $m \in \mathbb{N}, a \in S^{m+1}$, and $t \in \mathcal{g}_{m}$ such that for all $w \in W, x\left(m, a, t, g_{w}\right) \in A$. Define $\varphi: W \rightarrow\{1,2\}$ by $\varphi(w)=$ 1 if $x\left(m, a, t, g_{w}\right) \in A_{1}$ and $\varphi(w)=2$ otherwise. Pick a variable word $w(v)$, beginning and ending with a constant and without successive occurrences of $v$ such that $\varphi$ is constant on $\{w(l): l \in\{1,2, \ldots, k\}\}$. Assume without loss of generality that $\varphi(w(l))=1$ for all $l \in\{1,2, \ldots, k\}$. That is, for all $l \in\{1,2, \ldots, k\},\left(\prod_{j=1}^{m} a(j)\right.$. $\left.g_{w(l)}(t(j))\right) \cdot a(m+1)=x\left(m, a, t, g_{w(l)}\right) \in A_{1}$.

Let $w(v)=b_{1} b_{2} \cdots b_{n}$ where each $b_{i} \in\{1,2, \ldots, k\} \cup\{v\}$, some $b_{i}=v, b_{1} \neq v$, $b_{n} \neq v$, and if $b_{i}=v$, then $b_{i+1} \neq v$. Let $r$ be the number of occurrences of $v$ in $w(v)$ and pick $L \in \mathscr{d}_{r+1}$ and $s \in \mathcal{L}_{r}$ such that for each $p \in\{1,2, \ldots, r\}$, $\max L(p)<$ $s(p)<\min L(p+1), \bigcup_{p=1}^{r+1} L(p)=\left\{i \in\{1,2, \ldots, n\}: b_{i} \in\{1,2, \ldots, k\}\right\}$ and $\{s(1), s(2), \ldots, s(r)\}=\left\{i \in\{1,2, \ldots, n\}: b_{i}=v\right\}$. (For example, if $w(v)=$ $12 v 131 v 2 v 1121 v 32$, then $r=4, L=(\{1,2\},\{4,5,6\},\{8\},\{9,10,11,12\},\{14,15\})$, and $s=(3,7,9,14)$.)

We shall show now that, given $y \in \mathbb{N}$, there exist $c_{y} \in S^{r+1}$ and $z_{y} \in \mathcal{L}_{r}$ such that for all $l \in\{1,2, \ldots, k\}, g_{w(l)}(y)=x\left(r, c_{y}, z_{y}, f_{l}\right)$ and further, for each $y$, $z_{y}(r)<z_{y+1}(1)$. So let $y \in \mathbb{N}$ be given. For $p \in\{1,2, \ldots, r+1\}$, let $c_{y}(p)=$ $\prod_{i \in L(p)} f_{b_{i}}(n y+i)$ and for $p \in\{1,2, \ldots, r\}$, let $z_{y}(p)=n y+s(p)$. To see that these are as required, first note that $z_{y}(r) \leq n y+n<z_{y+1}(1)$. Now let $l \in$ $\{1,2, \ldots, k\}$ be given. Then $w(l)=d_{1} d_{2} \cdots d_{n}$ where for $i \in\{1,2, \ldots, n\}$,

$$
d_{i}= \begin{cases}b_{i} & \text { if } i \in \bigcup_{p=1}^{r+1} L(p) \\ l & \text { if } i \in\{s(1), s(2), \ldots, s(r)\}\end{cases}
$$

Therefore

$$
\begin{aligned}
g_{w(l)}(y) & =\prod_{i=1}^{n} f_{d_{i}}(n y+i) \\
& =\left(\prod_{p=1}^{r}\left(\prod_{i \in L(p)} f_{b_{i}}(n y+i)\right) \cdot f_{l}(n y+s(p))\right) \cdot \prod_{i \in L(r+1)} f_{b_{i}}(n y+i) \\
& =\left(\prod_{p=1}^{r} c_{y}(p) \cdot f_{l}\left(z_{y}(p)\right)\right) \cdot c_{y}(r+1) \\
& =x\left(r, c_{y}, z_{y}, f_{l}\right)
\end{aligned}
$$

as required.

Now pick by Lemma 14.14.5, $u \in \mathbb{N}, d \in S^{u+1}$, and $q \in \mathcal{J}_{u}$ such that for each $f \in \mathbb{N}_{S},\left(\prod_{j=1}^{m} a(j) \cdot x\left(r, c_{t(j)}, z_{t(j)}, f\right)\right) \cdot a(m+1)=x(u, d, q, f)$. Pick $l \in\{1,2, \ldots, k\}$ such that $f_{l} \in F_{1}$ and $x\left(u, d, q, f_{l}\right) \notin A_{1}$. But

$$
\begin{aligned}
x\left(u, d, q, f_{l}\right) & =\left(\prod_{j=1}^{m} a(j) \cdot x\left(r, c_{t(j)}, z_{t(j)}, f_{l}\right)\right) \cdot a(m+1) \\
& =\left(\prod_{j=1}^{m} a(j) \cdot g_{w(l)}(t(j))\right) \cdot a(m+1) \\
& =x\left(m, a, t, g_{w(l)}\right) \in A_{1},
\end{aligned}
$$

a contradiction.

Recall from Theorem 4.40 that $\bar{A} \cap K(\beta S) \neq \emptyset$ if and only if $A$ is piecewise syndetic.

Theorem 14.14.7. Let $S$ be a semigroup and let $A \subseteq S$. Then $\bar{A} \cap J(S) \neq \emptyset$ if and only if $A$ is a $J$-set.

Proof. The necessity is trivial. By Lemma 14.14.6 $J$-sets are partition regular. So, if $A$ is a $J$-set, then by Theorem 3.11, there is some $p \in \beta S$ such that $A \in p$ and for every $B \in p, B$ is a $J$-set.

We notice now that Theorem 14.8.3 generalizes to noncommutative semigroups.

Corollary 14.14.8. Let $(S, \cdot)$ be a semigroup and let $A$ be a piecewise syndetic subset of $S$. Then $A$ is a $J$-set.

Proof. By Theorem 4.40, $\bar{A} \cap K(\beta S) \neq \emptyset$. By Theorem 14.14.4, $K(\beta S) \subseteq J(S)$, and so $\bar{A} \cap J(S) \neq \emptyset$ so by Theorem 14.14.7, $A$ is a $J$-set.

Theorem 14.14.9. Let $S$ be a semigroup and let $A \subseteq S$. If there is an idempotent in $\bar{A} \cap J(S)$, then $A$ is a $C$-set.

Proof. Pick $p=p \cdot p \in J(S) \cap \bar{A}$. Recall that $A^{\star}=\left\{x \in A: x^{-1} A \in p\right\}$ and, by Lemma 4.14, if $x \in A^{\star}$, then $x^{-1} A^{\star} \in p$. We define $m(F), \alpha(F)$ and $\tau(F)$ for $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ by induction on $|F|$ so that
(1) if $\emptyset \neq G \subsetneq F$, then $\tau(G)(m(G))<\tau(F)(1)$ and
(2) whenever $n \in \mathbb{N}, \emptyset \neq G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{n}=F$ and for each $i \in$ $\{1,2, \ldots, n\}, f_{i} \in G_{i}$, then $\prod_{i=1}^{n} x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), \tau\left(G_{i}\right), f_{i}\right) \in A^{\star}$.

Assume first that $F=\{f\}$. Then $A^{\star}$ is a $J$-set so pick $m(F) \in \mathbb{N}, \alpha(F) \in$ $S^{m(F)+1}$, and $\tau(F) \in \mathscr{L}_{m(F)}$ such that $x(m(F), \alpha(F), H(F), f) \in A^{\star}$

Now assume that $|F|>1$ and that $m(G), \alpha(G)$, and $H(G)$ have been defined for all proper subsets $G$ of $F$. Let $k=\max \{\tau(G)(m(G)): \emptyset \neq G \subsetneq F\}$. Let

$$
M=\left\{\begin{array}{r}
\prod_{i=1}^{n} x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), H\left(G_{i}\right), f_{i}\right): n \in \mathbb{N}, \emptyset \neq G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{n} \subsetneq F, \\
\\
\text { and } \left.f_{i} \in G_{i} \text { for each } i \in\{1,2, \ldots, n\}\right\} .
\end{array}\right.
$$

Let $B=A^{\star} \cap \bigcap_{b \in M} b^{-1} A^{\star}$. Since $M$ is a finite subset of $A^{\star}, B \in p$ and therefore $B$ is a $J$-set. Pick by Lemma 14.14.3, $m(F) \in \mathbb{N}, \alpha(F) \in S^{m(F)+1}$, and $\tau(F) \in$ $\mathcal{J}_{m(F)}$ such that $\tau(F)(1)>k$ and for each $f \in F, x(m(F), \alpha(F), \tau(F), f) \in B$.

Hypothesis (1) is satisfied directly. To verify hypothesis (2), let $n \in \mathbb{N}$, let $\emptyset \neq$ $G_{1} \subsetneq G_{2} \subsetneq \cdots \subsetneq G_{n}=F$, and for each $i \in\{1,2, \ldots, n\}$, let $f_{i} \in G_{i}$. If $n=1$, then $x\left(m\left(G_{1}\right), \alpha\left(G_{1}\right), \tau\left(G_{1}\right), f_{i}\right) \in B \subseteq A^{\star}$, so assume that $n>1$. Let $b=$ $\prod_{i=1}^{n-1} x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), \tau\left(G_{i}\right), f_{i}\right)$. Then $b \in \bar{M}$ so $x\left(m\left(G_{n}\right), \alpha\left(G_{n}\right), \tau\left(G_{n}\right), f_{i}\right) \in$ $B \subseteq b^{-1} A^{\star}$ so $\prod_{i=1}^{n} x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), \tau\left(G_{i}\right), f_{i}\right) \in A^{\star}$ as required.

The following corollary is currently the strongest version of the Central Sets Theorem.

Corollary 14.14.10. Let $S$ be a semigroup and let $A$ be a central set in $S$. Then $A$ is a $C$-set.

Proof. By Theorem 14.14.4, $J(S)$ is an ideal of $\beta S$ so any idempotent in $K(S)$ is also in $J(S)$.

The following theorem was the most general version of the Central Sets Theorem known at the time of the publication of the first edition of this book.

Theorem 14.15. Let $S$ be a semigroup, let $A$ be a central subset of $S$, and for each $\ell \in \mathbb{N}$, let $\left\langle y_{\ell, n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. Given $\ell, m \in \mathbb{N}, a \in S^{m+1}$, and $H \in \ell_{m}$, let

$$
w(a, H, \ell)=\left(\prod_{i=1}^{m}\left(a(i) \cdot \prod_{t \in H(i)} y_{\ell, t}\right)\right) \cdot a(m+1)
$$

There exist sequences $\langle m(n)\rangle_{n=1}^{\infty},\left\langle a_{n}\right\rangle_{n=1}^{\infty}$, and $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ such that
(1) for each $n \in \mathbb{N}, m(n) \in \mathbb{N}, a_{n} \in S^{m(n)+1}, H_{n} \in \ell_{m(n)}$, and $\max H_{n, m(n)}<$ $\min H_{n+1,1}$, and
(2) for each $f \in \Phi, \operatorname{FP}\left(\left\langle w\left(a_{n}, H_{n}, f(n)\right)\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. As in the proof of Theorem 14.11, we may assume that the sequences $\left\langle y_{\ell, n}\right\rangle_{n=1}^{\infty}$ are all distinct. Pick $m^{\prime}: \mathcal{P}_{f}\left(\mathbb{N}_{S}\right) \rightarrow \mathbb{N}, \alpha \in \times_{F \in \mathcal{P}_{f}(\mathbb{N} S)} S^{m^{\prime}(F)+1}$, and $\tau \in$ $\times_{F \in \mathcal{P}_{f}\left({ }^{\mathbb{N}} S\right)} \mathscr{\mathscr { m }}_{m^{\prime}(F)}$ as guaranteed by the fact that $A$ is a $C$-set. For each $n \in \mathbb{N}$, let $F_{n}=\left\{\left\langle y_{1, t}\right\rangle_{t=1}^{\infty},\left\langle y_{2, t}\right\rangle_{t=1}^{\infty}, \ldots,\left\langle y_{n, t}\right\rangle_{t=1}^{\infty}\right\}$. Given $n \in \mathbb{N}$, let $m(n)=m^{\prime}\left(F_{n}\right), a_{n}=$ $\left(\alpha\left(F_{n}\right)(1), \alpha\left(F_{n}\right)(2), \ldots, \alpha\left(F_{n}\right)(m(n)+1)\right)$, and $H_{n}=\left(\left\{\tau\left(F_{n}\right)(1)\right\},\left\{\tau\left(F_{n}\right)(2)\right\}\right.$, $\left.\ldots,\left\{\tau\left(F_{n}\right)(m(n))\right\}\right)$.

To see that $m(n), a_{n}$, and $H_{n}$ are as required, let $f \in \Phi$ and let $K \in \mathcal{P}_{f}(\mathbb{N})$. Enumerate $K$ in order as $n(1), n(2), \ldots, n(l)$. For $i \in\{1,2, \ldots, l\}$, let $g_{i}=$ $\left\langle y_{f(n(i)), t}\right\rangle_{t=1}^{\infty}$. Then

$$
\prod_{n \in K} w\left(a_{n}, H_{n}, f(n)\right)=\prod_{i=1}^{l} x\left(m^{\prime}\left(F_{n(i)}\right), \alpha\left(F_{n(i)}\right), \tau\left(F_{n(i)}\right), g_{i}\right) \in A
$$

Theorem 14.15.1. Let $S$ be a semigroup and let $A \subseteq S$. Then $A$ is a $C$-set if and only if there is an idempotent in $\bar{A} \cap J(S)$.

Proof. The sufficiency is Theorem 14.14.9.
Necessity. Pick

$$
m: \mathscr{P}_{f}\left(\mathbb{N}_{S}\right) \rightarrow \mathbb{N}, \alpha \in \underset{F \in \mathscr{P}_{f}(\mathbb{N} S)}{X} S^{m(F)+1}, \text { and } \tau \in \underset{F \in \mathscr{P}_{f}(\mathbb{N} S)}{X} \mathscr{\mathcal { O }}_{m(F)}
$$

as guaranteed by the fact that $A$ is a $C$-set. For $F \in \mathscr{P}_{f}\left(\mathbb{N}_{S}\right)$ define

$$
T_{F}=\left\{\prod_{i=1}^{n} x\left(m\left(F_{i}\right), \alpha\left(F_{i}\right), \tau\left(F_{i}\right), f_{i}\right): n \in \mathbb{N}, \text { each } F_{i} \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right), ~ \begin{array}{rl} 
& F \subsetneq F_{1} \subsetneq F_{2} \subsetneq \cdots \subsetneq F_{n}, \\
& \text { and for each } \left.i \in\{1,2, \ldots, n\}, f_{i} \in F_{i}\right\} .
\end{array}\right.
$$

Note that if $F, G \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$, then $T_{F \cup G} \subseteq T_{F} \cap T_{G}$, so $\mathbf{Q}=\bigcap_{F \in \mathcal{P}_{f}\left({ }^{\mathbb{N}} S\right)} \overline{T_{F}} \neq \emptyset$. We claim that $\mathbf{Q}$ is a subsemigroup of $\beta S$. For this it suffices by Theorem 4.20 to show that for all $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ and all $u \in T_{F}$, there is some $G \in \mathscr{P}_{f}\left(\mathbb{N}_{S}\right)$ such that $u \cdot T_{G} \subseteq T_{F}$. So let $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ and $u \in T_{F}$ be given. Pick $n \in \mathbb{N}$, strictly increasing $\left\langle F_{i}\right\rangle_{i=1}^{n}$ in $\mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ such that $F \subsetneq F_{1}$, and $f \in \times_{i=1}^{n} F_{i}$ such that $u=\prod_{i=1}^{n} x\left(m\left(F_{i}\right), \alpha\left(F_{i}\right), H\left(F_{i}\right), f_{i}\right)$. Then $u \cdot T_{F_{n}} \subseteq T_{F}$.

Now we claim that $K(\mathbf{Q}) \subseteq \bar{A} \cap J(S)$ so that any idempotent in $K(\mathbf{Q})$ establishes the theorem. We have that each $T_{F} \subseteq \bar{A}$ so $\mathbf{Q} \subseteq \bar{A}$. Let $p \in K(\mathbf{Q})$. We need to show that $p \in J(S)$, so let $B \in p$. We shall show that $B$ is a $J$-set. So let $F \in \mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$. We shall produce $v \in \mathbb{N}, c \in S^{v+1}$, and $t \in \mathcal{L}_{v}$ such that for each $f \in F, x(v, c, t, f) \in B$.

We shall apply Lemma 14.9 with $J=F$ and $D=\left\{G \in \mathscr{P}_{f}\left(\mathbb{N}_{S}\right): F \subseteq G\right\}$. Note that $\mathbf{Q}=\bigcap_{G \in D} \overline{T_{G}}$ as in Lemma 14.9. For $G \in D$ we shall define a subset $I_{G}$ of
$\times_{f \in F} T_{G}$ as follows. Let $w \in \times_{f \in F} T_{G}$. Then $w \in I_{G}$ if and only if there is some $n \in \mathbb{N} \backslash\{1\}$ such that there exist $C_{1}, C_{2},\left\langle G_{i}\right\rangle_{i=1}^{n}$, and $\eta$ such that
(1) $C_{1}$ and $C_{2}$ are disjoint nonempty sets and $\{1,2, \ldots, n\}=C_{1} \cup C_{2}$,
(2) $\left\langle G_{i}\right\rangle_{i=1}^{n}$ is strictly increasing in $\mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ with $G \subsetneq G_{1}$, and
(3) $\eta \in \times_{i \in C_{1}} G_{i}$ and for each $f \in F$, if $\gamma_{f} \in \times_{i=1}^{n} G_{i}$ is defined by

$$
\gamma_{f}(i)= \begin{cases}\eta_{i} & \text { if } i \in C_{1} \\ f & \text { if } i \in C_{2}\end{cases}
$$

then $w(f)=\prod_{i=1}^{n} x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), \tau\left(G_{i}\right), \gamma_{f}(i)\right)$.
For $G \in D$, note that $I_{G} \neq \emptyset$ and let $E_{G}=I_{G} \cup\left\{\bar{b}: b \in T_{G}\right\}$.
We claim that $\left\langle E_{G}\right\rangle_{G \in D}$ and $\left\langle I_{G}\right\rangle_{G \in D}$ satisfy statements (a), (b), (c), and (e) of Lemma 14.9. Statements (a) and (e) hold trivially.

To verify (b), let $G \in D$ and let $w \in I_{G}$. Pick $n, C_{1}, C_{2},\left\langle G_{i}\right\rangle_{i=1}^{n}$ and $\eta$ as guaranteed by the fact that $w \in I_{G}$. We claim that $w \cdot E_{G_{n}} \subseteq I_{G}$. So let $z \in E_{G_{n}}$.,

Assume first that $z=\bar{b}$ for some $b \in T_{G_{n}}$. Pick $n^{\prime} \in \mathbb{N}$, strictly increasing $\left\langle F_{i}\right\rangle_{i=1}^{n^{n}}$ in $\mathcal{P}_{f}\left(\mathbb{N}_{S}\right)$ with $G_{n} \subsetneq F_{1}$, and $\eta^{\prime} \in \times_{i=1}^{n^{\prime}} F_{i}$ such that

$$
b=\prod_{i=1}^{n^{\prime}} x\left(m\left(F_{i}\right), \alpha\left(F_{i}\right), \tau\left(F_{i}\right), \eta^{\prime}(i)\right)
$$

Let $C_{1}^{\prime \prime}=C_{1} \cup\left\{n+1, n+2, \ldots, n+n^{\prime}\right\}$ and for $i \in\left\{1,2, \ldots, n+n^{\prime}\right\}$, let

$$
L_{i}= \begin{cases}G_{i} & \text { if } i \leq n \\ F_{i-n} & \text { if } i>n\end{cases}
$$

Define $\eta^{\prime \prime} \in \times_{i \in C_{1}^{\prime \prime}} L_{i}$ by, for $i \in C_{1}^{\prime \prime}$,

$$
\eta^{\prime \prime}(i)= \begin{cases}\eta(i) & \text { if } i \leq n \\ \eta^{\prime}(i-n) & \text { if } i>n\end{cases}
$$

Then $n+n^{\prime}, C_{1}^{\prime \prime}, C_{2},\left\langle L_{i}\right\rangle_{i=1}^{n+n^{\prime}}$, and $\eta^{\prime \prime}$ establish that $w \cdot z \in I_{G}$.
Now assume that $z \in I_{G_{n}}$. Pick $n^{\prime}, C_{1}^{\prime}, C_{2}^{\prime},\left\langle F_{i}\right\rangle_{i=1}^{n^{\prime}}$ and $\eta^{\prime}$ as guaranteed by the fact that $z \in I_{G_{n}}$. Let $C_{1}^{\prime \prime}=C_{1} \cup\left\{n+i: i \in C_{1}^{\prime}\right\}$, let $C_{2}^{\prime \prime}=C_{2} \cup\left\{n+i: i \in C_{2}^{\prime}\right\}$, and for $i \in\left\{1,2, \ldots, n+n^{\prime}\right\}$ let

$$
L_{i}= \begin{cases}G_{i} & \text { if } i \leq n \\ F_{i-n} & \text { if } i>n\end{cases}
$$

Define $\eta^{\prime \prime} \in \times_{i \in C_{1}^{\prime \prime}} L_{i}$ by, for $i \in C_{1}^{\prime \prime}$,

$$
\eta^{\prime \prime}(i)=\left\{\begin{array}{r}
\eta(i) \text { if } i \leq n \\
\eta^{\prime}(i-n) \text { if } i>n
\end{array}\right.
$$

Then $n+n^{\prime}, C_{1}^{\prime \prime}, C_{2}^{\prime \prime},\left\langle L_{i}\right\rangle_{i=1}^{n+n^{\prime}}$, and $\eta^{\prime \prime}$ establish that $w \cdot z \in I_{G}$.
To verify (c) let $G \in D$ and let $w \in E_{G} \backslash I_{G}$. Pick $b \in T_{G}$ such that $w=\bar{b}$. Pick $n \in \mathbb{N}$, strictly increasing $\left\langle G_{i}\right\rangle_{i=1}^{n}$ in $\mathscr{P}_{f}\left(\mathbb{N}_{S}\right)$ with $G \subsetneq G_{1}$, and $\eta \in \times_{i=1}^{n} G_{i}$ such that $b=\prod_{i=1}^{n} x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), \tau\left(G_{i}\right), \eta(i)\right)$. Then as above one has that $w \cdot E_{G_{n}} \subseteq$ $E_{G}$ and $w \cdot I_{G_{n}} \subseteq I_{G}$.

We then have by Lemma 14.9 that $\bar{p} \in I=\bigcap_{G \in D} \overline{I_{G}}$. Now $\times_{f \in F} \bar{B}$ is a neighborhood of $\bar{p}$ so pick $w \in I_{F} \cap \times_{f \in F} \bar{B}$. Pick $n, C_{1}, C_{2},\left\langle G_{i}\right\rangle_{i=1}^{n}$, and $\eta \in \times_{i \in C_{1}} G_{i}$ as guaranteed by the fact that $w \in I_{F}$. Let $r=\left|C_{2}\right|$ and let $h_{1}, h_{2}, \ldots, h_{r}$ be the elements of $C_{2}$ listed in increasing order. Let $v=\sum_{i=1}^{r} m\left(G_{h_{i}}\right)$. If $h_{1}=1$, let $c(1)=\alpha\left(G_{1}\right)(1)$. If $h_{1}>1$, let

$$
c(1)=\prod_{i=1}^{h_{1}-1}\left(x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), \tau\left(G_{i}\right), \eta(i)\right)\right) \cdot \alpha\left(G_{h_{1}}\right)(1)
$$

For $1<j \leq m\left(G_{h_{1}}\right)$ let $c(j)=\alpha\left(G_{h_{1}}\right)(j)$ and for $1 \leq j \leq m\left(G_{h_{1}}\right)$ let $\mu(j)=$ $\tau\left(G_{h_{1}}\right)(j)$.

Now let $s \in\{1,2, \ldots, r-1\}$ and let $u=\sum_{i=1}^{s} m\left(G_{h_{i}}\right)$. If $h_{s+1}=h_{s}+1$ let $c(u+1)=\alpha\left(G_{h_{s}}\right)\left(m\left(G_{h_{s}}\right)+1\right) \cdot \alpha\left(G_{h_{s+1}}\right)(1)$. If $h_{s+1}>h_{s}+1$, let

$$
\begin{aligned}
c(u+1)= & \alpha\left(G_{h_{s}}\right)\left(m\left(G_{h_{s}}\right)+1\right) \\
& \cdot\left(\prod_{i=h_{s}+1}^{h_{s+1}-1} x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), \tau\left(G_{i}\right), \eta(i)\right)\right) \cdot \alpha\left(G_{h_{s+1}}\right)(1) .
\end{aligned}
$$

And for $u<j \leq \sum_{i=1}^{s+1} m\left(G_{h_{i}}\right)$, let $\mu(j)=\tau\left(G_{h_{s+1}}\right)(j-u)$.
If $h_{r}=n$, let $c(v+1)=\alpha\left(G_{n}\right)\left(m\left(G_{n}\right)+1\right)$. If $h_{r}<n$, let $c(v+1)=$ $\alpha\left(G_{h_{r}}\right)\left(m\left(G_{h_{r}}\right)+1\right) \cdot \prod_{i=h_{r}+1}^{n}\left(x\left(m\left(G_{i}\right), \alpha\left(G_{i}\right), \tau\left(G_{i}\right), \eta(i)\right)\right)$. Then $c \in S^{v+1}$, $M \in \ell_{v}$ and for each $f \in F, x(v, c, \mu, f) \in B$ as required.

Exercise 14.4.1. Derive the Hales-Jewett Theorem (Theorem 14.7) as a corollary to the noncommutative Central Sets Theorem (Corollary 14.14.10 or Theorem 14.15).

Exercise 14.4.2. State and prove an appropriate noncommutative version of Theorem 14.8.7.

### 14.5 A Combinatorial Characterization of Central Sets

Recall from Theorem 5.12 that members of idempotents in $\beta S$ are completely characterized by the fact that they contain $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ for some sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$. Accordingly, it is natural to ask whether the Central Sets Theorem characterizes members of minimal idempotents. That is, is every $C$-set a central set? We shall show now that this is not true.

Lemma 14.16. Let $n, m, k \in \mathbb{N}$ and for each $i \in\{1,2, \ldots, n\}$, let $\left\langle y_{i, t}\right\rangle_{t=1}^{\infty}$ be a sequence in $\mathbb{N}$. Then there exists $H \in \mathcal{P}_{f}(\mathbb{N})$ with min $H>m$ such that for each $i \in\{1,2, \ldots, n\}, \sum_{t \in H} y_{i, t} \in \mathbb{N} 2^{k}$.

Proof. Choose an infinite set $G_{1} \subseteq \mathbb{N}$ such that for all $t, s \in G_{1}, y_{1, t} \equiv y_{1, s}\left(\bmod 2^{k}\right)$. Inductively, given $i \in\{1,2, \ldots, n-1\}$ and $G_{i}$, choose an infinite subset $G_{i+1}$ of $G_{i}$ such that for all $t, s \in G_{i+1}, y_{i+1, t} \equiv y_{i+1, s}\left(\bmod 2^{k}\right)$. Then for all $i \in$ $\{1,2, \ldots, n\}$ and all $t, s \in G_{n}$ one has $y_{i, t} \equiv y_{i, s}\left(\bmod 2^{k}\right)$. Now pick $H \subseteq G_{n}$ with min $H>m$ and $|H|=2^{k}$.

Recall from Definition 6.2 that given $n \in \mathbb{N}, \operatorname{supp}(n) \in \mathscr{P}_{f}(\omega)$ is defined by $n=\sum_{i \in \operatorname{supp}(n)} 2^{i}$.

Lemma 14.17. There is a set $A \subseteq \mathbb{N}$ such that
(a) $A$ is not piecewise syndetic in $(\mathbb{N},+)$.
(b) For all $x \in A$ there exists $n \in \mathbb{N}$ such that $\emptyset \neq A \cap \mathbb{N} 2^{n} \subseteq-x+A$.
(c) For each $n \in \mathbb{N}, A \cap \mathbb{N} 2^{n}$ is a $J$-set.

Proof. For each $k \in \mathbb{N}$ let $B_{k}=\left\{2^{k}, 2^{k}+1,2^{k}+2, \ldots, 2^{k+1}-1\right\}$ and let $A=$ $\left\{n \in \mathbb{N}\right.$ : for each $\left.k \in \mathbb{N}, B_{k} \backslash \operatorname{supp}(n) \neq \emptyset\right\}$. Then one recognizes that $n \in A$ by looking at the binary expansion of $n$ and noting that there is at least one 0 between positions $2^{k}$ and $2^{k+1}$ for each $k \in \mathbb{N}$.

To show that $A$ is not piecewise syndetic we need to show that for each $g \in \mathbb{N}$ there is some $b \in \mathbb{N}$ such that for any $x \in \mathbb{N}$ there is some $y \in\{x+1, x+2, \ldots, x+b\}$ with $\{y+1, y+2, \ldots, y+g\} \cap A=\emptyset$. To this end let $g \in \mathbb{N}$ be given and pick $k \in \mathbb{N}$ such that $2^{2^{k}}>g$. Let $b=2^{2^{k+1}}$. Let $x \in \mathbb{N}$ be given and pick the least $a \in \mathbb{N}$ such that $a \cdot 2^{2^{k+1}}-2^{2^{k}}>x$ and let $y=a \cdot 2^{2^{k+1}}-2^{2^{k}}$. Then $x<y \leq x+b$ and for each $t \in\left\{1,2, \ldots, 2^{2^{k}}-1\right\}$ one has $\left\{2^{k}, 2^{k}+1,2^{k}+2, \ldots, 2^{k+1}-1\right\} \subseteq \operatorname{supp}(y+t)$ so $y+t \notin A$.

To verify conclusion (b), let $x \in A$ and pick $k \in \mathbb{N}$ such that $2^{2^{k}-1}>x$. Let $n=2^{k}$. Then $\emptyset \neq A \cap \mathbb{N} 2^{n} \subseteq-x+A$.

Finally, to verify (c) let $n \in \mathbb{N}$ and let $F \in \mathcal{P}_{f}\left(\mathbb{N}_{\mathbb{N}}\right)$ be given. Let $m=$ $\max \{n,|F|\}$. We shall show that we can choose $H \in \mathcal{P}_{f}(\mathbb{N})$ and $a \in \mathbb{N}$ such
that for each $f \in F, a+\sum_{t \in F} f(t) \in A \cap \mathbb{N} 2^{m}$. We first observe that by Lemma 14.16 we can choose $H \in \mathscr{P}_{f}(\mathbb{N})$ such that for each $f \in F, \sum_{t \in H} f(t) \in \mathbb{N} 2^{m+1}$.

Next we observe that given any $\left\langle z_{f}\right\rangle_{f \in F}$ in $\mathbb{N}$ and any $k$ with $2^{k}>m$, there exists $r \in B_{k}$ such that $B_{k} \backslash \operatorname{supp}\left(2^{r}+z_{f}\right) \neq \emptyset$ for each $f \in F$. Indeed, if $r \in B_{k}$ and $B_{k} \subseteq \operatorname{supp}\left(2^{r}+z\right)$ then $\operatorname{supp}(z) \cap B_{k}=B_{k} \backslash\{r\}$. Consequently $\mid\left\{r \in B_{k}\right.$ : there is some $f \in F$ with $\left.B_{k} \subseteq \operatorname{supp}\left(2^{r}+z_{f}\right)\right\}|\leq|F|$.

For $f \in F$, let $z_{f, 0}=\sum_{t \in H} f(t)$. Pick the least $\ell$ such that $2^{\ell}>m$. Now given $f \in F$ we have $2^{m+1} \mid z_{f, 0}$ and $2^{\ell-1}<m+1$ so $2^{\ell-1} \in B_{\ell-1} \backslash \operatorname{supp}\left(z_{f, 0}\right)$. Pick $r_{0} \in B_{\ell}$ such that $B_{\ell} \backslash \operatorname{supp}\left(2^{r_{0}}+z_{f, 0}\right) \neq \emptyset$ for each $f \in F$ and let $z_{f, 1}=z_{f, 0}+2^{r_{0}}$. Inductively choose $r_{j} \in B_{\ell+j}$ such that $B_{\ell+j} \backslash \operatorname{supp}\left(2^{r_{j}}+z_{f, j}\right) \neq \emptyset$ for each $f \in F$ and let $z_{f, j+1}=z_{f, j}+2^{r_{j}}$. Continue the induction until $\ell+j=k$ where $2^{2^{k}}>\sum_{t \in H} f(t)$ for each $f \in F$ and let $a=2^{r_{0}}+2^{r_{1}}+\cdots+2^{r_{k-\ell}}$.

Theorem 14.18. There is a set $A \subseteq \mathbb{N}$ such that $A$ is a $C$-set for $(\mathbb{N},+)$ but $K(\beta \mathbb{N},+) \cap c \ell A=\emptyset$.

Proof. Let $A$ be as in Lemma 14.17. By conclusion (a) of Lemma 14.17 and Theorem 4.40 we have that $K(\beta \mathbb{N},+) \cap c \ell A=\emptyset$.

Let $T=J(\mathbb{N}) \cap \bigcap_{n=1}^{\infty} \overline{A \cap 2^{n} \mathbb{N}}$. By Theorem 14.14.4, $J(\mathbb{N})$ is a compact semigroup. By Lemma 14.17 (b) and Theorem $4.20, \bigcap_{n=1}^{\infty} \overline{A \cap 2^{n} \mathbb{N}}$ is a semigroup. By Lemma 14.17 (c) and Theorem 14.14.7, $J(\mathbb{N}) \cap A \cap 2^{n} \mathbb{N} \neq \emptyset$ for each $n$ so $T \neq \emptyset$. Thus $T$ is a compact semigroup which therefore has an idempotent. By Theorem 14.14.9, $A$ is a $C$-set.

We now proceed to derive a combinatorial characterization of central sets. This characterization involves the following generalization of the notion of a piecewise syndetic set.

Definition 14.19. Let $(S, \cdot)$ be a semigroup and let $\mathcal{A} \subseteq \mathscr{P}(S)$. Then $\mathcal{A}$ is collectionwise piecewise syndetic if and only if there exist functions $G: \mathcal{P}_{f}(\mathcal{A}) \rightarrow \mathcal{P}_{f}(S)$ and $x: \mathscr{P}_{f}(\mathcal{A}) \times \mathscr{P}_{f}(S) \rightarrow S$ such that for all $F \in \mathscr{P}_{f}(S)$ and all $\mathscr{F}$ and $\mathscr{H}$ in $\mathcal{P}_{f}(\mathscr{A})$ with $\mathcal{F} \subseteq \mathscr{H}$ one has $F \cdot x(\mathscr{H}, F) \subseteq \bigcup_{t \in G(\mathcal{F})} t^{-1}(\bigcap \mathcal{F})$.

Note that a subset $A$ is piecewise syndetic if and only if $\{A\}$ is collectionwise piecewise syndetic. An alternate characterization is: $\mathcal{A}$ is collectionwise piecewise syndetic if and only if there exists a function $G: \mathscr{P}_{f}(\mathscr{A}) \rightarrow \mathcal{P}_{f}(S)$ such that

$$
\left\{y^{-1}(G(\mathcal{F}))^{-1}(\bigcap \mathcal{F}): y \in S \text { and } \mathcal{F} \in \mathcal{P}_{f}(\mathcal{A})\right\}
$$

has the finite intersection property. Here

$$
y^{-1}(G(\mathcal{F}))^{-1}(\bigcap \mathcal{F})=\bigcup_{t \in G(\mathcal{F})} y^{-1} t^{-1}(\bigcap \mathcal{F}) .
$$

(See Exercise 14.5.1.)

In the event that the family and the semigroup are both countable, we have a considerably simpler characterization of collectionwise piecewise syndetic.

Lemma 14.20. Assume the semigroup $S=\left\{a_{n}: n \in \mathbb{N}\right\}$ and $\left\{A_{n}: n \in \mathbb{N}\right\} \subseteq$ $\mathcal{P}(S)$. The family $\left\{A_{n}: n \in \mathbb{N}\right\}$ is collectionwise piecewise syndetic if and only if there exist a sequence $\langle g(n)\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ and a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ in $S$ such that for all $n, m \in \mathbb{N}$ with $m \geq n$,

$$
\left\{a_{1} y_{m}, a_{2} y_{m}, \ldots, a_{m} y_{m}\right\} \subseteq \bigcup_{j=1}^{g(n)} a_{j}^{-1}\left(\bigcap_{i=1}^{n} A_{i}\right)
$$

Proof. For the necessity, pick functions $G$ and $x$ as guaranteed by Definition 14.19. Given $n \in \mathbb{N}$, let

$$
g(n)=\min \left\{k \in \mathbb{N}: G\left(\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}\right) \subseteq\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}\right\}
$$

and $y_{n}=x\left(\left\{A_{1}, A_{2}, \ldots, A_{n}\right\},\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}\right)$. Then if $m \geq n$, letting

$$
\mathscr{F}=\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}, \quad \mathscr{H}=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}, \quad \text { and } \quad F=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\},
$$

one has $\mathcal{F} \subseteq \mathscr{H}$ and

$$
\begin{aligned}
\left\{a_{1} y_{m}, a_{2} y_{m}, \ldots, a_{m} y_{m}\right\} & =F \cdot x(\mathscr{H}, F) \\
& \subseteq \bigcup_{t \in G(\mathcal{F})} t^{-1}(\bigcap \mathcal{F}) \\
& \subseteq \bigcup_{j=1}^{g(n)} a_{j}-1\left(\bigcap_{i=1}^{n} A_{i}\right) .
\end{aligned}
$$

For the sufficiency, let $\langle g(n)\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ be as in the statement of the lemma. Given $\mathcal{F} \in \mathcal{P}_{f}\left(\left\{A_{n}: n \in \mathbb{N}\right\}\right)$, let $m=\max \left\{k \in \mathbb{N}: A_{k} \in \mathcal{F}\right\}$ and let $G(\mathcal{F})=$ $\left\{a_{1}, a_{2}, \ldots, a_{g(m)}\right\}$. Given $\mathscr{H} \in \mathscr{P}_{f}\left(\left\{A_{n}: n \in \mathbb{N}\right\}\right)$ and $F \in \mathscr{P}_{f}(S)$, let $m=$ $\max \left\{k \in \mathbb{N}: A_{k} \in \mathscr{H}\right.$ or $\left.a_{k} \in F\right\}$ and let $x(\mathscr{H}, F)=y_{m}$. Then if $\mathscr{F}, \mathscr{H} \in$ $\mathcal{P}_{f}\left(\left\{A_{n}: n \in \mathbb{N}\right\}\right), F \in \mathcal{P}_{f}(S), \mathscr{F} \subseteq \mathscr{H}, m=\max \left\{k \in \mathbb{N}: A_{k} \in \mathscr{H}\right.$ or $\left.a_{k} \in F\right\}$, and $n=\max \left\{k \in \mathbb{N}: A_{k} \in \mathscr{F}\right\}$, then $n \leq m$ so

$$
\begin{aligned}
F \cdot x(\mathscr{H}, F) & \subseteq\left\{a_{1} y_{m}, a_{2} y_{m}, \ldots, a_{m} y_{m}\right\} \\
& \subseteq \bigcup_{j=1}^{g(n)} a_{j}-1\left(\bigcap_{i=1}^{n} A_{i}\right) \\
& \subseteq \bigcup_{t \in G(\mathcal{F})} t^{-1}(\bigcap \mathscr{F}) .
\end{aligned}
$$

Theorem 14.21. Let $(S, \cdot)$ be an infinite semigroup and let $\mathfrak{A} \subseteq \mathscr{P}(S)$. There exists $p \in K(\beta S)$ with $\mathcal{A} \subseteq p$ if and only if $\mathcal{A}$ is collectionwise piecewise syndetic.

Proof. Necessity. Pick $p \in K(\beta S)$ such that $\mathcal{A} \subseteq p$. For each $\mathscr{F} \in \mathcal{P}_{f}(\mathcal{A})$, $\bigcap \mathscr{F} \in p$, so by Theorem 4.39, $B(\mathscr{F})=\left\{t \in S: t^{-1}(\bigcap \mathcal{F}) \in p\right\}$ is syndetic. Pick $G(\mathscr{F}) \in \mathcal{P}_{f}(S)$ such that $S=\bigcup_{t \in G(\mathcal{F})} t^{-1} B(\mathcal{F})$. For each $y \in S$ and each $\mathscr{F} \in \mathcal{P}_{f}(\mathcal{A})$, pick $t(y, \mathcal{F}) \in G(\mathcal{F})$ such that $y \in(t(y, \mathcal{F}))^{-1} B(\mathcal{F})$ (so that $\left.(t(y, \mathcal{F}) \cdot y)^{-1}(\bigcap \mathcal{F}) \in p\right)$. Given $\mathscr{H} \in \mathcal{P}_{f}(\mathcal{A})$ and $F \in \mathcal{P}_{f}(S),\{(t(y, \mathcal{F})$. $y)^{-1}(\bigcap \mathcal{F}): y \in F$ and $\left.\emptyset \neq \mathcal{F} \subseteq \mathscr{H}\right\}$ is a finite subset of $p$ so pick

$$
x(\mathscr{H}, F) \in \bigcap\left\{(t(y, \mathcal{F}) \cdot y)^{-1}(\bigcap \mathcal{F}): y \in F \text { and } \emptyset \neq \mathscr{F} \subseteq \mathscr{H}\right\} .
$$

To see that the functions $G$ and $x$ are as required, let $F \in \mathscr{P}_{f}(S)$ and let $\mathcal{F}, \mathscr{H} \in$ $\mathscr{P}_{f}(\mathcal{A})$ with $\mathcal{F} \subseteq \mathscr{H}$. To see that $F \cdot x(\mathscr{H}, F) \subseteq \bigcup_{t \in G(\mathcal{F})} t^{-1}(\bigcap \mathscr{F})$, let $y \in F$. Then $x(\mathscr{H}, F) \in(t(y, \mathcal{F}) \cdot y)^{-1}(\bigcap \mathcal{F})$, so

$$
y \cdot x(\mathscr{H}, F) \in(t(y, \mathcal{F}))^{-1}(\bigcap \mathscr{F}) \subseteq \bigcup_{t \in G(\mathscr{F})} t^{-1}(\bigcap \mathcal{F}) .
$$

Sufficiency. Pick $G: \mathscr{P}_{f}(\mathcal{A}) \rightarrow \mathscr{P}_{f}(S)$ and $x: \mathscr{P}_{f}(\mathcal{A}) \times \mathscr{P}_{f}(S) \rightarrow S$ as guaranteed by the definition. For each $\mathscr{F} \in \mathscr{P}_{f}(\mathcal{A})$ and each $y \in S$, let

$$
D(\mathcal{F}, y)=\left\{x(\mathscr{H}, F): \mathscr{H} \in \mathscr{P}_{f}(\mathcal{A}), F \in \mathscr{P}_{f}(S), \mathscr{F} \subseteq \mathscr{H}, \text { and } y \in F\right\} .
$$

Then $\left\{D(\mathscr{F}, y): \mathcal{F} \in \mathcal{P}_{f}(\mathcal{A})\right.$ and $\left.y \in S\right\}$ has the finite intersection property so pick $u \in \beta S$ such that $\left\{D(\mathcal{F}, y): \mathcal{F} \in \mathcal{P}_{f}(\mathcal{A})\right.$ and $\left.y \in S\right\} \subseteq u$. We claim that

$$
\begin{equation*}
\text { for each } \mathscr{F} \in \mathcal{P}_{f}(\mathcal{A}), S \cdot u \subseteq \overline{\bigcup_{t \in G(\mathcal{F})} t^{-1}(\bigcap \mathcal{F})} \tag{*}
\end{equation*}
$$

To this end, let $\mathscr{F} \in \mathcal{P}_{f}(\mathcal{A})$ and let $y \in S$. Then $D(\mathcal{F}, y) \subseteq\{x: y \cdot x \in$ $\left.\bigcup_{t \in G(\mathcal{F})} t^{-1}(\bigcap \mathcal{F})\right\}$ so $\bigcup_{t \in G(\mathcal{F})} t^{-1}(\bigcap \mathcal{F}) \in y \cdot u$ as required.

By $(*)$ we have that for each $\mathcal{F} \in \mathcal{P}_{f}(\mathcal{A}), \beta S \cdot u \subseteq \bigcup_{t \in G(\mathcal{F})} t^{-1}(\bigcap \mathcal{F})$. Since $\beta S \cdot u$ is a left ideal of $\beta S$, pick a minimal left ideal $L$ of $\beta S$ such that $L \subseteq \beta S \cdot u$ and pick $q \in L$. Then for each $\mathscr{H} \in \mathscr{P}_{f}(\mathcal{A})$ we have $\bigcup_{t \in G(\mathscr{H})} t^{-1}(\bigcap \mathscr{H}) \in q$ so pick $t(\mathscr{H}) \in G(\mathscr{H})$ such that $(t(\mathscr{H}))^{-1}(\bigcap \mathscr{H}) \in q$.

For each $\mathcal{F} \in \mathscr{P}_{f}(\mathcal{A})$, let $E(\mathcal{F})=\left\{t(\mathscr{H}): \mathscr{H} \in \mathcal{P}_{f}(\mathcal{A})\right.$ and $\left.\mathcal{F} \subseteq \mathscr{H}\right\}$. Then $\left\{E(\mathcal{F}): \mathscr{F} \in \mathcal{P}_{f}(\mathcal{A})\right\}$ has the finite intersection property. So pick $w \in \beta S$ such that $\left\{E(\mathscr{F}): \mathscr{F} \in \mathscr{P}_{f}(\mathcal{A})\right\} \subseteq w$. Let $p=w \cdot q$. Then $p \in L \subseteq K(\beta S)$. To see that $\mathcal{A} \subseteq p$, let $A \in \mathcal{A}$. Since $E(\{A\}) \in w$, it suffices to show that $E(\{A\}) \subseteq\{t \in$ $\left.S: t^{-1} A \in q\right\}$, so let $\mathscr{H} \in \mathcal{P}_{f}(\mathcal{A})$ with $\{A\} \subseteq \mathscr{H}$. Then $(t(\mathscr{H}))^{-1}(\bigcap \mathscr{H}) \in q$ and $(t(\mathscr{H}))^{-1}(\bigcap \mathscr{H}) \subseteq(t(\mathscr{H}))^{-1} A$, so $(t(\mathscr{H}))^{-1} A \in q$.

Our combinatorial characterization of central is based on an analysis of the proofs of Theorem 5.8. The important thing to notice about these proofs is that when one chooses $x_{n}$ one in fact has a large number of choices. That is, one can draw a tree, branching infinitely often at each node, so that any path through that tree yields a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ with $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$. (Recall that in $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$, the products are taken in increasing order of indices.)

We formalize the notion of "tree" below. We recall that each ordinal is the set of its predecessors. (So $3=\{0,1,2\}$ and $0=\emptyset$ and, if $f$ is the function $\{(0,3),(1,5)$, $(2,9),(3,7),(4,5)\}$, then $f_{\mid 3}=\{(0,3),(1,5),(2,9)\}$.)

Definition 14.22. $T$ is a tree in $A$ if and only if $T$ is a set of functions and for each $f \in T$, domain $(f) \in \omega$ and range $(f) \subseteq A$ and if domain $(f)=n>0$, then $f_{\mid n-1} \in T . T$ is a tree if and only if for some $A, T$ is a tree in $A$.

The last requirement in the definition is not essential. Any set of functions with domains in $\omega$ can be converted to a tree by adding in all restrictions to initial segments. We include the requirement in the definition for aesthetic reasons - it is not nice for branches at some late level to appear from nowhere.

Definition 14.23. (a) Let $f$ be a function with domain $(f)=n \in \omega$ and let $x$ be given. Then $f-x=f \cup\{(n, x)\}$.
(b) Given a tree $T$ and $f \in T, B_{f}=B_{f}(T)=\{x: f \frown x \in T\}$.
(c) Let $(S, \cdot)$ be a semigroup and let $A \subseteq S$. Then $T$ is a $*$-tree in $A$ if and only if $T$ is a tree in $A$ and for all $f \in T$ and all $x \in B_{f}, B_{f}-x \subseteq x^{-1} B_{f}$.
(d) Let $(S, \cdot)$ be a semigroup and let $A \subseteq S$. Then $T$ is an FP-tree in $A$ if and only if $T$ is a tree in $A$ and for all $f \in T, B_{f}=\left\{\prod_{t \in F} g(t): g \in T\right.$ and $f \subsetneq g$ and $\emptyset \neq F \subseteq \operatorname{dom}(g) \backslash \operatorname{dom}(f)\}$.

The idea of the terminology is that an FP-tree is a tree of finite products. It is this notion which provides the most fundamental combinatorial characterization of the notion of "central". A *-tree arises more directly from the proof outlined above.

Lemma 14.23.1. Let $(S, \cdot)$ be an infinite semigroup, let $A \subseteq S$, and let $T$ be an FP-tree in $A$. Then $T$ is a *-tree in $A$.

Proof. Let $T$ be an FP-tree. Then given $f \in T$ and $x \in B_{f}$, we claim that $B_{f} \frown_{x} \subseteq$ $x^{-1} B_{f}$. To this end let $y \in B_{f} \frown_{x}$ and pick $g \in T$ and $F \subseteq \operatorname{dom}(g) \backslash \operatorname{dom}(f \frown x)$ such that $f \frown x \subsetneq g$ and $y=\prod_{t \in F} g(t)$. Let $n=\operatorname{dom}(f)$ and let $G=F \cup\{n\}$. Then $x \cdot y=\prod_{t \in G} g(t)$ and $G \subseteq \operatorname{dom}(g) \backslash \operatorname{dom}(f)$, so $x \cdot y \in B_{f}$ as required.

Lemma 14.24. Let $(S, \cdot)$ be an infinite semigroup and let $A \subseteq S$. Let $p$ be an idempotent in $\beta S$ with $A \in p$. There is an FP-tree $T$ in $A$ such that for each $f \in T$, $B_{f} \in p$.

Proof. We shall define the initial segments $T_{n}=\{f \in T: \operatorname{dom}(f)=n\}$ inductively. Let $T_{0}=\{\emptyset\}$ (of course) and let $C_{\emptyset}=A^{\star}$. Then $C_{\emptyset} \in p$ by Theorem 4.12. Let $T_{1}=\left\{\{(0, x)\}: x \in C_{\emptyset}\right\}$.

Inductively assume that we have $n \in \mathbb{N}$ and have defined $T_{n}$ so that for each $f \in T_{n}$ one has $\mathrm{FP}\left(\langle f(t)\rangle_{t=0}^{n-1}\right) \subseteq A^{\star}$. Given $f \in T_{n}$, write $P_{f}=\mathrm{FP}\left(\langle f(t)\rangle_{t=0}^{n-1}\right)$,
let $C_{f}=A^{\star} \cap \bigcap_{x \in P_{f}} x^{-1} A^{\star}$, and note that by Lemma 4.14, $C_{f} \in p$. Let $T_{n+1}=$ $\left\{f^{\frown} y: f \in T_{n}\right.$ and $\left.y \in C_{f}\right\}$. Then given $g \in T_{n+1}$, one has $\operatorname{FP}\left(\langle g(t)\rangle_{t=0}^{n}\right) \subseteq A^{\star}$.

The induction being complete, let $T=\bigcup_{n=0}^{\infty} T_{n}$. Then $T$ is a tree in $A$. One sees immediately from the construction that for each $f \in T, B_{f}=C_{f}$. We need to show that for each $f \in T$ one has $B_{f}=\left\{\prod_{t \in F} g(t): g \in T\right.$ and $f \subsetneq g$ and $\emptyset \neq F \subseteq \operatorname{dom}(g) \backslash \operatorname{dom}(f)\}$. Given $f \in T$ and $x \in B_{f}$, let $g=f \frown x$ and let $F=\operatorname{dom}(g) \backslash \operatorname{dom}(f)$ (which is a singleton). Then $x=\prod_{t \in F} g(t)$.

For the other inclusion we first observe that if $f, h \in T$ with $f \subseteq h$ then $P_{f} \subseteq P_{h}$ so $B_{h} \subseteq B_{f}$. Let $f \in T_{n}$ and let $x \in\left\{\prod_{t \in F} g(t): g \in T\right.$ and $f \subsetneq g$ and $\emptyset \neq F \subseteq \operatorname{dom}(g) \backslash \operatorname{dom}(f)\}$. Pick $g \in T$ with $f \subsetneq g$ and pick $F$ with $\emptyset \neq F \subseteq$ $\operatorname{dom}(g) \backslash \operatorname{dom}(f)$ such that $x=\prod_{t \in F} g(t)$. First assume $F=\{m\}$. Then $m \geq n$. Let $h=g_{\mid m}$. Then $f \subseteq h$ and $h \frown x=g_{\mid m+1} \in T$. Hence $x \in B_{h} \subseteq B_{f}$ as required. Now assume $|F|>1$, let $m=\max F$, and let $G=F \backslash\{m\}$. Let $h=g_{\mid m}$, let $w=\prod_{t \in G} g(t)$, and let $y=g(m)$. Then $y \in B_{h}$. Let $P_{f}=\operatorname{FP}\left(\langle f(t)\rangle_{t=0}^{n-1}\right)$ and $P_{h}=\operatorname{FP}\left(\langle h(t)\rangle_{t=0}^{m-1}\right)$. We need to show that $w \cdot y \in B_{f}$. That is, we need $w \cdot y \in A^{\star}$ and for all $z \in P_{f}, w \cdot y \in z^{-1} A^{\star}$. Now $w \in P_{h}$ and $y \in B_{h}$ so $y \in w^{-1} A^{\star}$ so $w \cdot y \in A^{\star}$. Let $z \in P_{f}$. Then $z \cdot w \in P_{h}$ and $y \in B_{h}$ so $y \in(z \cdot w)^{-1} A^{\star}$ and so $w \cdot y \in z^{-1} A^{\star}$.

Theorem 14.25. Let $(S, \cdot)$ be an infinite semigroup and let $A \subseteq S$. Statements (a), (b), (c), and (d) are equivalent and are implied by statement (e). If $S$ is countable, then all five statements are equivalent.
(a) $A$ is central.
(b) There is an FP-tree $T$ in $A$ such that $\left\{B_{f}: f \in T\right\}$ is collectionwise piecewise syndetic.
(c) There is $a *$-tree $T$ in $A$ such that $\left\{B_{f}: f \in T\right\}$ is collectionwise piecewise syndetic.
(d) There is a downward directed family $\left\langle C_{F}\right\rangle_{F \in I}$ of subsets of $A$ such that
(i) for each $F \in I$ and each $x \in C_{F}$ there exists $G \in I$ with $C_{G} \subseteq x^{-1} C_{F}$ and
(ii) $\left\{C_{F}: F \in I\right\}$ is collectionwise piecewise syndetic.
(e) There is a decreasing sequence $\left\langle C_{n}\right\rangle_{n=1}^{\infty}$ of subsets of $A$ such that
(i) for each $n \in \mathbb{N}$ and each $x \in C_{n}$, there exists $m \in \mathbb{N}$ with $C_{m} \subseteq x^{-1} C_{n}$ and
(ii) $\left\{C_{n}: n \in \mathbb{N}\right\}$ is collectionwise piecewise syndetic.

Proof. (a) implies (b). Pick an idempotent $p \in K(\beta S)$ with $A \in p$. By Lemma 14.24 pick an FP-tree with $\left\{B_{f}: f \in T\right\} \subseteq p$. By Theorem $14.21\left\{B_{f}: f \in T\right\}$ is collectionwise piecewise syndetic.
(b) implies (c). By Lemma 14.23.1 any FP-tree is a $*$-tree.
(c) implies (d). Let $T$ be the given $*$-tree. Since $\left\{B_{f}: f \in T\right\}$ is collectionwise piecewise syndetic, so is $\left\{\bigcap_{f \in F} B_{f}: F \in \mathcal{P}_{f}(T)\right\}$. (This can be seen directly or by invoking Theorem 14.21.) Let $I=\mathscr{P}_{f}(T)$ and for each $F \in I$, let $C_{F}=\bigcap_{f \in F} B_{f}$. Then $\left\{C_{F}: F \in I\right\}$ is collectionwise piecewise syndetic, so (ii) holds. Let $F \in I$ and let $x \in C_{F}$. Let $G=\{f \frown x: f \in F\}$. Then $G \in I$. Now for each $f \in F$ we have $B_{f}{ }_{x} \subseteq x^{-1} B_{f}$ so $C_{G} \subseteq x^{-1} C_{F}$.
(d) implies (a). Let $M=\bigcap_{F \in I} c \ell C_{F}$. By Theorem $4.20 M$ is a subsemigroup of $\beta S$. Since $\left\{C_{F}: F \in I\right\}$ is collectionwise piecewise syndetic, we have by Theorem 14.21 that $M \cap K(\beta S) \neq \emptyset$ so we may pick a minimal left ideal $L$ of $\beta S$ with $L \cap M \neq \emptyset$. Then $L \cap M$ is a compact subsemigroup of $\beta S$ which thus contains an idempotent, and this idempotent is necessarily minimal.

That (e) implies (d) is trivial.
Finally assume that $S$ is countable. We show that (c) implies (e). So let $T$ be the given $*$-tree in $A$. Then $T$ is countable so enumerate $T$ as $\left\langle f_{n}\right\rangle_{n=1}^{\infty}$. For each $n \in \mathbb{N}$, let $C_{n}=\bigcap_{k=1}^{n} B_{f_{k}}$. Then $\left\{C_{n}: n \in \mathbb{N}\right\}$ is collectionwise piecewise syndetic. Let $n \in \mathbb{N}$ and let $x \in C_{n}$. Pick $m \in \mathbb{N}$ such that $\left\{f_{k} \frown x: k \in\{1,2, \ldots, n\}\right\} \subseteq\left\{f_{t}\right.$ : $t \in\{1,2, \ldots, m\}\}$. Then $C_{m}=\bigcap_{t=1}^{m} B_{f_{t}} \subseteq \bigcap_{k=1}^{n} B_{f_{k}}{ }^{-} x \subseteq \bigcap_{k=1}^{n} x^{-1} B_{f_{k}}=$ $x^{-1} C_{n}$.

We point out a Ramsey-Theoretic consequence of the characterization.

Corollary 14.26. Let $S$ be an infinite semigroup, let $r \in \mathbb{N}$, and let $S=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in\{1,2, \ldots, r\}$ and an FP-tree $T$ in $A_{i}$ such that $\left\{B_{f}: f \in T\right\}$ is collectionwise piecewise syndetic.

Proof. Pick an idempotent $p \in K(\beta S)$ and pick $i \in\{1,2, \ldots, r\}$ such that $A_{i} \in p$. Apply Theorem 14.25.

There is a very similar combinatorial characterization of $C$-sets. However, it is much easier to work with than the characterization of central sets, because the (quite complicated) notion of collectionwise piecewise syndetic is replaced by the (very simple) notion of $J$-set.

Theorem 14.27. Let $(S, \cdot)$ be an infinite semigroup and let $A \subseteq S$. Statements (a), (b), (c), and (d) are equivalent and are implied by statement (e). If $S$ is countable, then all five statements are equivalent.
(a) $A$ is a $C$-set.
(b) There is an FP-tree $T$ in $A$ such that for each $F \in \mathscr{P}_{f}(T), \bigcap_{f \in F} B_{f}$ is a $J$-set.
(c) There is $a *$-tree $T$ in $A$ such that for each $F \in \mathscr{P}_{f}(T), \bigcap_{f \in F} B_{f}$ is a J-set.
(d) There is a downward directed family $\left\langle C_{F}\right\rangle_{F \in I}$ of subsets of $A$ such that
(i) for each $F \in I$ and each $x \in C_{F}$ there exists $G \in I$ with $C_{G} \subseteq x^{-1} C_{F}$ and
(ii) for each $\mathcal{F} \in \mathcal{P}_{f}(I), \bigcap_{F \in \mathcal{F}} C_{F}$ is a $J$-set.
(e) There is a decreasing sequence $\left\langle C_{n}\right\rangle_{n=1}^{\infty}$ of subsets of $A$ such that
(i) for each $n \in \mathbb{N}$ and each $x \in C_{n}$, there exists $m \in \mathbb{N}$ with $C_{m} \subseteq x^{-1} C_{n}$ and
(ii) for each $n \in \mathbb{N}, C_{n}$ is a $J$-set.

Proof. (a) implies (b). By Theorem 14.15.1, pick an idempotent $p \in \bar{A} \cap J(S)$. By Lemma 14.24 pick an FP-tree with $\left\{B_{f}: f \in T\right\} \subseteq p$. Given $F \in \mathcal{P}_{f}(T)$, $\bigcap_{f \in F} B_{f} \in p$ so, since $p \in J(S), \bigcap_{f \in F} B_{f}$ is a $J$-set.
(b) implies (c). By Lemma 14.23.1 any FP-tree is a $*$-tree.
(c) implies (d). Let $T$ be the given $*$-tree. Let $I=\mathscr{P}_{f}(T)$ and for each $F \in I$, let $C_{F}=\bigcap_{f \in F} B_{f}$. Then directly each $C_{F}$ is a $J$-set. Given $\mathcal{F} \in \mathcal{P}_{f}(I)$, if $G=\bigcup \mathcal{F}$, then $\bigcap_{F \in \mathcal{F}} C_{F}=C_{G}$, and is therefore a $J$-set. To verify (i), let $F \in I$ and let $x \in C_{F}$. Let $G=\{f \frown x: f \in F\}$. For each $f \in F, B_{f} \frown_{x} \subseteq x^{-1} B_{f}$ and so $C_{G} \subseteq x^{-1} C_{F}$.
(d) implies (a). Let $M=\bigcap_{F \in I} \overline{C_{F}}$. By Theorem 4.20, $M$ is a subsemigroup of $\beta S$. Let $\mathcal{R}=\{B \subseteq S: B$ is a $J$-set $\}$. By Lemma 14.14.6 and Theorem 3.11, there is some $p \in \beta S$ such that $\left\{C_{F}: F \in I\right\} \subseteq p \subseteq \mathcal{R}$. Therefore $M \cap J(S) \neq \emptyset$ and by Theorem 14.14.4, $J(S)$ is an ideal of $\beta S$ and so $M \cap J(S)$ is a compact subsemigroup of $\beta S$. Thus there is an idempotent $p \in M \cap J(S)$ and so by Theorem 14.14.9, $A$ is a $C$-set.

It is trivial that (e) implies (d). Assume now that $S$ is countable. We shall show that (c) implies (e). So let $T$ be as guaranteed by (c). Then $T$ is countable so enumerate $T$ as $\left\{f_{n}: n \in \mathbb{N}\right\}$. For $n \in \mathbb{N}$, let $C_{n}=\bigcap_{k=1}^{n} B_{f_{k}}$. Then each $C_{n}$ is a $J$-set. Let $n \in \mathbb{N}$ and let $x \in C_{n}$. Pick $m \in \mathbb{N}$ such that

$$
\left\{f_{k} \frown x: k \in\{1,2, \ldots, n\}\right\} \subseteq\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}
$$

Then $C_{m} \subseteq x^{-1} C_{n}$.

Exercise 14.5.1. Let $S$ be a semigroup. Prove that a family $\mathcal{A} \subseteq \mathscr{P}(S)$ is collectionwise piecewise syndetic if and only if there exists a function $G: \mathscr{P}_{f}(\mathcal{A}) \rightarrow \mathscr{P}_{f}(S)$ such that $\left\{y^{-1}(G(\mathcal{F}))^{-1}(\bigcap \mathcal{F}): y \in S\right.$ and $\left.\mathscr{F} \in \mathcal{P}_{f}(\mathcal{A})\right\}$ has the finite intersection property. (Where $y^{-1}(G(\mathcal{F}))^{-1}(\bigcap \mathcal{F})=\bigcup_{t \in G(\mathcal{F})} y^{-1} t^{-1}(\bigcap \mathcal{F})$.)

### 14.6 Geoarithmetic Progressions

Van der Waerden's Theorem for the set of positive integers can be strengthened. We show in Corollary 14.32 that, for any piecewise syndetic subset $A$ of $(\mathbb{N}, \cdot)$ and any $k \in \mathbb{N}$, there exist $a, d \in \mathbb{N}$ and $r \in \mathbb{N} \backslash\{1\}$ such that $r^{j}(a+i d) \in A$ for every $i, j \in\{0,1,2, \ldots, k\}$. In Corollary 14.37, we show that there exist $a, b, d \in \mathbb{N}$ such that $b(a+i d)^{j} \in A$ for every $i, j \in\{0,1,2, \ldots, k\}$. Sets of this form, which combine additive and multiplicative structure, are called geoarithmetic progressions.

Theorem 14.28. Let $S$ be a set and let $*$ be a binary operation defined on $S$. Let $\mathcal{F}$ and $\mathcal{E}$ be weakly partition regular families of subsets of $S$. If either $\mathcal{F}$ or $\mathcal{E}$ is a family of finite sets, then $\{F * G: F \in \mathcal{F}$ and $G \in \mathscr{E}\}$ is weakly partition regular, where $F * G=\{s * t: s \in F$ and $t \in G\}$.

Proof. Suppose first that $\mathcal{F}$ is a family of finite sets. By Theorem 4.1, * extends to a binary operation on $\beta S$ with the property that for each $q \in \beta S, \rho_{q}$ is continuous and for each $x \in S, \lambda_{x}$ is continuous. By Theorem 5.7, we can choose $p, q \in \beta S$ such that every member of $p$ contains a set in $\mathcal{F}$ and every member of $q$ contains a set in $\mathscr{E}$.

We claim that every member of $p * q$ contains a set in $\{F * G: F \in \mathcal{F}, G \in \mathscr{E}\}$. To see this, let $A \in p * q$. Pick $B \in p$ such that $\rho_{q}[\bar{B}] \subseteq \bar{A}$ and pick $F \in \mathcal{F}$ such that $F \subseteq B$. For each $x \in F, \lambda_{x}(q) \in \bar{A}$ so pick $C_{x} \in q$ such that $\lambda_{x}\left[\overline{C_{x}}\right] \subseteq \bar{A}$. Pick $G \in \mathscr{E}$ such that $G \subseteq \bigcap_{x \in F} C_{x}$.

If $\mathscr{G}$ is a family of finite sets, we replace $*$ by the binary operation $*^{\prime}$ defined by $s *^{\prime} t=t * s$. Then, for every $F, G \subseteq S, F *^{\prime} G=G * F$.

Lemma 14.29. Let $S$ be a semigroup and let $\mathcal{F}$ be a weakly partition family of subsets of $S$. For each $b \in S,\{b F: F \in \mathscr{F}\}$ is weakly partition regular.

Proof. Let $b \in S$ and $r \in \mathbb{N}$ and let $S=\bigcup_{i=1}^{r} A_{i}$. Then $S=\bigcup_{i=1}^{r} b^{-1} A_{i}$ so pick $i \in\{1,2, \ldots, r\}$ and $F \in \mathscr{F}$ such that $F \subseteq b^{-1} A_{i}$. Then $b F \subseteq A_{i}$.

Given $b \in S,\{\{b\}\}$ is weakly partition regular so Lemma 14.29 is a consequence of Theorem 14.28. But that is a bit like shooting mice with cannon.

Theorem 14.30. Let $S$ be a semigroup and let $\mathcal{F}$ be a weakly partition regular family of subsets of $S$. Then there is minimal idempotent $q \in \beta S$ such that every member of $q$ contains a set of the form bF for some $b \in S$ and some $F \in \mathcal{F}$. In the case in which $S$ is commutative and $\mathcal{F}$ is a family of finite sets, every piecewise syndetic subset of $S$ contains a set of this form.

Proof. Let $L=\{p \in \beta S:(\forall A \in p)(\exists F \in \mathcal{F})(\exists b \in S)(b F \subseteq A)\}$. Then $L$ is closed and $s L \subseteq L$ for every $s \in S$. Therefore, for every $p \in L, \beta S p=c \ell(S p) \subseteq L$. Also by Theorem 5.7 and Lemma $14.29, L$ is nonempty and is therefore a left ideal of $\beta S$. It follows from Corollary 2.6 that $L$ contains a minimal idempotent of $\beta S$.

Now assume that $S$ is commutative and that every member of $\mathscr{F}$ is finite. We shall show that $L$ is an ideal of $\beta S$. To see this, let $p \in L$, let $q \in \beta S$ and let $A \in p q$. Then $\left\{s \in S: s^{-1} A \in q\right\} \in p$ so pick $F \in \mathcal{F}$ and $b \in S$ such that $b F \subseteq\left\{s \in S: s^{-1} A \in q\right\}$. Then $\bigcap_{s \in F}(b s)^{-1} A \in q$ so pick $t \in \bigcap_{s \in F}(b s)^{-1} A$. Then $t b F=b F t \subseteq A$, so $p q \in L$ and $L$ is an ideal of $\beta S$ as claimed. Consequently $K(\beta S) \subseteq L$ and so, if $A$ is a piecewise syndetic subset of $S$, then $\bar{A} \cap L \neq \emptyset$.

Corollary 14.31. Let $S$ be a commutative semigroup, let $n \in \mathbb{N}$, and let $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots, \mathcal{F}_{n}$ be weakly partition regular families of finite subsets of $S$. Then every piecewise syndetic subset of $S$ contains a set of the form $b F_{1} F_{2} \cdots F_{n}$ for some $b \in S$ and some $\left(F_{1}, F_{2}, \ldots, F_{n}\right) \in \times_{i=1}^{n} \mathcal{F}_{i}$.

Proof. By Theorem $14.28\left\{F_{1} F_{2} \cdots F_{n}\right.$ : for each $\left.i \in\{1,2, \ldots, n\}, F_{i} \in \mathcal{F}_{i}\right\}$ is weakly partition regular. Apply Theorem 14.30.

Corollary 14.32. Let $A$ be a piecewise syndetic subset of $(\mathbb{N}, \cdot)$ and let $k \in \mathbb{N}$. There exist $a, d \in \mathbb{N}$ and $r \in \mathbb{N} \backslash\{1\}$ such that $\left\{r^{j}(a+i d): i, j \in\{0,1, \ldots, k\}\right\} \cup\left\{d r^{j}\right.$ : $j \in\{0,1, \ldots, k\}\} \subseteq A$.

Proof. Let $\mathscr{F}=\left[\left\{b r^{j}: j \in\{0,1, \ldots, k\}\right\}: b \in \mathbb{N}\right.$ and $\left.r \in \mathbb{N} \backslash\{1\}\right]$ and let $\mathcal{E}=\{\{d\} \cup\{a+i d: i \in\{0,1, \ldots, k\}\}: a, d \in \mathbb{N}\}$. By Theorem 14.1 applied to the semigroup $(\mathbb{N} \backslash\{1\}, \cdot), \mathscr{F}$ is weakly partition regular. By Corollary $14.13, \mathcal{E}$ is weakly partition regular. (Given that $\mathbb{N}=\bigcup_{i=1}^{l} C_{i}$, choose $i$ such that $C_{i}$ is central and pick a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C_{i}$.) Therefore by Theorem 14.28, $\mathscr{H}=\{F \cdot G: F \in \mathcal{F}$ and $G \in \mathscr{E}\}$ is weakly partition regular. By Theorem 14.30 applied to $\mathscr{H}$, pick $c \in \mathbb{N}, F \in \mathcal{F}$, and $G \in \mathscr{E}$ such that $c \cdot F \cdot G \subseteq A$. Pick $b, a_{1}, d_{1} \in \mathbb{N}$ and $r \in \mathbb{N} \backslash\{1\}$ such that $F=\left\{b r^{j}: j \in\{0,1, \ldots, k\}\right\}$ and $G=\left\{d_{1}\right\} \cup\left\{a_{1}+i d_{1}: i \in\{0,1, \ldots, k\}\right\}$. Let $a=a_{1} b c$ and $d=d_{1} b c$.

Theorem 14.33. Let $S$ be a semigroup and let $\mathcal{F}$ and $\mathscr{E}$ be weakly partition regular families of subsets of $S$. Suppose that every member of $\mathcal{F}$ is finite. Then there is a minimal idempotent $q \in \beta S$ such that every member of $q$ contains a set of the form $b F G$ for some $b \in S$, some $F \in \mathscr{F}$ and some $G \in \mathcal{E}$.

Proof. By Theorem $14.28\{F G: F \in \mathcal{F}$ and $G \in \mathscr{E}\}$ is weakly partition regular. Apply Theorem 14.30.

Lemma 14.34. Let $(S, \cdot)$ be a commutative semigroup with an identity 1 , let $k \in \mathbb{N}$, and let $C$ be a central subset of $S$. Then there exist $b, r \in C$ such that $b r^{j} \in C$ for every $j \in\{1,2, \ldots, k\}$.

Proof. By Theorem 5.8, we can choose an infinite sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ for which $\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$. For each $j \in\{1,2, \ldots, k+1\}$ we define a sequence $\left\langle y_{j, t}\right\rangle_{t=1}^{\infty}$ in
$S$ as follows. For $t \in \mathbb{N}, y_{1, t}=1$. For $j \in\{1,2, \ldots, k\}$ and $t \in \mathbb{N}, y_{j+1, t}=x_{t}^{j}$. Pick sequences $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ as guaranteed by Theorem 14.11 for $C$. Let $b=a_{k+1}$ and let $r=\prod_{t \in H_{k+1}} x_{t}$. Then $r \in C, b=a_{k+1} \prod_{t \in H_{k+1}} y_{1, t} \in C$, and for $j \in\{1,2, \ldots, k\}, b r^{j}=a_{k+1} \prod_{t \in H_{k+1}} y_{j+1, t} \in C$.

Theorem 14.35. Let $(S, \cdot)$ be a commutative semigroup with an identity 1 , let $C$ be a central subset of $S$, let $k \in \mathbb{N}$, and let $\mathcal{F}$ be a weakly partition regular family of finite subsets of $S$. Then there exist $b \in C, r \in S$ and $F \in \mathscr{F}$ such that $r F \cup\left\{b(r x)^{j}\right.$ : $x \in F$ and $j \in\{1,2, \ldots, k\}\} \subseteq C$.

Proof. Let $q$ be a minimal idempotent of $\beta S$ for which $C \in q$. We define $\phi: S^{2} \rightarrow$ $S^{k+2}$ by $\phi(b, r)=\left(b, r, b r, b r^{2}, \ldots, b r^{k}\right)$ and observe that $\phi$ is a homomorphism. By Corollary 4.22 the continuous extension $\widetilde{\phi}: \beta\left(S^{2}\right) \rightarrow(\beta S)^{k+2}$ is a homomorphism. Let $\bar{q}=(q, q, \ldots, q) \in(\beta S)^{k+2}$. Then by Theorem $2.23, \bar{q}$ is an idempotent in $K\left((\beta S)^{k+2}\right)$. Let $T=\widetilde{\phi}\left[\beta\left(S^{2}\right)\right]$. We claim that $\bar{q} \in T$. To see this, let $A \in q$. By Lemma 14.34, pick $b, r \in A$ such that $b r^{j} \in A$ for each $j \in\{1,2, \ldots, k\}$. Then $\phi(b, r) \in \bar{A} \times \bar{A} \times \cdots \times \bar{A}$. Thus every neighborhood of $q$ meets $T$ so $\bar{q} \in T$.

Since $\bar{q} \in T \cap K\left((\beta S)^{k+2}\right)$, we have by Theorem 1.65 that $\bar{q} \in K(T)$. By Exercise 1.7.3, $K(T)=\widetilde{\phi}\left[K\left(\beta\left(S^{2}\right)\right)\right]$. Pick a minimal left ideal $L$ of $\beta\left(S^{2}\right)$ such that $\bar{q} \in \widetilde{\phi}[L]$. Then $L \cap \widetilde{\phi}^{-1}[\{\bar{q}\}]$ is a compact subsemigroup of $\beta\left(S^{2}\right)$ so pick an idempotent $p \in L \cap \widetilde{\phi}^{-1}[\{\bar{q}\}]$.

Now $\bar{C} \times \bar{C} \times \cdots \times \bar{C}$ is a neighborhood of $\bar{q}$ and $\widetilde{\phi}(p)=\bar{q}$ so pick $D \in p$ such that $\widetilde{\phi}[\bar{D}] \subseteq \bar{C} \times \bar{C} \times \cdots \times \bar{C}$. Let $\mathcal{E}=\{\{1\} \times F: F \in \mathcal{F}\}$. Then $\mathcal{E}$ is a weakly partition regular family of finite subsets of $S^{2}$ and $D$ is central in $S^{2}$, so in particular is piecewise syndetic. Pick by Theorem 14.30 some $(b, r) \in S^{2}$ and $F \in \mathcal{F}$ such that $\{b\} \times r F=(b, r)(\{1\} \times F) \subseteq D$. Then given $x \in F,(b, r x) \in D$ so $\left\{b, r x, b r x, b(r x)^{2}, \ldots, b(r x)^{k}\right\} \subseteq C$.

Corollary 14.36. Let $C$ be a central subset of $(\mathbb{N}, \cdot)$ and let $k \in \mathbb{N}$. Then there exist $a, b, d \in C$ such that $\left\{b(a+i d)^{j}: i, j \in\{0,1, \ldots, k\}\right\} \cup\left\{b d^{j}: j \in\right.$ $\{0,1, \ldots, k\}\} \subseteq C$.

Proof. Let $\mathcal{F}=\{\{a, d, a+d, a+2 d, \ldots, a+k d\}: a, d \in \mathbb{N}\}$. By Corollary 14.13, $\mathcal{F}$ is weakly image partition regular. Now, by Theorem 14.35 pick $b \in C, r \in \mathbb{N}$ and $F \in \mathcal{F}$ such that $r F \cup\left\{b(r x)^{j}: x \in F\right.$ and $\left.j \in\{1,2, \ldots, k\}\right\} \subseteq C$. Pick $u, v \in \mathbb{N}$ such that $F=\{u, v, u+v, u+2 v, \ldots, u+k v\}$. Let $a=r u$ and let $d=r v$.

Corollary 14.37. Let $A$ be a piecewise syndetic subset of $(\mathbb{N}, \cdot)$ and let $k \in \mathbb{N}$. There exist $a, b, d \in \mathbb{N}$ such that

$$
\left\{b d^{j}: j \in\{0,1, \ldots, k\}\right\} \cup\left\{b(a+i d)^{j}: i, j \in\{0,1, \ldots, k\}\right\} \subseteq A
$$

Proof. Let $\mathcal{F}=\left[\left\{b d^{j}: j \in\{0,1, \ldots, k\}\right\} \cup\left\{b(a+i d)^{j}: i, j \in\{0,1, \ldots, k\}\right\}\right.$ : $a, b, d \in \mathbb{N}$ ]. By Corollary $14.36, \mathcal{F}$ is weakly partition regular. By Theorem 14.30 pick $F \in \mathcal{F}$ and $r \in \mathbb{N}$ such that $r F \subseteq A$.

Exercise 14.6.1. Let $k \in \mathbb{N}$. Prove that, in every finite partition of $\mathbb{N}$, some set in the partition contains both an arithmetic progression of length $k$ and a geometric progression of length $k$. (Hint: Apply Corollary 5.21.)

Exercise 14.6.2. Show that the conclusion of Theorem 14.28 need not hold if $\mathscr{F}$ and $\mathcal{E}$ are both infinite. (Hint: Choose $p, q \in \beta \mathbb{N}$ for which $p \in \bigcap_{m=1}^{\infty} \overline{\mathrm{FS}\left\langle 2^{2 n}\right\rangle_{n=m}^{\infty}}$ and $q \in \bigcap_{m=1}^{\infty} \overline{\mathrm{FS}\left\langle 2^{2 n+1}\right\rangle_{n=m}^{\infty}}$. Then $\mathbb{N}$ can be partitioned into two sets, neither of which contains any set of the form $F+G$ with $F \in p$ and $G \in q$.)

### 14.7 Notes

The fact that the notion of piecewise syndeticity is partition regular is due to T. Brown in [83].

The original Central Sets Theorem is due to Furstenberg [156, Proposition 8.21] and applied to the semigroup ( $\mathbb{N},+$ ). It used a different but equivalent definition of central. See Theorem 19.27 for a proof of the equivalence of the notions of central. This original version also allowed the (finitely many) sequences $\left\langle y_{\ell, n}\right\rangle_{n=1}^{\infty}$ to take values in $\mathbb{Z}$. Since any idempotent minimal in $(\beta \mathbb{N},+)$ is also minimal in $(\beta \mathbb{Z},+)$, and hence any central set in $(\mathbb{N},+)$ is central in $(\mathbb{Z},+)$, the original version follows from Theorem 14.11.

The idea for the proof of the Central Sets Theorem (as well as the proofs in this chapter of van der Waerden's Theorem and the Hales-Jewett Theorem) is due to Furstenberg and Katznelson in [158], where it was developed in the context of enveloping semigroups. The idea to convert this proof into a proof in $\beta S$ is due to V. Bergelson, and the construction in this context first appeared in [42].

Theorem 14.8.4 is from [120], a result of collaboration with D. De. Theorem 14.14.4, Lemma 14.14.6, Theorem 14.15.1, and Corollary 14.14 .10 are due to J. Johnson in [277] and generalize results from [120]. It was shown in [120] that Corollary 14.14.10 is strictly stronger than Theorem 14.15 . We do not know whether Theorem 14.8.4 is strictly stronger than Theorem 14.11. Theorem 14.8 .7 is from [121], a result of collaboration with D. De.

Corollary 14.13 can in fact be derived from the Hales-Jewett Theorem (Corollary 14.8). See for example [43, p. 434].

Lemma 14.14.6 and Theorem 14.14.7 are from [268].
Theorem 14.25 is from [232], a result of collaboration with A. Maleki. Theorem 14.21 is from [231], a result of collaboration with A. Lisan. Theorem 14.27 is due to J. Johnson in [277] and generalizes a result from [263].

In [33], V. Bergelson showed that, for every $k \in \mathbb{N}$, every piecewise syndetic subset of $(\mathbb{N}, \cdot)$ contains a set of the form $\left\{b(a+i d)^{j}: i, j \in\{0,1,2, \ldots, k\}\right\}$ for some $a, b, d \in \mathbb{N}$. Most of the results of Section 14.6 are from [26], a paper written in collaboration with M. Beiglböck and V. Bergelson.

## Chapter 15

## Partition Regularity of Matrices

In this chapter we present several applications of the Central Sets Theorem (Theorem 14.11) and of its proof.

### 15.1 Image Partition Regular Matrices

Many of the classical results of Ramsey Theory are naturally stated as instances of the following problem. Given $u, v \in \mathbb{N}$ and a $u \times v$ matrix $A$ with nonnegative integer entries, is it true that whenever $\mathbb{N}$ is finitely colored there must exist some $\vec{x} \in \mathbb{N}^{v}$ such that the entries of $A \vec{x}$ are monochrome?

Consider for example van der Waerden's Theorem (Corollary 14.2). The arithmetic progression $\{a, a+d, a+2 d, a+3 d\}$ is precisely the set of entries of

$$
\left(\begin{array}{ll}
1 & 0 \\
1 & 1 \\
1 & 2 \\
1 & 3
\end{array}\right) \cdot\binom{a}{d}
$$

Also Schur's Theorem (Theorem 5.3) and the case $m=3$ of Hilbert's Theorem (Theorem 5.2) guarantee an affirmative answer in the case of the following two matrices:

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right), \quad\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 1 & 1
\end{array}\right)
$$

This suggests the following natural definition. We remind the reader that for $n \in \mathbb{N}$ and $x$ in a semigroup $(S,+), n x$ means the sum of $x$ with itself $n$ times, i.e. the additive version of $x^{n}$. We use additive notation here because it is most convenient for the matrix manipulations. Note that the requirement that $S$ have an identity is not substantive since one may be added to any semigroup. We add the requirement so that $0 x$ will make sense. (See also Exercise 15.1.1, where the reader is asked to show that the central sets in $S$ are not affected by the adjoining of a 0 .)

Definition 15.1. Let $(S,+)$ be a semigroup with identity 0 , let $u, v \in \mathbb{N}$, and let $A$ be a $u \times v$ matrix with entries from $\omega$. Then $A$ is image partition regular over $S$ if and only if whenever $r \in \mathbb{N}$ and $S=\bigcup_{i=1}^{r} E_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in(S \backslash\{0\})^{v}$ such that $A \vec{x} \in E_{i}{ }^{u}$.

It is obvious that one must require in Definition 15.1 that the vector $\vec{x}$ not be constantly 0 . We make the stronger requirement because in the classical applications one wants all of the entries to be nonzero. (Consider van der Waerden's Theorem with increment 0 .)

We have restricted our matrix $A$ to have nonnegative entries, since in an arbitrary semigroup $-x$ may not mean anything. In Section 15.4 where we shall deal with image partition regularity over $\mathbb{N}$ we shall extend the definition of image partition regularity to allow entries from $\mathbb{Q}$.

Definition 15.2. Let $u, v \in \mathbb{N}$ and let $A$ be a $u \times v$ matrix with entries from $\mathbb{Q}$. Then $A$ satisfies the first entries condition if and only if no row of $A$ is $\overrightarrow{0}$ and whenever $i, j \in$ $\{1,2, \ldots, u\}$ and $k=\min \left\{t \in\{1,2, \ldots, v\}: a_{i, t} \neq 0\right\}=\min \{t \in\{1,2, \ldots, v\}:$ $\left.a_{j, t} \neq 0\right\}$, then $a_{i, k}=a_{j, k}>0$. An element $b$ of $\mathbb{Q}$ is a first entry of $A$ if and only if there is some row $i$ of $A$ such that $b=a_{i, k}$ where $k=\min \{t \in\{1,2, \ldots, v\}$ : $\left.a_{i, t} \neq 0\right\}$.

If $A$ satisfies the first entries condition, we call $A$ a first entries matrix.
Given any family $\mathcal{R}$ of subsets of a set $S$, one can define the set $\mathcal{R}^{*}$ of all sets that meet every member of $\mathcal{R}$. We shall investigate some of these in Chapter 16. For now we need the notion of central* sets.

Definition 15.3. Let $S$ be a semigroup and let $A \subseteq S$. Then
(a) $A$ is a central* set of $S$ if and only if $A \cap C \neq \emptyset$ for every central set $C$ of $S$ and
(b) $A$ is a $C^{*}$ set of $S$ if and only if $A \cap C \neq \emptyset$ for every $C$-set of $S$.

Lemma 15.4. Let $S$ be a semigroup and let $A \subseteq S$. Then the following statements are equivalent:
(a) A is a central* set.
(b) $A$ is a member of every minimal idempotent in $\beta S$.
(c) $A \cap C$ is a central set for every central set $C$ of $S$.

Proof. (a) implies (b). Let $p$ be a minimal idempotent in $\beta S$. If $A \notin p$ then $S \backslash A$ is a central set of $S$ which misses $A$.
(b) implies (c). Let $C$ be a central set of $S$ and pick a minimal idempotent $p$ in $\beta S$ such that $C \in p$. Then also $A \in p$ so $A \cap C \in p$.

That (c) implies (a) is trivial.

In the following theorem we get a conclusion far stronger than the assertion that matrices satisfying the first entries condition are image partition regular. The stronger conclusion is of some interest in its own right. More importantly, the stronger conclusion is needed as an induction hypothesis in the proof.

Theorem 15.5. Let $(S,+)$ be an infinite commutative semigroup with identity 0 , let $u, v \in \mathbb{N}$, and let $A$ be a $u \times v$ matrix with entries from $\omega$ which satisfies the first entries condition. Let $C$ be central in $S$. If, for every first entry c of $A, c S$ is a central* set, then there exist sequences $\left\langle x_{1, n}\right\rangle_{n=1}^{\infty},\left\langle x_{2, n}\right\rangle_{n=1}^{\infty}, \ldots,\left\langle x_{v, n}\right\rangle_{n=1}^{\infty}$ in $S$ such that for every $F \in \mathcal{P}_{f}(\mathbb{N}), \vec{x}_{F} \in(S \backslash\{0\})^{v}$ and $A \vec{x}_{F} \in C^{u}$, where

$$
\vec{x}_{F}=\left(\begin{array}{c}
\sum_{n \in F} x_{1, n} \\
\sum_{n \in F} x_{2, n} \\
\vdots \\
\sum_{n \in F} x_{v, n}
\end{array}\right)
$$

Proof. If 0 were a minimal idempotent, then $\beta S=0+\beta S=\beta S+0$ would be a minimal left ideal and a minimal right ideal, hence a group by Theorem 1.61. In particular, $S$ would be cancellative so by Corollary $4.33, S^{*}$ would be an ideal properly contained in $\beta S$, a contradiction. Thus we may presume that $0 \notin C$. We proceed by induction on $v$. Assume first $v=1$. We can assume $A$ has no repeated rows, so in this case we have $A=(c)$ for some $c \in \mathbb{N}$ such that $c S$ is a central* set. Then $C \cap c S$ is a central set so pick by Exercise 14.3.2 (with the sequence $y_{1, n}=0$ for each $n$ ) some sequence $\left\langle k_{n}\right\rangle_{n=1}^{\infty}$ with $\operatorname{FS}\left(\left\langle k_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C \cap c S$. (In fact here we could get by with an appeal to Theorem 5.8.) For each $n \in \mathbb{N}$ pick some $x_{1, n} \in S$ such that $k_{n}=c x_{1, n}$. The sequence $\left\langle x_{1, n}\right\rangle_{n=1}^{\infty}$ is as required. (Given $F \in \mathcal{P}_{f}(\mathbb{N})$, $\sum_{n \in F} k_{n} \neq 0$ so $\sum_{n \in F} x_{1, n} \neq 0$.)

Now let $v \in \mathbb{N}$ and assume the theorem is true for $v$. Let $A$ be a $u \times(v+1)$ matrix with entries from $\omega$ which satisfies the first entries condition, and assume that whenever $c$ is a first entry of $A, c S$ is a central* set. By rearranging the rows of $A$ and adding additional rows to $A$ if need be, we may assume that we have some $r \in\{1,2, \ldots, u-1\}$ and some $d \in \mathbb{N}$ such that

$$
a_{i, 1}= \begin{cases}0 & \text { if } i \in\{1,2, \ldots, r\} \\ d & \text { if } i \in\{r+1, r+2, \ldots, u\}\end{cases}
$$

Let $B$ be the $r \times v$ matrix with entries $b_{i, j}=a_{i, j+1}$. Pick sequences $\left\langle z_{1, n}\right\rangle_{n=1}^{\infty}$, $\left\langle z_{2, n}\right\rangle_{n=1}^{\infty}, \ldots,\left\langle z_{v, n}\right\rangle_{n=1}^{\infty}$ in $S$ as guaranteed by the induction hypothesis for the matrix $B$. For each $i \in\{r+1, r+2, \ldots, u\}$ and each $n \in \mathbb{N}$, let

$$
y_{i, n}=\sum_{j=2}^{v+1} a_{i, j} \cdot z_{j-1, n}
$$

and let $y_{r, n}=0$ for all $n \in \mathbb{N}$.

Now $C \cap d S$ is a central set, so pick by Exercise 14.3.2 sequences $\left\langle k_{n}\right\rangle_{n=1}^{\infty}$ in $S$ and $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathscr{P}_{f}(\mathbb{N})$ such that $\max H_{n}<\min H_{n+1}$ for each $n$ and for each $i \in\{r, r+1, \ldots, u\}$,

$$
\mathrm{FS}\left(\left\langle k_{n}+\sum_{t \in H_{n}} y_{i, t}\right\rangle_{n=1}^{\infty}\right) \subseteq C \cap d S
$$

Note in particular that each $k_{n}=k_{n}+\sum_{t \in H_{n}} y_{r, t} \in C \cap d S$, so pick $x_{1, n} \in S$ such that $k_{n}=d x_{1, n}$. For $j \in\{2,3, \ldots, v+1\}$, let $x_{j, n}=\sum_{t \in H_{n}} z_{j-1, t}$. We claim that the sequences $\left\langle x_{j, n}\right\rangle_{n=1}^{\infty}$ are as required. To see this, let $F \in \mathcal{P}_{f}(\mathbb{N})$ be given. We need to show that for each $j \in\{1,2, \ldots, v+1\}, \sum_{n \in F} x_{j, n} \neq 0$ and for each $i \in\{1,2, \ldots, u\}$,

$$
\sum_{j=1}^{v+1} a_{i, j} \sum_{n \in F} x_{j, n} \in C
$$

For the first assertion note that if $j>1$, then $\sum_{n \in F} x_{j, n}=\sum_{t \in G} z_{j-1, t}$ where $G=\bigcup_{n \in F} H_{n}$. If $j=1$, then $d \sum_{n \in F} x_{1, n}=\sum_{n \in F}\left(k_{n}+\sum_{t \in H_{n}} y_{r, t}\right) \in C$.

To establish the second assertion, let $i \in\{1,2, \ldots, u\}$ be given.
Case 1. $i \leq r$. Then

$$
\begin{aligned}
\sum_{j=1}^{v+1} a_{i, j} \sum_{n \in F} x_{j, n} & =\sum_{j=2}^{v+1} a_{i, j} \sum_{n \in F} \sum_{t \in H_{n}} z_{j-1, t} \\
& =\sum_{j=1}^{v} b_{i, j} \sum_{t \in G} z_{j, t} \in C
\end{aligned}
$$

where $G=\bigcup_{n \in F} H_{n}$.
Case 2. $i>r$. Then

$$
\begin{aligned}
\sum_{j=1}^{v+1} a_{i, j} \sum_{n \in F} x_{j, n} & =d \sum_{n \in F} x_{1, n}+\sum_{j=2}^{v+1} a_{i, j} \sum_{n \in F} x_{j, n} \\
& =\sum_{n \in F} d x_{1, n}+\sum_{n \in F} \sum_{j=2}^{v+1} a_{i, j} \sum_{t \in H_{n}} z_{j-1, t} \\
& =\sum_{n \in F} d x_{1, n}+\sum_{n \in F} \sum_{t \in H_{n}} \sum_{j=2}^{v+1} a_{i, j} z_{j-1, t} \\
& =\sum_{n \in F}\left(k_{n}+\sum_{t \in H_{n}} y_{i, t}\right) \in C
\end{aligned}
$$

We shall show that the natural analogue of Theorem 15.5 holds for $C$-sets. To do this, we need the following lemma.

Lemma 15.5.1. Let $(S,+)$ be a commutative semigroup with identity 0 .
(a) For each $a \in S,|\{b \in S: a+b=0\}| \leq 1$.
(b) There is an injective sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ in $S$ such that $0 \notin \mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)$.
(c) $0 \notin J(S)$.

Proof. (a) Let $a, b, c \in S$ and assume that $a+b=a+c=0$. Then $b=0+b=$ $a+c+b=a+b+c=0+c=c$.
(b) Pick $y_{1} \in S \backslash\{0\}$. Let $n \in \mathbb{N}$ and assume that we have chosen injective $\left\langle y_{t}\right\rangle_{t=1}^{n}$ such that $0 \notin \mathrm{FS}\left(\left\langle y_{t}\right\rangle_{t=1}^{n}\right)$. Let $B=\mathrm{FS}\left(\left\langle y_{t}\right\rangle_{t=1}^{n}\right)$ and pick $y_{n+1} \in S \backslash\left(\{0\} \cup\left\{y_{t}\right.\right.$ : $\left.t \in\{1,2, \ldots, n\}\} \cup \bigcup_{a \in B}\{b \in S: a+b=0\}\right)$.
(c) Suppose that $0 \in J(S)$. (Recall that we identify 0 with the principal ultrafilter $e(0)$.) Then $\{0\}$ is a $J$-set. Let $x_{n}=0$ for each $n \in \mathbb{N}$ and choose by (b) a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ such that $0 \notin \mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)$. Since $\{0\}$ is a $J$-set, pick $a \in S$ and $H \in$ $\mathcal{P}_{f}(\mathbb{N})$ such that $a+\sum_{t \in H} x_{t}=a+\sum_{t \in H} y_{t}=0$. Then $a=0$ so $\sum_{t \in H} y_{t}=0$, a contradiction.

Theorem 15.5.2. Let $(S,+)$ be an infinite commutative semigroup with identity 0 , let $u, v \in \mathbb{N}$, and let $A$ be a $u \times v$ matrix with entries from $\omega$ which satisfies the first entries condition. Let $C$ be a $C$-set in $S$. If, for every first entry $c$ of $A, c S$ is a $C^{*}$ set, then there exist sequences $\left\langle x_{1, n}\right\rangle_{n=1}^{\infty},\left\langle x_{2, n}\right\rangle_{n=1}^{\infty}, \ldots,\left\langle x_{v, n}\right\rangle_{n=1}^{\infty}$ in $S$ such that for every $F \in \mathscr{P}_{f}(\mathbb{N}), \vec{x}_{F} \in(S \backslash\{0\})^{v}$ and $A \vec{x}_{F} \in C^{u}$, where

$$
\vec{x}_{F}=\left(\begin{array}{c}
\sum_{n \in F} x_{1, n} \\
\sum_{n \in F} x_{2, n} \\
\vdots \\
\sum_{n \in F} x_{v, n}
\end{array}\right)
$$

Proof. Pick by Theorem 14.15 .1 an idempotent $p \in J(S)$ such that $C \in p$. By Lemma 15.5.1, $p \neq 0$ so we may assume that $0 \notin C$. The rest of the proof may be taken verbatim from the proof of Theorem 15.5, replacing occurrences of "central set" by " $C$-set" and "central* set" by " $C^{*}$ set".

We now present an obvious partition regularity corollary. But note that with a little effort a stronger result (Theorem 15.10) follows.

Corollary 15.6. Let $(S,+)$ be an infinite commutative semigroup and let $A$ be a finite matrix with entries from $\omega$ which satisfies the first entries condition. If for each first entry cof $A, c S$ is a central* set, then $A$ is image partition regular over $S$.

Proof. Let $S=\bigcup_{i=1}^{r} E_{i}$. Then some $E_{i}$ is central in $S$. If $S$ has a two sided identity, then Theorem 15.5 applies directly. Otherwise, adjoin an identity 0 . Then, by Exercise 15.1.1, $E_{i}$ is central in $S \cup\{0\}$. Further, given any first entry $c$ of $A$, $c(S \cup\{0\})$ is central* in $S \cup\{0\}$ so again Theorem 15.5 applies.

Some common, well behaved, semigroups fail to satisfy the hypothesis that $c S$ is a central* set for each $c \in \mathbb{N}$. For example, in the semigroup ( $\mathbb{N}, \cdot),\left\{x^{2}: x \in \mathbb{N}\right\}$ (the multiplicative analogue of $2 S$ ) is not even a central set. (See Exercise 15.1.2.) Consequently $B=\mathbb{N} \backslash\left\{x^{2}: x \in \mathbb{N}\right\}$ is a central* set and $A=(2)$ is a first entries matrix. But there does not exist $a \in \mathbb{N}$ with $a^{2} \in B$.

To derive the stronger partition result, we need the following immediate corollary. For it, one needs only to recall that for any $n \in \mathbb{N}, n \mathbb{N}$ is central*. (In fact it is an IP* set; that is $n \mathbb{N}$ is a member of every idempotent in $(\beta \mathbb{N},+)$ by Lemma 6.6.)

Corollary 15.7. Any finite matrix with entries from $\omega$ which satisfies the first entries condition is image partition regular over $\mathbb{N}$.

Corollary 15.8. Let $A$ be a finite matrix with entries from $\omega$ which satisfies the first entries condition and let $r \in \mathbb{N}$. There exists $k \in \mathbb{N}$ such that whenever $\{1,2, \ldots, k\}$ is $r$-colored, there exists $\vec{x} \in\{1,2, \ldots, k\}^{v}$ such that the entries of $A \vec{x}$ are monochrome.

Proof. This is a standard compactness argument using Corollary 15.7. (See Section 5.5 or the proof that (b) implies (a) in Theorem 15.30.) See also Exercise 15.1.3.

As we remarked after Definition 15.1, in the definition of image partition regularity we demand that the entries of $\vec{x}$ are all nonzero because that is the natural version for the classical applications. However, one may reasonably ask what happens if one weakens the conclusion. (As we shall see, the answer is "nothing".) Likewise, one may strengthen the definition by requiring that all entries of $A \vec{x}$ be nonzero. Again, we shall see that we get the same answer.

Definition 15.9. Let $(S,+)$ be a semigroup with identity 0 , let $u, v \in \mathbb{N}$, and let $A$ be a $u \times v$ matrix with entries from $\omega$.
(a) The matrix $A$ is weakly image partition regular over $S$ if and only if whenever $r \in \mathbb{N}$ and $S=\bigcup_{i=1}^{r} E_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in\left(S^{v} \backslash\{\overrightarrow{0}\}\right)$ such that $A \vec{x} \in E_{i}{ }^{u}$.
(b) The matrix $A$ is strongly image partition regular over $S$ if and only if whenever $r \in \mathbb{N}$ and $S \backslash\{0\}=\bigcup_{i=1}^{r} E_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in(S \backslash\{0\})^{v}$ such that $A \vec{x} \in E_{i}{ }^{u}$.

Theorem 15.10. Let $(S,+)$ be a commutative semigroup with identity 0 . The following statements are equivalent:
(a) Whenever $A$ is a finite matrix with entries from $\omega$ which satisfies the first entries condition, $A$ is strongly image partition regular over $S$.
(b) Whenever $A$ is a finite matrix with entries from $\omega$ which satisfies the first entries condition, $A$ is image partition regular over $S$.
(c) Whenever $A$ is a finite matrix with entries from $\omega$ which satisfies the first entries condition, $A$ is weakly image partition regular over $S$.
(d) For each $n \in \mathbb{N}, n S \neq\{0\}$.

Proof. That (a) implies (b) and (b) implies (c) is trivial.
(c) implies (d). Let $n \in \mathbb{N}$ and assume that $n S=\{0\}$. Let

$$
A=\left(\begin{array}{ll}
1 & 1 \\
1 & n \\
0 & n
\end{array}\right)
$$

Then $A$ satisfies the first entries condition. To see that $A$ is not weakly image partition regular over $S$, let $E_{1}=\{0\}$ and let $E_{2}=S \backslash\{0\}$. Suppose we have some $\vec{x}=$ $\binom{x_{1}}{x_{2}} \in S^{2} \backslash\{\overrightarrow{0}\}$ and some $i \in\{1,2\}$ such that $A \vec{x} \in\left(E_{i}\right)^{3}$. Now $0=n x_{2}$ so $i=1$. Thus $x_{1}=x_{1}+n x_{2}=0$ so that $x_{2}=x_{1}+x_{2}=0$ and hence $\vec{x}=\overrightarrow{0}$, a contradiction.
(d) implies (a). Let $A$ be a finite matrix with entries from $\omega$ which satisfies the first entries condition. To see that $A$ is strongly image partition regular over $S$, let $r \in \mathbb{N}$ and let $S \backslash\{0\}=\bigcup_{i=1}^{r} E_{i}$. Pick by Corollary 15.8 some $k \in \mathbb{N}$ such that whenever $\{1,2, \ldots, k\}$ is $r$-colored, there exists $\vec{x} \in(\{1,2, \ldots, k\})^{v}$ such that the entries of $A \vec{x}$ are monochrome.

There exists $z \in S$ such that $\{z, 2 z, 3 z, \ldots, k z\} \cap\{0\}=\emptyset$. Indeed, otherwise one would have $k!S=\{0\}$. So pick such $z$ and for $i \in\{1,2, \ldots, r\}$, let $B_{i}=\{t \in$ $\left.\{1,2, \ldots, k\}: t z \in E_{i}\right\}$. Pick $i \in\{1,2, \ldots, r\}$ and $\vec{y} \in(\{1,2, \ldots, k\})^{v}$ such that $A \vec{y} \in\left(B_{i}\right)^{u}$. Let $\vec{x}=\vec{y} z$. Then $A \vec{x} \in\left(E_{i}\right)^{u}$.

Exercise 15.1.1. Let $(S,+)$ be a semigroup without a two sided identity, and let $C$ be central in $S$. Adjoin an identity 0 to $S$ and prove that $C$ is central in $S \cup\{0\}$.

Exercise 15.1.2. Prove that $\left\{x^{2}: x \in \mathbb{N}\right\}$ is not piecewise syndetic (and hence not central) in $(\mathbb{N}, \cdot)$.

Exercise 15.1.3. Prove Corollary 15.8.

Exercise 15.1.4. Let $u, v \in \mathbb{N}$ and let $A$ be a $u \times v$ matrix with entries from $\omega$ which is image partition regular over $\mathbb{N}$. Let $T$ denote the set of ultrafilters $p \in \beta \mathbb{N}$ with the property that, for every $E \in p$, there exists $\vec{x} \in \mathbb{N}^{v}$ for which all the entries of $A \vec{x}$ are in $E$. Prove that $T$ is a closed subsemigroup of $\beta \mathbb{N}$.

### 15.2 Kernel Partition Regular Matrices

If one has a group $(G,+)$ and a matrix $C$ with integer entries, one can define $C$ to be kernel partition regular over $G$ if and only if whenever $G \backslash\{0\}$ is finitely colored there will exist $\vec{x}$ with monochromatic entries such that $C \vec{x}=\overrightarrow{0}$. Thus in such a situation, one is saying that monochromatic solutions to a given system of homogeneous linear equations can always be found. On the other hand, in an arbitrary semigroup we know that $-x$ may not mean anything, and so we generalize the definition.

Definition 15.11. Let $u, v \in \mathbb{N}$ and let $C$ be a $u \times v$ matrix with entries from $\mathbb{Z}$. Then $C^{+}$and $C^{-}$are the $u \times v$ matrices with entries from $\omega$ defined by $c_{i, j}^{+}=$ $\left(\left|c_{i, j}\right|+c_{i, j}\right) / 2$ and $c_{i, j}^{-}=\left(\left|c_{i, j}\right|-c_{i, j}\right) / 2$.

Thus, for example, if

$$
C=\left(\begin{array}{lll}
1 & -3 & 0 \\
0 & -2 & 2
\end{array}\right), \quad \text { then } \quad C^{+}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 2
\end{array}\right) \quad \text { and } \quad C^{-}=\left(\begin{array}{lll}
0 & 3 & 0 \\
0 & 2 & 0
\end{array}\right)
$$

Note that $C=C^{+}-C^{-}$.
Definition 15.12. Let $(S,+)$ be a semigroup with identity 0 , let $u, v \in \mathbb{N}$ and let $C$ be a $u \times v$ matrix with entries from $\mathbb{Z}$. Then $C$ is kernel partition regular over $S$ if and only if whenever $r \in \mathbb{N}$ and $S \backslash\{0\}=\bigcup_{i=1}^{r} D_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in\left(D_{i}\right)^{v}$ such that $C^{+} \vec{x}=C^{-} \vec{x}$.

The condition which guarantees kernel partition regularity over most semigroups is known as the columns condition. It says that the columns of the matrix can be gathered into groups so that the sum of each group is a linear combination of columns from preceding groups (and in particular the sum of the first group is $\overrightarrow{0}$ ).

Definition 15.13. Let $u, v \in \mathbb{N}$, let $C$ be a $u \times v$ matrix with entries from $\mathbb{Q}$, and let $\overrightarrow{c_{1}}, \overrightarrow{c_{2}}, \ldots, \overrightarrow{c_{v}}$ be the columns of $C$. Let $R=\mathbb{Z}$ or $R=\mathbb{Q}$. The matrix $C$ satisfies the columns condition over $R$ if and only if there exist $m \in \mathbb{N}$ and $I_{1}, I_{2}, \ldots, I_{m}$ such that
(1) $\left\{I_{1}, I_{2}, \ldots, I_{m}\right\}$ is a partition of $\{1,2, \ldots, v\}$.
(2) $\sum_{i \in I_{1}} \vec{c}_{i}=\overrightarrow{0}$.
(3) If $m>1$ and $t \in\{2,3, \ldots, m\}$, let $J_{t}=\bigcup_{j=1}^{t-1} I_{j}$. Then there exist $\left\langle\delta_{t, i}\right\rangle_{i \in J_{t}}$ in $R$ such that $\sum_{i \in I_{t}} \overrightarrow{c_{i}}=\sum_{i \in J_{t}} \delta_{t, i} \cdot \overrightarrow{c_{i}}$.

Observe that one can effectively check whether a given matrix satisfies the columns condition. (The problem is, however, NP complete because it implies the ability to determine whether a subset of a given set sums to 0 .)

Lemma 15.14. Suppose that $C$ is a $u \times m$ matrix with entries from $\mathbb{Z}$ which satisfies the first entries condition. Let $k=\max \left\{\left|c_{i, j}\right|:(i, j) \in\{1,2, \ldots, u\} \times\right.$ $\{1,2, \ldots, m\}\}+1$, and let $E$ be the $m \times m$ matrix whose entry in row $t$ and column $j$ is

$$
e_{t, j}= \begin{cases}k^{j-t} & \text { if } t \leq j \\ 0 & \text { if } t>j\end{cases}
$$

Then $C E$ is a matrix with entries from $\omega$ which also satisfies the first entries condition.
Proof. Let $D=C E$. To see that $D$ satisfies the first entries condition and has entries from $\omega$, let $i \in\{1,2, \ldots, u\}$ and let $s=\min \left\{t \in\{1,2, \ldots, m\}: c_{i, t} \neq 0\right\}$. Then for $j<s, d_{i, j}=0$ and $d_{i, s}=c_{i, s}$. If $j>s$, then

$$
\begin{aligned}
d_{i, j} & =\sum_{t=1}^{j} c_{i, t} k^{j-t} \\
& =\sum_{t=s}^{j} c_{i, t} k^{j-t} \\
& \geq k^{j-s}-\sum_{t=s+1}^{j}\left|c_{i, t}\right| k^{j-t} \\
& \geq k^{j-s}-\sum_{t=s+1}^{j}(k-1) k^{j-t} \\
& =1
\end{aligned}
$$

A connection between matrices satisfying the columns condition and those satisfying the first entries condition is provided by the following lemma.

Lemma 15.15. Let $u, v \in \mathbb{N}$ and let $C$ be a $u \times v$ matrix with entries from $\mathbb{Q}$ which satisfies the columns condition over $\mathbb{Q}$. There exist $m \in\{1,2, \ldots, v\}$ and a $v \times m$ matrix $B$ with entries from $\omega$ that satisfies the first entries conditions such that $C B=$ $\mathbf{O}$, where $\mathbf{O}$ is the $u \times m$ matrix with all zero entries. If $C$ satisfies the columns condition over $\mathbb{Z}$, then the matrix $B$ can be chosen so that its only first entry is 1 .

Proof. Pick $m \in \mathbb{N},\left\langle I_{t}\right\rangle_{t=1}^{m},\left\langle J_{t}\right\rangle_{t=2}^{m}$, and $\left\langle\left\langle\delta_{t, i}\right\rangle_{i \in J_{t}}\right\rangle_{t=2}^{m}$ as guaranteed by the columns condition for $C$. Let $B^{\prime}$ be the $v \times m$ matrix whose entry in row $i$ and column $t$ is given by

$$
b_{i, t}^{\prime}= \begin{cases}-\delta_{t, i} & \text { if } i \in J_{t} \\ 1 & \text { if } i \in I_{t} \\ 0 & \text { if } i \notin \bigcup_{j=1}^{t} I_{j}\end{cases}
$$

We observe that $B^{\prime}$ satisfies the first entries condition, with the first nonzero entry in each row being 1 . We also observe that $C B^{\prime}=\mathbf{O}$. (Indeed, let $j \in\{1,2, \ldots, u\}$ and $t \in\{1,2, \ldots, m\}$. If $t=1$, then $\sum_{i=1}^{v} c_{j, i} \cdot b_{i, t}^{\prime}=\sum_{i \in I_{1}} c_{j, i}=0$ and if $t>1$, then $\sum_{i=1}^{v} c_{j, i} \cdot b_{i, t}^{\prime}=\sum_{i \in J_{t}}-\delta_{t, i} \cdot c_{j, i}+\sum_{i \in I_{t}} c_{j, i}=0$.)

We can choose a positive integer $d$ for which $d B^{\prime}$ has entries in $\mathbb{Z}$. Then $d B^{\prime}$ also satisfies the first entries condition and the equation $C\left(d B^{\prime}\right)=\mathbf{O}$. If all of the numbers $\delta_{i, j}$ are in $\mathbb{Z}$, let $d=1$.

Let $k=\max \left\{\left|d b_{i, j}^{\prime}\right|:(i, j) \in\{1,2, \ldots, v\} \times\{1,2, \ldots, m\}\right\}+1$, and let $E$ be the $m \times m$ matrix whose entry in row $i$ and column $j$ is

$$
e_{i, j}= \begin{cases}k^{j-i} & \text { if } i \leq j \\ 0 & \text { if } i>j\end{cases}
$$

By Lemma $15.14, B=d B^{\prime} E$ has entries in $\omega$ and satisfies the first entries condition. Clearly, $C B=\mathbf{O}$.

Now, given $i \in\{1,2, \ldots, v\}$, choose $s \in\{1,2, \ldots, m\}$ such that $i \in I_{s}$. If $t<s$, then $b_{i, t}^{\prime}=0$ while if $t>j$, then $e_{t, j}=0$. Thus if $j<s$, then $b_{i, j}=0$ while if $j \geq s$, then $b_{i, j}=\sum_{t=s}^{j} d b_{i, t}^{\prime} k^{j-t}$. In particular the first nonzero entry of row $i$ is $d$.

We see that, not only is the columns condition over $\mathbb{Q}$ sufficient for kernel partition regularity over most semigroups, but also that in many cases we can guarantee that solutions to the equations $C^{+} \vec{x}=C^{-\vec{x}}$ can be found in any central set.

Theorem 15.16. Let $(S,+)$ be an infinite commutative semigroup with identity 0 , let $u, v \in \mathbb{N}$, and let $C$ be a $u \times v$ matrix with entries from $\mathbb{Z}$.
(a) If $C$ satisfies the columns condition over $\mathbb{Z}$, then for any central subset $D$ of $S$, there exists $\vec{x} \in D^{v}$ such that $C^{+} \vec{x}=C^{-\vec{x}}$.
(b) If $C$ satisfies the columns condition over $\mathbb{Q}$ and for each $d \in \mathbb{N}, d S$ is a central*-set in $S$, then for any central subset $D$ of $S$, there exists $\vec{x} \in D^{v}$ such that $C^{+} \vec{x}=C^{-\vec{x}}$.
(c) If $C$ satisfies the columns condition over $\mathbb{Q}$ and for each $d \in \mathbb{N}, d S \neq\{0\}$, then $C$ is kernel partition regular over $S$.

Proof. (a) Pick a $v \times m$ matrix $B$ as guaranteed for $C$ by Lemma 15.15. Then the only first entry of $B$ is 1 (and $1 S=S$ is a central* set) so by Theorem 15.5 we may pick some $\vec{z} \in S^{m}$ such that $B \vec{z} \in D^{v}$. Let $\vec{x}=B \vec{z}$. Now $C B=\mathbf{O}$ so $C^{+} B=C^{-} B$ (and all entries of $C^{+} B$ and of $C^{-} B$ are nonnegative) so $C^{+} \vec{x}=$ $C^{+} B \vec{z}=C^{-} B \vec{z}=C^{-\vec{x}}$.
(b) This proof is nearly identical to the proof of (a).
(c) Pick a matrix $B$ as guaranteed for $C$ by Lemma 15.15. Let $r \in \mathbb{N}$ and let $S \backslash\{0\}=\bigcup_{i=1}^{r} D_{i}$. By Theorem 15.10 choose a vector $\vec{z} \in(S \backslash\{0\})^{m}$ and $i \in$
$\{1,2, \ldots, r\}$ such that $B \vec{z} \in\left(D_{i}\right)^{v}$, and let $\vec{x}=B \vec{z}$. As above, we conclude that $C^{+} \vec{x}=C^{+} B \vec{z}=C^{-} B \vec{z}=C^{-} \vec{x}$.

Exercise 15.2.1. Note that the matrix ( $2-21$ ) satisfies the columns condition. Show that there is a set which is central in $(\mathbb{N}, \cdot)$ but contains no solution to the equation $x_{1}{ }^{2} \cdot x_{3}=x_{2}{ }^{2}$. (Hint: Consider Exercise 15.1.2.)

### 15.3 Kernel Partition Regularity over $\mathbb{N}$ - Rado's Theorem

In this section we show that matrices satisfying the columns condition over $\mathbb{Q}$ are precisely those which are kernel partition regular over $(\mathbb{N},+)$ (which is Rado's Theorem) and are also precisely those which are kernel partition regular over $(\mathbb{N}, \cdot)$.

We extend Definition 15.12 for the semigroups $(\mathbb{N},+)$ and $(\mathbb{N}, \cdot)$ to apply to matrices with rational entries.

Definition 15.16.1. Let $C$ be a $u \times v$ matrix with rational entries.
(a) Let $\vec{x} \in \mathbb{N}^{v}$ and $\vec{y} \in \mathbb{Q}^{v}$. Then $\vec{x} C=\vec{y}$ if and only if for each $i \in\{1,2, \ldots, u\}$, $\prod_{j=1}^{v} x_{j}^{c_{i, j}}=y_{i}$.
(b) The matrix $C$ is kernel partition regular over $(\mathbb{N},+)$ if and only if whenever $r \in \mathbb{N}$ and $\mathbb{N}=\bigcup_{i=1}^{r} D_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in\left(D_{i}\right)^{v}$ such that $C \vec{x}=\overrightarrow{0}$.
(c) The matrix $C$ is kernel partition regular over $(\mathbb{N}, \cdot)$ if and only if whenever $r \in \mathbb{N}$ and $\mathbb{N} \backslash\{1\}=\bigcup_{i=1}^{r} D_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in\left(D_{i}\right)^{v}$ such that $\vec{x}^{C}=\overrightarrow{1}$.

Theorem 15.17. Let $u, v \in \mathbb{N}$ and let $C$ be a $u \times v$ matrix with entries from $\mathbb{Z}$. The following statements are equivalent.
(a) The matrix $C$ is kernel partition regular over $(\mathbb{N},+)$.
(b) The matrix $C$ is kernel partition regular over $(\mathbb{N}, \cdot)$.

Proof. (a) implies (b). Let $r \in \mathbb{N}$ and let $\mathbb{N} \backslash\{1\}=\bigcup_{i=1}^{r} D_{i}$. For each $i \in$ $\{1,2, \ldots, r\}$, let $A_{i}=\left\{n \in \mathbb{N}: 2^{n} \in D_{i}\right\}$. Pick $i \in\{1,2, \ldots, r\}$ and $\vec{y} \in\left(A_{i}\right)^{v}$ such that $C \vec{y}=\overrightarrow{0}$. For each $j \in\{1,2, \ldots, u\}$, let $x_{j}=2^{y_{j}}$. Then $\vec{x}^{C}=\overrightarrow{1}$.
(b) implies (a). Let $\left\langle p_{i}\right\rangle_{i=1}^{\infty}$ denote the sequence of prime numbers. Each $q \in \mathbb{Q}^{+}$ can be expressed uniquely as $q=\prod_{i=1}^{\infty} p_{i}^{e_{i}}$, where $e_{i} \in \mathbb{Z}$ for every $i$. We define $\phi: \mathbb{Q}^{+} \rightarrow \mathbb{Z}$ by putting $\phi(q)=\sum_{i=1}^{\infty} e_{i}$. (Thus if $q \in \mathbb{N}, \phi(q)$ is the length of the prime factorization of $q$.) We extend $\phi$ to a function $\psi:\left(\mathbb{Q}^{+}\right)^{v} \rightarrow \mathbb{Z}^{v}$ by putting $\psi(\vec{x})_{i}=\phi\left(x_{i}\right)$ for each $\vec{x} \in\left(\mathbb{Q}^{+}\right)^{v}$ and each $i \in\{1,2, \ldots, v\}$. Since $\phi$ is a homomorphism from $\left(\mathbb{Q}^{+}, \cdot\right)$ to $(\mathbb{Z},+)$, it follows easily that $\psi(\vec{x} C)=C \psi(\vec{x})$ for every $\vec{x} \in\left(\mathbb{Q}^{+}\right)^{v}$. Let $\left\{E_{i}\right\}_{i=1}^{k}$ be a finite partition of $\mathbb{N}$. Then $\left\{\phi^{-1}\left[E_{i}\right] \cap \mathbb{N}\right.$ :
$i \in\{1,2, \ldots, k\}\}$ is a finite partition of $\mathbb{N} \backslash\{1\}$, because $\phi[\mathbb{N} \backslash\{1\}] \subseteq \mathbb{N}$. So pick $i \in\{1,2, \ldots, k\}$ and $\vec{x} \in\left(\phi^{-1}\left[E_{i}\right] \cap \mathbb{N}\right)^{v}$ such that $\vec{x}^{C}=\overrightarrow{1}$. Then $\psi(\vec{x}) \in\left(E_{i}\right)^{v}$ and $C \psi(\vec{x})=\psi\left(\vec{x}^{C}\right)=\psi(\overrightarrow{1})=\overrightarrow{0}$.

Definition 15.18. Let $u, v \in \mathbb{N}$, let $C$ be a $u \times v$ matrix with entries from $\mathbb{Z}$, and let $J$ and $I$ be disjoint nonempty subsets of $\{1,2, \ldots, v\}$. Denote the columns of $C$ as $\vec{c}_{1}, \vec{c}_{2}, \ldots, \vec{c}_{v}$.
(a) If there exist $\left\langle z_{j}\right\rangle_{j \in J}$ in $\mathbb{Q}$ such that $\sum_{j \in I} \vec{c}_{j}=\sum_{j \in J} z_{j} \vec{c}_{j}$, then $E(C, J, I)=\emptyset$.
(b) If there do not exist $\left\langle z_{j}\right\rangle_{j \in J}$ in $\mathbb{Q}$ such that $\sum_{j \in I} \vec{c}_{j}=\sum_{j \in J} z_{j} \vec{c}_{j}$, then

$$
\begin{aligned}
& E(C, J, I)=\left\{q: q \text { is a prime and there exist }\left\langle z_{j}\right\rangle_{j \in J} \text { in } \omega,\right. \\
& \quad a \in\{1,2, \ldots, q-1\}, d \in \omega, \text { and } \vec{y} \in \mathbb{Z}^{u} \\
& \\
& \text { such that } \left.\sum_{j \in J} z_{j} \vec{c}_{j}+a q^{d} \sum_{j \in I} \vec{c}_{j}=q^{d+1} \vec{y}\right\} .
\end{aligned}
$$

Lemma 15.19. Let $u, v \in \mathbb{N}$, let $C$ be a $u \times v$ matrix with entries from $\mathbb{Z}$, and let $J$ and $I$ be disjoint nonempty subsets of $\{1,2, \ldots, v\}$. Then $E(C, J, I)$ is finite.

Proof. If (a) of Definition 15.18 applies, the result is trivial so we assume that (a) does not apply. Let $\vec{b}=\sum_{j \in I} \vec{c}_{j}$. Then $\vec{b}$ is not in the vector subspace of $\mathbb{Q}^{u}$ spanned by $\left\langle\vec{c}_{j}\right\rangle_{j \in J}$ so pick some $\vec{w} \in \mathbb{Q}^{u}$ such that $\vec{w} \cdot \vec{c}_{j}=0$ for each $j \in J$ and $\vec{w} \cdot \vec{b} \neq 0$. By multiplying by a suitable member of $\mathbb{Z}$ we may assume that all entries of $\vec{w}$ are integers and that $\vec{w} \cdot \vec{b}>0$. Let $s=\vec{w} \cdot \vec{b}$. We show now that if $q \in E(C, J, I)$, then $q$ divides $s$.

Let $q \in E(C, J, I)$ and pick $\left\langle z_{j}\right\rangle_{j \in J}$ in $\omega, a \in\{1,2, \ldots, q-1\}, d \in \omega$, and $\vec{y} \in \mathbb{Z}^{u}$ such that $\sum_{j \in J} z_{j} \vec{c}_{j}+a q^{d} \sum_{j \in I} \vec{c}_{j}=q^{d+1} \vec{y}$. Then

$$
\begin{aligned}
\sum_{j \in J} z_{j} \vec{c}_{j}+a q^{d} \vec{b} & =q^{d+1} \vec{y} \quad \text { so } \\
\sum_{j \in J} z_{j}\left(\vec{w} \cdot \vec{c}_{j}\right)+a q^{d}(\vec{w} \cdot \vec{b}) & =q^{d+1}(\vec{w} \cdot \vec{y}) .
\end{aligned}
$$

Since $\vec{w} \cdot \vec{c}_{j}=0$ for each $j \in J$ we then have that $a q^{d} s=q^{d+1}(\vec{w} \cdot \vec{y})$ and hence $a s=q(\vec{w} \cdot \vec{y})$. Since $a \in\{1,2, \ldots, q-1\}$, it follows that $q$ divides $s$ as claimed.

Lemma 15.19.1. Let $C$ be a $u \times v$ matrix with entries from $\mathbb{Q}$ and let $d \in \mathbb{N}$.
(1) The matrix $C$ satisfies the columns condition over $\mathbb{Q}$ if and only if the matrix $d C$ satisfies the columns condition over $\mathbb{Q}$.
(2) The matrix $C$ is kernel partition regular over $(\mathbb{N},+)$ if and only if the matrix $d C$ is kernel partition regular over $(\mathbb{N},+)$.
(3) The matrix $C$ is kernel partition regular over $(\mathbb{N}, \cdot)$ if and only if the matrix $d C$ is kernel partition regular over $(\mathbb{N}, \cdot)$.

Proof. Statement (1) is trivial. For the necessity of (2), let $r \in \mathbb{N}$ and let $\mathbb{N}=$ $\bigcup_{i=1}^{r} D_{i}$. Pick $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in\left(D_{i}\right)^{v}$ such that $C \vec{x}=\overrightarrow{0}$. Then $d C \vec{x}=\overrightarrow{0}$.

For the sufficiency of (2), let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} D_{i}$. For each $i \in$ $\{1,2, \ldots, r\}$, let $E_{i}=\left\{x \in \mathbb{N}: d x \in D_{i}\right\}$. Pick $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in\left(E_{i}\right)^{v}$ such that $d C \vec{x}=\overrightarrow{0}$. Then $d \vec{x} \in\left(D_{i}\right)^{v}$ and $C d \vec{x}=\overrightarrow{0}$.

The proof of (3) is essentially identical to the proof of (2) except that for the sufficiency, one lets $E_{i}=\left\{x \in \mathbb{N}: x^{d} \in D_{i}\right\}$.

The equivalence of (a) and (c) in the following theorem is Rado's Theorem. Note that Rado's Theorem provides an effective computation to determine whether a given system of linear homogeneous equations is kernel partition regular.

Theorem 15.20. Let $u, v \in \mathbb{N}$ and let $C$ be a $u \times v$ matrix with entries from $\mathbb{Q}$. The following statements are equivalent:
(a) The matrix $C$ is kernel partition regular over $(\mathbb{N},+)$.
(b) The matrix $C$ is kernel partition regular over $(\mathbb{N}, \cdot)$.
(c) The matrix $C$ satisfies the columns condition over $\mathbb{Q}$.

Proof. We may pick $d \in \mathbb{N}$ such that the entries of $d C$ come from $\mathbb{Z}$. Therefore, by Lemma 15.19.1, we may assume that the entries of $C$ come from $\mathbb{Z}$.

The equivalence of (a) and (b) is Theorem 15.17.
(a) implies (c). By Lemma 15.19 , whenever $J$ and $I$ are disjoint nonempty subsets of $\{1,2, \ldots, v\}, E(C, J, I)$ is finite. Consequently, we may pick a prime $q$ such that $q>\max \left\{\left|\sum_{j \in J} c_{i, j}\right|: i \in\{1,2, \ldots, u\}\right.$ and $\left.\emptyset \neq J \subseteq\{1,2, \ldots, v\}\right\}$ and whenever $J$ and $I$ are disjoint nonempty subsets of $\{1,2, \ldots, v\}, q \notin E(C, J, I)$.

Given $x \in \mathbb{N}$, pick $a(x) \in\{1,2, \ldots, q-1\}$ and $\ell(x)$ and $b(x)$ in $\omega$ such that $x=a(x) \cdot q^{\ell(x)}+b(x) \cdot q^{\ell(x)+1}$. That is, in the base $q$ expansion of $x, \ell(x)$ is the number of rightmost zeros and $a(x)$ is the rightmost nonzero digit.

For each $a \in\{1,2, \ldots, q-1\}$ let $A_{a}=\{x \in \mathbb{N} \backslash\{1\}: a(x)=a\}$. Pick $a \in\{1,2, \ldots, q-1\}$ and $x_{1}, x_{2}, \ldots, x_{v} \in A_{a}$ such that $C \vec{x}=\overrightarrow{0}$.

Partition $\{1,2, \ldots, v\}$ according to $\ell\left(x_{j}\right)$. That is, pick $m \in \mathbb{N}$, sets $I_{1}, I_{2}, \ldots, I_{m}$ and numbers $\ell_{1}<\ell_{2}<\ldots<\ell_{m}$ such that $\left\{I_{1}, I_{2}, \ldots, I_{m}\right\}$ is a partition of $\{1,2, \ldots, v\}$ and for each $t \in\{1,2, \ldots, m\}$ and each $j \in I_{t}, \ell\left(x_{j}\right)=\ell_{t}$. For $n \in\{2,3, \ldots, m\}$, if any, let $J_{n}=\bigcup_{t=1}^{n-1} I_{t}$.

We now show that
(1) $\sum_{j \in I_{1}} \overrightarrow{c_{j}}=\overrightarrow{0}$ and
(2) given $n \in\{2,3, \ldots, m\}, \sum_{j \in I_{n}} \overrightarrow{c_{j}}$ is a linear combination over $\mathbb{Q}$ of $\left\langle\overrightarrow{c_{j}}\right\rangle_{j \in J_{n}}$, so that $C$ satisfies the columns condition over $\mathbb{Q}$.

To establish (1), let $d=\ell_{1}$. Then for any $j \in I_{1}$ let $e_{j}=b\left(x_{j}\right)$ and note that $x_{j}=a \cdot q^{d}+e_{j} \cdot q^{d+1}$. For $j \in\{1,2, \ldots, v\} \backslash I_{1}$ we have $\ell\left(x_{j}\right)>d$ so $x_{j}=e_{j} \cdot q^{d+1}$
for some $e_{j} \in \mathbb{N}$. Then

$$
\begin{aligned}
\overrightarrow{0} & =\sum_{j=1}^{v} x_{j} \cdot \vec{c}_{j} \\
& =\sum_{j \in I_{1}} a \cdot q^{d} \cdot \vec{c}_{j}+\sum_{j=1}^{v} e_{j} \cdot q^{d+1} \cdot \vec{c}_{j}
\end{aligned}
$$

Suppose that $\sum_{j \in I_{1}} \vec{c}_{j} \neq \overrightarrow{0}$ and pick some $i \in\{1,2, \ldots, u\}$ such that $\sum_{j \in I_{1}} c_{i, j} \neq$ 0 . Then

$$
0=\sum_{j \in I_{1}} a \cdot q^{d} \cdot c_{i, j}+\sum_{j=1}^{v} e_{j} \cdot q^{d+1} \cdot c_{i, j}
$$

so, since $q \nmid a$ we have $q \mid \sum_{j \in I_{1}} c_{i, j}$, contradicting our choice of $q$.
Now consider (2). Let $n \in\{2,3, \ldots, m\}$ be given and let $d=\ell_{n}$. For $j \in I_{n}$, let $e_{j}=b\left(x_{j}\right)$ and note that $x_{j}=a \cdot q^{d}+e_{j} \cdot q^{d+1}$. For $j \in \bigcup_{i=n+1}^{m} I_{i}$, if any, pick $e_{j} \in \mathbb{N}$ such that $x_{j}=e_{j} \cdot q^{d+1}$. Thus

$$
\overrightarrow{0}=\sum_{j=1}^{v} x_{j} \cdot \overrightarrow{c_{j}}=\sum_{j \in J_{n}} x_{j} \cdot \overrightarrow{c_{j}}+\sum_{j \in I_{n}} a \cdot q^{d} \cdot \vec{c}_{j}+\sum_{j \in \bigcup_{i=n}^{m} I_{i}} e_{j} \cdot q^{d+1} \cdot \overrightarrow{c_{j}}
$$

Let $\vec{y}=\sum_{j \in \bigcup_{i=n}^{m} I_{i}}\left(-e_{j}\right) \cdot \vec{c}_{j}$. Then

$$
q^{d+1} \vec{y}=\sum_{j \in J_{n}} x_{j} \cdot \vec{c}_{j}+\sum_{j \in I_{n}} a \cdot q^{d} \cdot \vec{c}_{j}
$$

Since $q \notin E\left(C, J_{n}, I_{n}\right)$ we have that $\sum_{j \in I_{n}} \vec{c}_{j}$ is a linear combination of $\left\langle\overrightarrow{c_{j}}\right\rangle_{j \in J_{n}}$ as required.
(c) implies (a). This follows from Theorem 15.16 (c).

To illustrate the use of Theorem 15.20 we establish the case $\ell=4$ of van der Waerden's Theorem. That is, we show that whenever $\mathbb{N}$ is finitely colored we can get some $a, d \in \mathbb{N}$ with $a, a+d, a+2 d, a+3 d$ monochrome. So one lets $x_{1}=a, x_{2}=$ $a+d, x_{3}=a+2 d$, and $x_{4}=a+3 d$. Then $x_{2}-x_{1}=d$ so $x_{3}=x_{1}+2\left(x_{2}-x_{1}\right)$ and $x_{4}=x_{1}+3\left(x_{2}-x_{1}\right)$. That is we have the equations

$$
\begin{array}{r}
x_{1}-2 x_{2}+x_{3}=0 \\
2 x_{1}-3 x_{2}+x_{4}=0
\end{array}
$$

so we are asking to show that the matrix

$$
\left(\begin{array}{llll}
1 & -2 & 1 & 0 \\
2 & -3 & 0 & 1
\end{array}\right)
$$

is kernel partition regular. Indeed it satisfies the columns condition because the sum of its columns is $\overrightarrow{0}$.

But there is a problem! The assignment $x_{1}=x_{2}=x_{3}=x_{4}=1$ (or any other number) solves the equations. That is, these equations allow $d=0$. So we strengthen the problem by asking that $d$ also be the same color as the terms of the progression. Let $x_{1}=a, x_{2}=d, x_{3}=a+d, x_{4}=a+2 d$, and $x_{5}=a+3 d$. Then we get the equations

$$
\begin{aligned}
& x_{3}=x_{1}+x_{2} \\
& x_{4}=x_{1}+2 x_{2} \\
& x_{5}=x_{1}+3 x_{2}
\end{aligned}
$$

so we need to show that the matrix

$$
\left(\begin{array}{ccccc}
1 & 1 & -1 & 0 & 0 \\
1 & 2 & 0 & -1 & 0 \\
1 & 3 & 0 & 0 & -1
\end{array}\right)
$$

is kernel partition regular. For this, let $I_{1}=\{1,3,4,5\}, I_{2}=\{2\}, \delta_{2,1}=0, \delta_{2,3}=$ $-1, \delta_{2,4}=-2$, and $\delta_{2,5}=-3$.

Exercise 15.3.1. Derive the finite version of the Finite Sums Theorem as a consequence of Rado's Theorem. That is, show that for each $n, r \in \mathbb{N}$, whenever $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\left\langle x_{t}\right\rangle_{t=1}^{n}$ such that $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{n}\right) \subseteq A_{i}$. For example, the case $n=3$ requires that one show that the matrix

$$
\left(\begin{array}{ccccccc}
1 & 1 & 0 & -1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & -1 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & -1 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & -1
\end{array}\right)
$$

is kernel partition regular.

### 15.4 Image Partition Regularity over $\mathbb{N}$

We concluded the last section with a verification of the length 4 version of van der Waerden's Theorem via Rado's Theorem. To do this we had to figure out a set of equations to solve and had to strengthen the problem. On the other hand, we have already seen that the original problem is naturally seen as one of determining that the matrix

$$
\left(\begin{array}{ll}
1 & 0 \\
1 & 1 \\
1 & 2 \\
1 & 3
\end{array}\right)
$$

is image partition regular. (And the strengthened problem clearly asks that the matrix

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0 \\
1 & 1 \\
1 & 2 \\
1 & 3
\end{array}\right)
$$

be image partition regular.)
Since many problems in Ramsey Theory are naturally stated as deciding whether certain matrices are image partition regular, it is natural to ask for a determination of precisely which matrices are image partition regular. We do this in this section in Theorem 15.24.

Since we are now dealing with the semigroup $(\mathbb{N},+)$, we extend Definition 15.1 to allow entries from $\mathbb{Q}$.

Definition 15.21. Let $u, v \in \mathbb{N}$, and let $A$ be a $u \times v$ matrix with entries from $\mathbb{Q}$. Then $A$ is image partition regular over $\mathbb{N}$ if and only if whenever $r \in \mathbb{N}$ and $\mathbb{N}=$ $\bigcup_{i=1}^{r} E_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in \mathbb{N}^{v}$ such that $A \vec{x} \in E_{i}^{u}$.

We need several preliminary lemmas, the first of which deals with a specialized notion from linear algebra.

Definition 15.22. Let $u, v \in \mathbb{N}$, let $\overrightarrow{c_{1}}, \overrightarrow{c_{2}}, \ldots, \overrightarrow{c_{v}}$ be in $\mathbb{Q}^{u}$, and let $I \subseteq\{1,2, \ldots, v\}$. The $I$-restricted span of $\left(\overrightarrow{c_{1}}, \overrightarrow{c_{2}}, \ldots, \overrightarrow{c_{v}}\right)$ is

$$
\left\{\sum_{i=1}^{v} \alpha_{i} \cdot \vec{c}_{i}: \text { each } \alpha_{i} \in \mathbb{R} \text { and if } i \in I, \text { then } \alpha_{i} \geq 0\right\}
$$

Lemma 15.23. Let $u, v \in \mathbb{N}$, let $\overrightarrow{c_{1}}, \overrightarrow{c_{2}}, \ldots, \overrightarrow{c_{v}}$ be in $\mathbb{Q}^{u}$, and let $I \subseteq\{1,2, \ldots, v\}$. Let $S$ be the I-restricted span of $\left(\overrightarrow{c_{1}}, \overrightarrow{c_{2}}, \ldots, \overrightarrow{c_{v}}\right)$.
(a) $S$ is closed in $\mathbb{R}^{u}$.
(b) If $\vec{y} \in S \cap \mathbb{Q}^{u}$, then there exist $\delta_{1}, \delta_{2}, \ldots, \delta_{v}$ in $\mathbb{Q}$ such that $\vec{y}=\sum_{i=1}^{v} \delta_{i} \cdot \vec{c}_{i}$ and $\delta_{i} \geq 0$ for each $i \in I$.

Proof. (a) We proceed by induction on $|I|$ (for all $v$ ). If $I=\emptyset$, this is simply the assertion that any vector subspace of $\mathbb{R}^{u}$ is closed. So we assume $I \neq \emptyset$ and assume without loss of generality that $1 \in I$. Let $T$ be the $(I \backslash\{1\})$-restricted span of $\left(\overrightarrow{c_{2}}, \overrightarrow{c_{3}}, \ldots, \overrightarrow{c_{v}}\right)$. By the induction hypothesis, $T$ is closed.

To see that $S$ is closed, let $\vec{b} \in c \ell S$. We show $\vec{b} \in S$. If $\overrightarrow{c_{1}}=\overrightarrow{0}$, then $\vec{b} \in c \ell S=$ $c \ell T=T=S$, so assume that $\vec{c}_{1} \neq \overrightarrow{0}$. For each $n \in \mathbb{N}$, pick $\left\langle\alpha_{i}(n)\right\rangle_{i=1}^{v}$ such that $\alpha_{i}(n) \geq 0$ for each $i \in I$ and $\left\|\vec{b}-\sum_{i=1}^{v} \alpha_{i}(n) \cdot \vec{c}_{i}\right\|<1 / n$.

Assume first that $\left\{\alpha_{1}(n): n \in \mathbb{N}\right\}$ is bounded. Pick a limit point $\delta$ of the sequence $\left\langle\alpha_{1}(n)\right\rangle_{n=1}^{\infty}$ and note that $\delta \geq 0$. We claim that $\vec{b}-\delta \cdot \vec{c}_{1} \in T$. To see this we show that $\vec{b}-\delta \cdot \vec{c}_{1} \in c \ell T$. So let $\epsilon>0$ be given and pick $n>2 / \epsilon$ such that $\left|\alpha_{1}(n)-\delta\right|<\epsilon /\left(2\left\|\vec{c}_{1}\right\|\right)$. Then

$$
\left\|\vec{b}-\delta \cdot \vec{c}_{1}-\sum_{i=2}^{v} \alpha_{i}(n) \cdot \vec{c}_{i}\right\| \leq\left\|\vec{b}-\sum_{i=1}^{v} \alpha_{i}(n) \cdot \vec{c}_{i}\right\|+\left\|\alpha_{1}(n) \vec{c}_{1}-\delta \vec{c}_{1}\right\|<\epsilon
$$

Since $\vec{b}-\delta \cdot \vec{c}_{1} \in T$, we have $\vec{b} \in \delta \cdot \vec{c}_{1}+T \subseteq S$.
Now assume that $\left\{\alpha_{1}(n): n \in \mathbb{N}\right\}$ is unbounded. To see that $S$ is closed, it suffices to show that $-\overrightarrow{c_{1}} \in T$. For then $S$ is in fact the ( $I \backslash\{1\}$ )-restricted span of $\left(\overrightarrow{c_{1}}, \overrightarrow{c_{2}}, \ldots, \overrightarrow{c_{v}}\right)$ which is closed by the induction hypothesis.

To see that $-\vec{c}_{1} \in T$, we show that $-\vec{c}_{1} \in c \ell T$. Let $\epsilon>0$ be given and pick $n \in \mathbb{N}$ such that $\alpha_{1}(n)>(1+\|\vec{b}\|) / \epsilon$. For $i \in\{2,3, \ldots, v\}$ let $\delta_{i}=\alpha_{i}(n) / \alpha_{1}(n)$ and note that for $i \in I \backslash\{1\}, \delta_{i} \geq 0$. Then

$$
\begin{aligned}
\left\|-\vec{c}_{1}-\sum_{i=2}^{v} \delta_{i} \cdot \vec{c}_{i}\right\| & \leq\left\|\vec{b} / \alpha_{1}(n)-\vec{c}_{1}-\sum_{i=2}^{v}\left(\alpha_{i}(n) / \alpha_{1}(n)\right) \cdot \vec{c}_{i}\right\|+\left\|\vec{b} / \alpha_{1}(n)\right\| \\
& =\left(1 / \alpha_{1}(n)\right) \cdot\left\|\vec{b}-\sum_{i=1}^{v} \alpha_{i}(n) \cdot \overrightarrow{c_{i}}\right\|+\|\vec{b}\| / \alpha_{1}(n) \\
& <1 /\left(n \cdot \alpha_{1}(n)\right)+\|\vec{b}\| / \alpha_{1}(n) \\
& <(1+\|\vec{b}\|) / \alpha_{1}(n) \\
& <\epsilon
\end{aligned}
$$

(b) Again we proceed by induction on $|I|$. The case $I=\emptyset$ is immediate, being merely the assertion that a rational vector in the linear span of some other rational vectors is actually in their linear rational span (which is true because one is solving linear equations with rational coefficients).

So assume $I \neq \emptyset$. Let $X=\left\{\vec{x} \in \mathbb{R}^{v}: \sum_{i=1}^{v} x_{i} \cdot \vec{c}_{i}=\vec{y}\right\}$. Thus $X$ is an affine subspace of $\mathbb{R}^{v}$, and we are given (by the fact that $\vec{y} \in S$ ) that there is some $\vec{x} \in X$ such that $x_{i} \geq 0$ for all $i \in I$. Also (by the case $I=\emptyset$ ) there is some $\vec{z} \in X$ such that $z_{i} \in \mathbb{Q}$ for all $i \in\{1,2, \ldots, v\}$. If $z_{i} \geq 0$ for all $i \in I$, then we are done, so assume there is some $i \in I$ such that $z_{i}<0$. Given $i \in I,\left\{t \in[0,1]:(1-t) x_{i}+t z_{i} \geq 0\right\}$ is $[0,1]$ if $z_{i} \geq 0$ and is $\left[0, x_{i} /\left(x_{i}-z_{i}\right)\right]$ if $z_{i}<0$. Let $t$ be the largest member of $[0,1]$ such that the vector $\vec{w}=(1-t) \cdot \vec{x}+t \cdot \vec{z}$ satisfies $w_{i} \geq 0$ for all $i \in I$. Then for some $i \in I$ we have that $w_{i}=0$. We assume without loss of generality that $1 \in I$ and $w_{1}=0$. Then $\vec{y}=\sum_{i=2}^{v} w_{i} \cdot \vec{c}_{i}$ so $\vec{y}$ is in the $(I \backslash\{1\})$-restricted span of $\left(\overrightarrow{c_{2}}, \overrightarrow{c_{3}}, \ldots, \overrightarrow{c_{v}}\right)$ so by the induction hypothesis we may pick $\delta_{2}, \delta_{3}, \ldots, \delta_{v}$ in $\mathbb{Q}$ such that $\vec{y}=\sum_{i=2}^{v} \delta_{i} \cdot \vec{c}_{i}$ and $\delta_{i} \geq 0$ for each $i \in I \backslash\{1\}$. Letting $\delta_{1}=0$, we are done.

Lemma 15.23.1. Let $\vec{c}_{1}, \vec{c}_{2}, \ldots, \vec{c}_{m}$ be vectors in $\mathbb{Q}^{v}$ and let $P, Q \subseteq\{1,2, \ldots, m\}$ be disjoint. Let $C=\left\{x_{1} \vec{c}_{1}+x_{2} \vec{c}_{2}+\ldots+x_{m} \vec{c}_{m}:\right.$ each $x_{i} \in \mathbb{R}, x_{i} \geq 0$ if $i \in P$, and $x_{i} \leq 0$ if $\left.i \in Q\right\}$. Then $C$ is closed in $\mathbb{R}^{v}$.

Proof. Let $I=P \cup Q$. For $i \in\{1,2, \ldots, m\} \backslash Q$, let $\vec{b}_{i}=\vec{c}_{i}$ and for $i \in Q$, let $\vec{b}_{i}=-\vec{c}_{i}$. Then $C$ is the $I$-restricted span of $\left(\vec{b}_{1}, \vec{b}_{2}, \ldots, \vec{b}_{m}\right)$ in $\mathbb{R}^{v}$ so is closed by Lemma 15.23.

In the following lemma, $\alpha \cdot p$ refers to multiplication in $\left(\beta \mathbb{Q}_{d}, \cdot\right)$, where $\mathbb{Q}_{d}$ is the set of rationals with the discrete topology.

Lemma 15.23.2. Let $p$ be a minimal idempotent in $(\beta \mathbb{N},+)$ and let $\alpha \in \mathbb{Q}$ with $\alpha>0$. Then $\alpha \cdot p$ is also a minimal idempotent in $\beta \mathbb{N}$. Consequently, if $C$ is central in $(\mathbb{N},+)$, then so is $(\alpha C) \cap \mathbb{N}$.

Proof. The function $l_{\alpha}: \mathbb{N} \rightarrow \mathbb{Q}$ defined by $l_{\alpha}(x)=\alpha \cdot x$ is a homomorphism, hence so is its continuous extension $\widetilde{l_{\alpha}}: \beta \mathbb{N} \rightarrow \beta \mathbb{Q}_{d}$ by Corollary 4.22. Further $\alpha \cdot p=\widetilde{l_{\alpha}}(p)$. Thus $\alpha \cdot p$ is an idempotent and $\alpha \cdot p \in \widetilde{l_{\alpha}}[K(\beta \mathbb{N})]=K(\overline{\alpha \mathbb{N}})$. (The latter equality holds by Exercise 1.7.3.) Assume that $\alpha=\frac{a}{b}$ with $a, b \in \mathbb{N}$. Then $b \mathbb{N} \subseteq \alpha^{-1} a \mathbb{N}$ and thus $a \mathbb{N} \in \alpha \cdot p$ because $b \mathbb{N} \in p$ by Lemma 6.6. In particular, $\alpha \cdot p \in \beta \mathbb{N}$. Also $\alpha \cdot p \in K(\overline{\alpha \mathbb{N}}) \cap \overline{a \mathbb{N}}$ and $a \mathbb{N} \subseteq \alpha \mathbb{N}$ and consequently $K(\overline{a \mathbb{N}})=K(\overline{\alpha \mathbb{N}}) \cap \overline{a \mathbb{N}}$ by Theorem 1.65. Since every idempotent in $\beta \mathbb{N}$ is in $\overline{a \mathbb{N}}$ by Lemma 6.6, we have that $\overline{a \mathbb{N}} \cap K(\beta \mathbb{N}) \neq \emptyset$ and consequently $K(\overline{a \mathbb{N}})=$ $\overline{a \mathbb{N}} \cap K(\beta \mathbb{N})$, again by Theorem 1.65. Thus $\alpha \cdot p \in K(\beta \mathbb{N})$ as required.

For the second assertion, let $C$ be central in $(\mathbb{N},+)$ and pick a minimal idempotent $p$ with $C \in p$. Then $\alpha C \cap \mathbb{N} \in \alpha \cdot p$.

Lemma 15.23.3. Let $A$ be a $u \times v$ matrix with entries from $\mathbb{Z}$, define $\varphi: \mathbb{N}^{v} \rightarrow \mathbb{Z}^{u}$ by $\varphi(\vec{x})=A \vec{x}$, and let $\widetilde{\varphi}: \beta\left(\mathbb{N}^{v}\right) \rightarrow(\beta \mathbb{Z})^{u}$ be its continuous extension. Let $p$ be $a$ minimal idempotent in $\beta \mathbb{N}$ with the property that for every $C \in p$ there exists $\vec{x} \in \mathbb{N}^{v}$ such that $A \vec{x} \in C^{u}$ and let $\bar{p}=(p, p, \ldots, p)^{T}$. Then there is a minimal idempotent $q \in \beta\left(\mathbb{N}^{v}\right)$ such that $\widetilde{\varphi}(q)=\bar{p}$.

Proof. By Exercise 4.3.8, $p \in K(\beta \mathbb{Z})$ and so by Theorem 2.23, $\bar{p} \in K\left((\beta \mathbb{Z})^{u}\right)$. By Corollary 4.22, $\widetilde{\varphi}: \beta\left(\mathbb{N}^{v}\right) \rightarrow(\beta \mathbb{Z})^{u}$ is a homomorphism.

We claim that $\bar{p} \in \widetilde{\varphi}\left[\beta\left(\mathbb{N}^{v}\right)\right]$ so suppose instead that $\bar{p} \notin \widetilde{\varphi}\left[\beta\left(\mathbb{N}^{v}\right)\right]$, which is closed, and pick a neighborhood $U$ of $\bar{p}$ such that $U \cap \widetilde{\varphi}\left[\beta\left(\mathbb{N}^{v}\right)\right]=\emptyset$. Pick $D \in p$ such that $\bar{D}^{u} \subseteq U$ and pick $\vec{x} \in \mathbb{N}^{v}$ such that $A \vec{x} \in D^{u}$. Then $\varphi(\vec{x}) \in U \cap \widetilde{\varphi}\left[\beta\left(\mathbb{N}^{v}\right)\right]$, a contradiction.

Let $M=\left\{q \in \beta\left(\mathbb{N}^{v}\right): \widetilde{\varphi}(q)=\bar{p}\right\}$. Then $M$ is a compact subsemigroup of $\beta\left(\mathbb{N}^{v}\right)$, so pick an idempotent $w \in M$ by Theorem 2.5. By Theorem 1.60, pick a minimal idempotent $q \in \beta\left(\mathbb{N}^{v}\right)$ with $q \leq w$. Since $\widetilde{\varphi}$ is a homomorphism, $\widetilde{\varphi}(q) \leq \widetilde{\varphi}(w)=\bar{p}$ so, since $\bar{p}$ is minimal in $(\beta \mathbb{Z})^{u}$, we have that $\widetilde{\varphi}(q)=\bar{p}$.

Lemma 15.23.4. Let $\epsilon>0$. There is a finite coloring of $\mathbb{N}$ such that, if $y$ and $z$ are positive integers with the same color and $y>z$, then either $\frac{y}{z}<1+\epsilon$ or $\frac{y}{z}>\frac{1}{\epsilon}$.

Proof. Choose $\alpha \in(1,1+\epsilon)$ and $r \in \mathbb{N}$ satisfying $r>1+\log _{\alpha} \frac{1}{\epsilon}$. For each $i \in$ $\{0,1,2, \ldots, r-1\}$, let $P_{i}=\left\{n \in \mathbb{N}:\left\lfloor\log _{\alpha} n\right\rfloor \equiv i(\bmod r)\right\}$. Let $i \in\{1,2, \ldots, r\}$ and let $y, z \in P_{i}$ with $y>z$. Then $\left\lfloor\log _{\alpha} y\right\rfloor \geq\left\lfloor\log _{\alpha} z\right\rfloor$.

If $\left\lfloor\log _{\alpha} y\right\rfloor>\left\lfloor\log _{\alpha} z\right\rfloor$, then $\left\lfloor\log _{\alpha} y\right\rfloor \geq\left\lfloor\log _{\alpha} z\right\rfloor+r$ and thus $y>z \cdot \alpha^{r-1}>z \cdot \frac{1}{\epsilon}$. If $\left\lfloor\log _{\alpha} y\right\rfloor=\left\lfloor\log _{\alpha} z\right\rfloor$, then $y<\alpha \cdot z<(1+\epsilon) \cdot z$.

Lemma 15.23.5. Let $A$ be a $u \times v$ image partition regular matrix with entries from $\mathbb{Q}$. There exist $m \in \mathbb{N}$ and a partition $\left\{I_{1}, I_{2}, \ldots, I_{m}\right\}$ of $\{1,2, \ldots, u\}$ with the following property: for every $\epsilon>0$, there exists $\vec{x} \in \mathbb{N}^{v}$ such that $\vec{y}=A \vec{x} \in \mathbb{N}^{u}$ and, if $i \in I_{r}$ and $j \in I_{s}$, then $1-\epsilon<\frac{y_{j}}{y_{i}}<1+\epsilon$ if $r=s$ and $\frac{y_{j}}{y_{i}}<\epsilon$ if $r<s$.

Proof. We may assume that $0<\epsilon<\frac{1}{4}$. Choose a coloring of $\mathbb{N}$ guaranteed by Lemma 15.23.4 and a vector $\vec{x} \in \mathbb{N}^{v}$ for which the entries of $\vec{y}=A \vec{x}$ are monochromatic positive integers. We define a relation $\approx$ on $\{1,2, \ldots, u\}$ by putting $i \approx j$ if and only if $1-\epsilon<\frac{y_{j}}{y_{i}}<1+\epsilon$. By Exercise 15.4.3, $\approx$ is an equivalence relation. It therefore defines a partition $\mathscr{P}(\epsilon)=\left\{I_{1}(\epsilon), I_{2}(\epsilon), \ldots, I_{m(\epsilon)}(\epsilon)\right\}$ of $\{1,2, \ldots, u\}$. We can arrange the sets in this partition so that, if $y_{i} \in I_{r}(\epsilon), y_{j} \in I_{S}(\epsilon)$, and $r<s$, then $y_{j}<y_{i}$ and so $\frac{y_{j}}{y_{i}}<\epsilon$. Since there are only finitely many partitions of $\{1,2, \ldots, u\}$, by the pigeon hole principle, there is an infinite sequence of values of $\epsilon$ converging to 0 for which the partitions $\mathcal{P}(\epsilon)$ are all the same.

Lemma 15.23.6. Let $\vec{c}_{1}, \vec{c}_{2}, \ldots, \vec{c}_{m}$ be vectors in $\mathbb{Q}^{v}$. Suppose that the equation $\overrightarrow{0}=\sum_{i=1}^{m} x_{i} \vec{c}_{i}$ holds for real numbers $x_{1}, x_{2}, \ldots, x_{m}$. Then we also have $\overrightarrow{0}=$ $\sum_{i=1}^{m} r_{i} \vec{c}_{i}$, for rational numbers $r_{1}, r_{2}, \ldots, r_{m}$, with the property that, for every $i \in$ $\{1,2, \ldots, m\}, r_{i}>0$ if $x_{i}>0, r_{i}<0$ if $x_{i}<0$, and $r_{i}=0$ if $x_{i}=0$.

Proof. Let $P=\left\{i \in\{1,2, \ldots, m\}: x_{i}>0\right\}$ and $Q=\left\{i \in\{1,2, \ldots, m\}: x_{i}<0\right\}$. Let $B$ denote the row reduced echelon matrix obtained by applying elementary row operations to the matrix whose columns are the vectors $\vec{c}_{i}$ with $i \in P \cup Q$. Let $I$ denote the set of pivot columns, that is the values of $i \in P \cup Q$ for which the $i^{\text {th }}$ column of $B$ contains the first nonzero entry of some row, and let $J=(P \cup Q) \backslash I$. Assume that the pivot entries are all equal to 1 . If $J=\emptyset$, then the only solution to $\overrightarrow{0}=\sum_{i \in P \cup Q} y_{i} \vec{c}_{i}$ has each $y_{i}=0$. But then $P=Q=\emptyset$ and we are done. So assume that $J \neq \emptyset$. Then the equation $\overrightarrow{0}=\sum_{i \in P \cup Q} y_{i} \vec{c}_{i}$ holds if and only if, for every $i \in I, y_{i}=-\sum_{j \in J} b_{i, j} y_{j}$.

We are assuming that there exists $\left\langle y_{j}\right\rangle_{j \in J} \in \mathbb{R}^{J}$, such that $y_{j}>0$ if $j \in J \cap P$, $y_{j}<0$ if $j \in J \cap Q,-\sum_{j \in J} b_{i, j} y_{j}>0$ if $i \in I \cap P$ and $-\sum_{j \in J} b_{i, j} y_{j}<0$ if $i \in I \cap Q$. These inequalities define a neighborhood of $\left\langle x_{j}\right\rangle_{j \in J}$ in $\mathbb{R}^{J}$, and this contains an element $\left\langle r_{j}\right\rangle_{j \in J}$ of $\mathbb{Q}^{J}$. For $i \in I$, let $r_{i}=-\sum_{j \in J} b_{i, j} r_{j}$ and for
$i \in\{1,2, \ldots, m\} \backslash(P \cup Q)$, let $r_{i}=0$. We then have $\overrightarrow{0}=\sum_{i=1}^{m} r_{i} \vec{c}_{i}$, where $r_{i}>0$ if $i \in P, r_{i}<0$ if $i \in Q$, and $r_{i}=0$ if $i \notin P \cup Q$.

Corollary 15.23.7. Let $\vec{d}, \vec{c}_{1}, \vec{c}_{2}, \ldots, \vec{c}_{m}$ be vectors in $\mathbb{Q}^{v}$. Suppose that the equation $\vec{d}=\sum_{i=1}^{m} x_{i} \vec{c}_{i}$ holds for real numbers $x_{1}, x_{2}, \ldots, x_{m}$. Then we also have $\vec{d}=$ $\sum_{i=1}^{m} r_{i} \vec{c}_{i}$, for rational numbers $r_{1}, r_{2}, \ldots, r_{m}$, with the property that, for every $i \in$ $\{1,2, \ldots, m\}, r_{i}>0$ if $x_{i}>0, r_{i}<0$ if $x_{i}<0$, and $r_{i}=0$ if $x_{i}=0$.

Proof. This follows by applying Lemma 15.23 .6 to the equation $\overrightarrow{0}=-\vec{d}+\sum_{i=1}^{m} x_{i} \vec{c}_{i}$.

Theorem 15.24. Let $u, v \in \mathbb{N}$ and let $A$ be a $u \times v$ matrix with entries from $\mathbb{Q}$. The following statements are equivalent:
(a) A is image partition regular over $\mathbb{N}$.
(b) Let $\overrightarrow{c_{1}}, \overrightarrow{c_{2}}, \ldots, \overrightarrow{c_{v}}$ be the columns of $A$. There exist $t_{1}, t_{2}, \ldots, t_{v} \in \mathbb{Q}^{+}$such that the matrix

$$
M=\left(\begin{array}{cccccccc} 
& & & & -1 & 0 & \cdots & 0 \\
t_{1} \cdot \vec{c}_{1} & t_{2} \cdot \vec{c}_{2} & \cdots & t_{v} \cdot \vec{c}_{v} & 0 & -1 & \cdots & 0 \\
& & & & \vdots & \ddots & \vdots \\
& & & & 0 & \cdots & -1
\end{array}\right)
$$

is kernel partition regular over $\mathbb{N}$.
(c) There exist $m \in \mathbb{N}$ and $a u \times m$ matrix $B$ with entries from $\mathbb{Q}$ which satisfies the first entries condition such that given any $\vec{y} \in \mathbb{N}^{m}$ there is some $\vec{x} \in \mathbb{N}^{v}$ with $A \vec{x}=B \vec{y}$.
(d) There exist $m \in \mathbb{N}$ and a $u \times m$ matrix $C$ with entries from $\mathbb{Z}$ which satisfies the first entries condition such that given any $\vec{y} \in \mathbb{N}^{m}$ there is some $\vec{x} \in \mathbb{N}^{v}$ with $A \vec{x}=C \vec{y}$.
(e) There exist $m \in \mathbb{N}$ and a $u \times m$ matrix $D$ with entries from $\omega$ which satisfies the first entries condition such that given any $\vec{y} \in \mathbb{N}^{m}$ there is some $\vec{x} \in \mathbb{N}^{v}$ with $A \vec{x}=D \vec{y}$.
(f) There exist $m \in \mathbb{N}$, $a u \times m$ matrix $E$ with entries from $\omega$, and $c \in \mathbb{N}$ such that $E$ satisfies the first entries condition, $c$ is the only first entry of $E$, and given any $\vec{y} \in \mathbb{N}^{m}$ there is some $\vec{x} \in \mathbb{N}^{v}$ with $A \vec{x}=E \vec{y}$.
(g) There exist $m \in \mathbb{N}$, $a v \times m$ matrix $G$ with entries from $\omega$ and no row equal to $\overrightarrow{0}, a u \times m$ first entries matrix $B$ with entries from $\omega$, and $c \in \mathbb{N}$ such that $c$ is the only first entry of $B$ and $A G=B$.
(h) For every central set $C$ in $\mathbb{N}$, there exists $\vec{x} \in \mathbb{N}^{v}$ such that $A \vec{x} \in C^{u}$.
(i) For every central set $C$ in $\mathbb{N},\left\{\vec{x} \in \mathbb{N}^{v}: A \vec{x} \in C^{u}\right\}$ is central in $\mathbb{N}^{v}$.
(j) For each $\vec{r} \in \mathbb{Q}^{v} \backslash\{\overrightarrow{0}\}$ there exists $b \in \mathbb{Q} \backslash\{0\}$ such that

$$
\binom{b \vec{r}}{A}
$$

is image partition regular over $\mathbb{N}$.
(k) Given any column $\vec{c} \in \mathbb{Q}^{u}$, the matrix $(A c)$ is image partition regular over $\mathbb{N}$.
(1) Whenever $m \in \mathbb{N}, \phi_{1}, \phi_{2}, \ldots, \phi_{m}$ are nonzero linear mappings from $\mathbb{Q}^{v}$ to $\mathbb{Q}$, and $C$ is a central subset of $\mathbb{N}$, there exist $b_{1}, b_{2}, \ldots, b_{m}$ in $\mathbb{Q} \backslash\{0\}$ such that $\left\{\vec{x} \in \mathbb{N}^{v}: A \vec{x} \in C^{u}\right.$ and for each $\left.i \in\{1,2, \ldots, m\}, b_{i} \phi_{i}(\vec{x}) \in C\right\}$ is central in $\mathbb{N}^{v}$.
(m) Whenever $C$ is a central subset of $\mathbb{N},\left\{\vec{x} \in \mathbb{N}^{v}: A \vec{x} \in C^{u}\right.$, all entries of $\vec{x}$ are distinct, and entries of $A \vec{x}$ corresponding to distinct rows of $A$ are distinct $\}$ is central in $\mathbb{N}^{v}$.

Proof. We first show that statements (a), (g), (c), (d), (e), (f), (h), and (i) are equivalent. (The somewhat awkward ordering of the proof cycle is necessary to preserve statements (a) through (f) from the first edition of this book.)
(a) implies (g). Let $\vec{c}_{1}, \vec{c}_{2}, \ldots, \vec{c}_{v}$ denote the columns of $A$ and let $\vec{e}_{i}$ denote the $i^{\text {th }}$ unit vector in $\mathbb{R}^{u}$. Let $\left\{I_{1}, I_{2}, \ldots, I_{m}\right\}$ be the partition of $\{1,2, \ldots, u\}$ guaranteed by Lemma 15.23 .5 . By reordering the rows of $A$ if necessary, we shall assume that we have max $I_{i}<\min I_{i+1}$ for each $i \in\{1,2, \ldots, m-1\}$. We claim that for each $k \in\{1,2, \ldots, m\}$,

$$
\begin{equation*}
\sum_{n \in I_{k}} \vec{e}_{n} \in c \ell\left\{\sum_{j=1}^{v} \alpha_{j} \vec{c}_{j}-\sum_{i=1}^{k-1} \sum_{n \in I_{i}} \delta_{n} \vec{e}_{n}: \text { each } \alpha_{j}>0 \text { and each } \delta_{n}>0\right\} \tag{*}
\end{equation*}
$$

To see this, let $k \in\{1,2, \ldots, m\}$ and let $\epsilon>0$. Choose $\vec{x} \in \mathbb{N}^{v}$ such that $\vec{y}=$ $A \vec{x} \in \mathbb{N}^{u}$ and, if $i \in I_{r}$ and $j \in I_{s}$, then $1-\epsilon<\frac{y_{j}}{y_{i}}<1+\epsilon$ if $r=s$ and $\frac{y_{j}}{y_{i}}<\epsilon$ if $r<s$. Pick $l \in I_{k}$. For $j \in\{1,2, \ldots, v\}$, let $\alpha_{j}=\frac{x_{j}}{y_{l}}$, noting that $\alpha_{j}>0$. For $n \in \bigcup_{i=1}^{k-1} I_{i}$, let $\delta_{n}=\frac{y_{n}}{y_{l}}$. Observe that $\sum_{j=1}^{v} \alpha_{j} \vec{c}_{j}=\frac{1}{y_{l}} A \vec{x}=\frac{1}{y_{l}} \vec{y}$ and that $\sum_{i=1}^{k-1} \sum_{n \in I_{i}} \delta_{n} \vec{e}_{n}=\frac{1}{y_{l}}\left\langle y_{1}, y_{2}, \ldots, y_{r}, 0,0, \ldots, 0\right\rangle$ where $r=\max I_{k-1}$. So $\sum_{i=1}^{k-1} \sum_{n \in I_{i}} \delta_{n} \vec{e}_{n}=\sum_{j=1}^{v} \alpha_{j} \vec{c}_{j}-\sum_{i=1}^{k-1} \sum_{n \in I_{i}} \delta_{n} \vec{e}_{n}-\sum_{n \in I_{k}} \vec{e}_{n}=\vec{z}$ where

$$
z_{n}= \begin{cases}\frac{y_{n}}{y_{l}} & \text { if } n \in \bigcup_{i=k+1}^{m} I_{i} \\ \frac{y_{n}}{y_{l}}-1 & \text { if } n \in I_{k} \\ 0 & \text { if } n \in \bigcup_{i=1}^{k-1} I_{i}\end{cases}
$$

Since $\left|z_{n}\right|<\epsilon$ for each $n \in\{1,2, \ldots, u\}$, we have established (*).

By Corollary 15.23 .7 and Lemma $15.23 .1,(*)$ implies that there exist nonnegative $g_{j, k} \in \mathbb{Q}$ for $j \in\{1,2, \ldots, v\}$ and nonnegative $b_{n, k}$ for $n \in \bigcup_{i=1}^{k-1} I_{i}$ such that

$$
\begin{equation*}
\sum_{n \in I_{k}} \vec{e}_{n}=\sum_{j=1}^{v} g_{j, k} \vec{c}_{j}-\sum_{i=1}^{k-1} \sum_{n \in I_{i}} b_{n, k} \vec{e}_{n} \tag{**}
\end{equation*}
$$

For $n \in I_{k}$, let $b_{n, k}=1$ and for $n \in \bigcup_{i=k+1}^{m} I_{i}$, let $b_{n, k}=0$. Let $B$ denote the $u \times m$ matrix whose entry in row $n$ and column $k$ is $b_{n, k}$. Then, for each $k \in\{1,2, \ldots, m\}$, the entries in the $k^{\text {th }}$ column of $B$ are 1 in the rows indexed by integers in $I_{k}$ and 0 in subsequent rows. So $B$ is a first entries matrix over $\mathbb{Q}$ with nonnegative entries and all first entries equal to 1 .

Let $G$ denote the $v \times m$ matrix whose entry in row $j$ and column $k$ is $g_{j, k}$. Then $G$ is a matrix over $\mathbb{Q}$ with nonnegative entries. For each $k \in\{1,2, \ldots, m\}, \sum_{j=1}^{v} g_{j, k} \vec{c}_{j}$ is the $k^{\text {th }}$ row of the matrix $A G$. Since $\sum_{i=1}^{k-1} \sum_{n} \in I_{i} b_{n, k} \vec{e}_{n}+\sum_{n \in I_{k}} \vec{e}_{n}$ is the $k^{\text {th }}$ column of $B$, it follows from $(* *)$ that $A G=B$. Now pick $c \in \mathbb{N}$ such that all entries of $c G$ and all entries of $c B$ are integers and replace $G$ by $c G$ and replace $B$ by $c B$. It may happen that $G$ has some row equal to $\overrightarrow{0}$. In this case, pick $\vec{d} \in \mathbb{N}^{v}$ such that the entries of $A \vec{d}$ are all positive integers (which one may do since $A$ is image partition regular over $\mathbb{N})$. Letting $G^{\prime}=(G \vec{d})$ and $B^{\prime}=A G^{\prime}$ we have that $B^{\prime}$ is a first entries matrix with all first entries equal to $c$.
(g) implies (c). Let $G$ and $B$ be as guaranteed by (g). Given $\vec{y} \in \mathbb{N}^{m}$, let $\vec{x}=G \vec{y}$. Since the entries of $G$ come from $\omega$ and no row of $G$ is $\overrightarrow{0}$, we have that $\vec{x} \in \mathbb{N}^{v}$.
(c) implies (d). Given $B$, let $d \in \mathbb{N}$ be a common multiple of the denominators in entries of $B$ and let $C=B d$. Given $\vec{y}$, let $\vec{z}=d \vec{y}$ and pick $\vec{x}$ such that $A \vec{x}=$ $B \vec{z}=C \vec{y}$.
(d) implies (e). Let $C$ be given as guaranteed by (d). By Lemma 15.14, there is an $m \times m$ matrix $E$ for which $D=C E$ has entries from $\omega$ and also satisfies the first entries condition. Given $\vec{y} \in \mathbb{N}^{m}$, we define $\vec{z} \in \mathbb{N}^{m}$ by $\vec{z}=E \vec{y}$. Pick $\vec{x} \in \mathbb{N}^{v}$ such that $A \vec{x}=C \vec{z}$. Then $C \vec{z}=C E \vec{y}=D \vec{y}$.
(e) implies (f). Let $D$ be given as guaranteed by (e). For each $j \in\{1,2, \ldots, m\}$, pick $w_{j} \in \mathbb{N}$ such that for any $i \in\{1,2, \ldots, v\}$ if

$$
j=\min \left\{t \in\{1,2, \ldots, m\}: d_{i, t} \neq 0\right\}
$$

then $d_{i, j}=w_{j}$. (That is, $w_{j}$ is the first entry associated with column $j$, if there are any first entries in column $j$.) Let $c$ be a common multiple of $\left\{w_{1}, w_{2}, \ldots, w_{m}\right\}$. Define the $u \times m$ matrix $E$ by, for $(i, j) \in\{1,2, \ldots, u\} \times\{1,2, \ldots, m\}, e_{i, j}=$ $\left(c / w_{j}\right) d_{i, j}$. Now, given $\vec{y} \in \mathbb{N}^{m}$, we define $\vec{z} \in \mathbb{N}^{m}$ by, for $j \in\{1,2, \ldots, m\}$, $z_{j}=\left(c / w_{j}\right) y_{j}$. Then $D \vec{z}=E \vec{y}$.
(f) implies (h). Let $E$ be as guaranteed by (f) and let $C$ be a central set in $\mathbb{N}$. Pick by Theorem 15.5 some $\vec{y} \in \mathbb{N}^{m}$ such that $E \vec{y} \in C^{u}$ and pick $\vec{x} \in \mathbb{N}^{v}$ such that $A \vec{x}=E \vec{y}$.
(h) implies (i). Pick $d \in \mathbb{N}$ such that all entries of $d A$ are in $\mathbb{Z}$. We claim that for every central set $C$ in $\mathbb{N}$, there exists $\vec{x} \in \mathbb{N}^{v}$ such that $d A \vec{x} \in C^{u}$. By Lemma 15.23.2, $\left(\frac{1}{d} C \cap \mathbb{N}\right)$ is central, so pick $\vec{x} \in \mathbb{N}^{v}$ such that $A \vec{x} \in\left(\frac{1}{d} C \cap \mathbb{N}\right)^{u}$. Then $d A \vec{x} \in C^{u}$.

Let $C$ be a central subset of $\mathbb{N}$ and pick a minimal idempotent $p \in \beta \mathbb{N}$ such that $C \in p$. Define $\varphi: \mathbb{N}^{v} \rightarrow \mathbb{Z}^{u}$ by $\varphi(\vec{x})=d A \vec{x}$ and let $\widetilde{\varphi}: \beta\left(\mathbb{N}^{v}\right) \rightarrow(\beta \mathbb{Z})^{u}$ be its continuous extension. Now $d p$ is a minimal idempotent by Lemma 15.23.2. Define $\overline{d p}=(d p, d p, \ldots, d p)^{T}$ and pick by Lemma 15.23.3, a minimal idempotent $q \in \beta\left(\mathbb{N}^{v}\right)$ such that $\widetilde{\varphi}(q)=\overline{d p}$. Now $\times_{i=1}^{u} \overline{d C}$ is a neighborhood of $\overline{d p}$ so pick $B \in q$ such that $\widetilde{\varphi}[\bar{B}] \subseteq \times_{i=1}^{u} \overline{d C}$.

Then $B \subseteq\left\{\vec{x} \in \mathbb{N}^{v}: A \vec{x} \in C^{u}\right\}$, so $\left\{\vec{x} \in \mathbb{N}^{v}: A \vec{x} \in C^{u}\right\}$ is central in $\mathbb{N}^{v}$.
(i) implies (a). This is trivial.

Next we show that statements (b) and (j) can be added to the list of equivalent statements.
(g) implies (b). Let $G, B$, and $c$ be as guaranteed by (g). For each $i \in\{1,2, \ldots, v\}$, let $k_{i}$ be the first nonzero entry in row $i$ of $G$, let $s_{i}=\frac{c}{k_{i}}$ and $t_{i}=\frac{1}{s_{i}}$. Let

$$
S=\left(\begin{array}{cccc}
s_{1} & 0 & \cdots & 0 \\
0 & s_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & s_{v}
\end{array}\right)
$$

and let $I$ be the $u \times u$ identity matrix. Then $M=\left(A S^{-1}-I\right)$ and

$$
M\binom{S G}{B}=B-B=\mathbf{O}
$$

Also $S G$ is a first entries matrix with all first entries equal to $c$ and so $\binom{S G}{B}$ is a $(u+v) \times m$ first entries matrix. To see that $M$ is kernel partition regular, let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} C_{i}$. Pick $i \in\{1,2, \ldots, r\}$ such that $C_{i}$ is central and pick by Theorem 15.5 some $\vec{x} \in \mathbb{N}^{m}$ such that

$$
\vec{y}=\binom{S G}{B} \vec{x} \in C_{i}^{u+v}
$$

Then $M \vec{y}=\overrightarrow{0}$.
(b) implies (c). By Theorem $15.20 M$ satisfies the columns condition over $\mathbb{Q}$. Thus by Lemma 15.15, there exist some $m \in\{1,2, \ldots, u+v\}$ and a $(u+v) \times m$ matrix $F$ with entries from $\omega$ which satisfies the first entries condition such that $M F=\mathbf{O}$, the $u \times m$ matrix whose entries are all zero. Let $S$ denote the diagonal $v \times v$ matrix whose diagonal entries are $t_{1}, t_{2}, \ldots, t_{v}$. Then $M$ can be written in block form as $(A S-I)$ and $F$ can be written in block form as $\binom{G}{H}$, where $I$ denotes the $u \times u$ identity matrix
and $G$ and $H$ denote $v \times m$ and $u \times m$ matrices respectively. We observe that $G$ and $H$ are first entries matrices and that $A S G=H$, because $M F=\mathbf{O}$. We can choose $d \in \mathbb{N}$ such that all the entries of $d S G$ are in $\omega$. Let $B=d H$. Then $B$ is a first entries matrix. Let $\vec{y} \in \mathbb{N}^{m}$ be given and let $\vec{x}=d S G \vec{y}$. Then $A \vec{x}=B \vec{y}$ as required.
(g) implies ( j ). Let $G, B$, and $c$ be as guaranteed by (g) and let $\vec{r} \in \mathbb{Q}^{v} \backslash\{\overrightarrow{0}\}$. If $\vec{r} G \neq \overrightarrow{0}$, we can choose $b \in \mathbb{Q}$ such that the first entry of $b \vec{r} G$ is $c$. If $\vec{r} G=\overrightarrow{0}$, we can choose $\vec{c} \in \mathbb{N}^{v}$ such that $\vec{r} \cdot \vec{c} \neq 0$ and add $\vec{c}$ to $G$ as a new final column. In this case, we choose $b \in \mathbb{Q}$ such that $b \vec{r} \cdot \vec{c}=c$. In either case, let $C=\binom{b \vec{r}}{A} G$. Then $C$ is a first entries matrix with rational entries and all first entries equal to $c$. Pick $d \in \mathbb{N}$ such that all entries of $d C$ are integers. Pick by Lemma 15.14, a first entries matrix $E$ such that $d C E$ is a first entries matrix with entries from $\omega$. Then $\binom{b \vec{r}}{A} d G E=d C E$ so $\binom{b \vec{r}}{A}$ satisfies statement (g).
(j) implies (a). This is trivial.

Finally, we show that we can add statements (k), (l), and (m) to the list of equivalent statements.
(c) implies (k). Let $B$ be as guaranteed by (c) and let $\vec{c} \in \mathbb{Q}^{u}$ be given. Let $A^{\prime}=(A \vec{c})$. Let $B^{\prime}=(B \vec{c})$. Then $B^{\prime}$ is a first entries matrix. We claim that for each $\vec{z} \in \mathbb{N}^{m+1}$ there exists $\vec{w}$ in $\mathbb{N}^{v+1}$ such that $A^{\prime} \vec{w}=B^{\prime} \vec{z}$. So let $\vec{z} \in \mathbb{N}^{m+1}$ be given and let $\vec{y}$ consist of the first $m$ entries of $\vec{z}$. Pick $\vec{x}$ in $\mathbb{N}^{v}$ such that $A \vec{x}=B \vec{y}$, let the first $v$ entries of $\vec{w}$ consist of the entries of $\vec{x}$ and let $w_{v+1}=z_{m+1}$. Thus $A^{\prime}$ satisfies statement (c).
(k) implies (a). This is trivial.
(a) implies (l). Let $m \in \mathbb{N}$ be given and let $\phi_{1}, \phi_{2}, \ldots, \phi_{m}$ be nonzero linear mappings from $\mathbb{Q}^{v}$ to $\mathbb{Q}$, For each $i \in\{1,2, \ldots, m\}$, pick $\vec{r}_{i} \in \mathbb{Q}^{v} \backslash\{\overrightarrow{0}\}$ such that for each $\vec{x} \in \mathbb{Q}^{v}, \phi_{i}(\vec{x})=\overrightarrow{r_{i}} \cdot \vec{x}$. Applying the fact that statements (a) and (j) are equivalent $m$ times in succession, pick $b_{1}, b_{2}, \ldots, b_{m}$ in $\mathbb{Q} \backslash\{0\}$ such that

$$
B=\left(\begin{array}{c}
b_{m} \overrightarrow{r_{m}} \\
\vdots \\
b_{1} \overrightarrow{r_{1}} \\
A
\end{array}\right)
$$

is image partition regular over $\mathbb{N}$. Now let $C$ be a central subset of $\mathbb{N}$. By the fact that statement (a) implies statement (i), we have that $\left\{\vec{x} \in \mathbb{N}^{v}: B \vec{x} \in C^{u+m}\right\}$ is central in $\mathbb{N}^{v}$.
(l) implies (m). For $i \neq j$ in $\{1,2, \ldots, v\}$, let $\phi_{i, j}$ be the linear mapping from $\mathbb{Q}^{v}$ to $\mathbb{Q}$ taking $\vec{x}$ to $x_{i}-x_{j}$. For $i \neq j$ in $\{1,2, \ldots, u\}$, if row $i$ of $A$ is not equal to row $j$ of $A$, let $\psi_{i, j}$ be the linear mapping from $\mathbb{Q}^{v}$ to $\mathbb{Q}$ taking $\vec{x}$ to $\sum_{t=1}^{v}\left(a_{i, t}-a_{j, t}\right) \cdot x_{t}$. Applying statement (l) to the set $\left\{\phi_{i, j}: i \neq j\right.$ in $\left.\{1,2, \ldots, v\}\right\} \cup\left\{\psi_{i, j}: i \neq j\right.$ in $\{1,2, \ldots, u\}$ and row $i$ of $A$ is not equal to row $j$ of $A\}$, we reach the desired conclusion.
(m) implies (a). This is trivial.

Notice that a matrix like $\left(\begin{array}{ll}1 & 2 \\ 2 & 1\end{array}\right)$ is trivially image partition regular because the row sums are constant. Statement (m) of Theorem 15.24 guarantees that any such matrix is also nontrivially image partition regular.

Statement (b) of Theorem 15.24 is a computable condition. We illustrate its use by determining whether the matrices

$$
\left(\begin{array}{ll}
3 & 1 \\
2 & 3
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
1 & -1 \\
3 & 2 \\
4 & 6
\end{array}\right)
$$

are image partition regular over $\mathbb{N}$.
Consider the matrix

$$
\left(\begin{array}{cccc}
3 s_{1} & 1 s_{2} & -1 & 0 \\
2 s_{1} & 3 s_{2} & 0 & -1
\end{array}\right)
$$

where $s_{1}$ and $s_{2}$ are positive rationals. One quickly sees that the only possible choice for a set $I_{1}$ of columns summing to $\overrightarrow{0}$ is $I_{1}=\{1,2,3,4\}$ and then, solving the equations

$$
\begin{array}{r}
3 s_{1}+s_{2}=1 \\
2 s_{1}+3 s_{2}=1
\end{array}
$$

one gets $s_{1}=2 / 7$ and $s_{2}=1 / 7$ and one has established that

$$
\left(\begin{array}{ll}
3 & 1 \\
2 & 3
\end{array}\right)
$$

is image partition regular.
Now consider the matrix

$$
\left(\begin{array}{ccccc}
1 s_{1} & -1 s_{2} & -1 & 0 & 0 \\
3 s_{1} & 2 s_{2} & 0 & -1 & 0 \\
4 s_{1} & 6 s_{2} & 0 & 0 & -1
\end{array}\right)
$$

where again $s_{1}$ and $s_{2}$ are positive rationals. By a laborious consideration of cases one sees that the only non zero choices for $s_{1}$ and $s_{2}$ which make this matrix satisfy the columns condition are $s_{1}=3 / 5$ and $s_{2}=-2 / 5$. Consequently,

$$
\left(\begin{array}{cc}
1 & -1 \\
3 & 2 \\
4 & 6
\end{array}\right)
$$

is not image partition regular.

Exercise 15.4.1. Prove that the matrix

$$
\left(\begin{array}{ccc}
2 & 0 & 0 \\
4 & 1 & -9 \\
2 & -2 & 3
\end{array}\right)
$$

is image partition regular.

Exercise 15.4.2. Let $A$ be a $u \times v$ matrix with entries from $\omega$. Prove that $A$ is image partition regular over $(\mathbb{N},+)$ if and only if $A$ is image partition regular over $(\mathbb{N}, \cdot)$. (Hint: Consider the proof of Theorem 15.17.)

Exercise 15.4.3. Let $u \in \mathbb{N}$, let $0<\epsilon<\frac{1}{4}$, let $\vec{y} \in \mathbb{N}^{u}$, and assume that if $i, j \in$ $\{1,2, \ldots, u\}$ and $y_{j}>y_{i}$, then either $\frac{y_{j}}{y_{i}}<1+\epsilon$, or $\frac{y_{j}}{y_{i}}>\frac{1}{\epsilon}$. Define a relation $\approx$ on $\{1,2, \ldots, u\}$ by putting $i \approx j$ if and only if $1-\epsilon<\frac{y_{j}}{y_{i}}<1+\epsilon$. Prove that $\approx$ is an equivalence relation. (Hint: $\epsilon<(1-\epsilon)^{2}$ and $(1+\epsilon)^{2}<\frac{1}{\epsilon}$.)

### 15.5 Matrices with Entries from Fields

In the general situation where one is dealing with arbitrary commutative semigroups, we restricted our coefficients to have entries from $\omega$. In the case of $(\mathbb{N},+)$, we allowed the entries of matrices to come from $\mathbb{Q}$. There is another natural setting in which the entries of a coefficient matrix can be allowed to come from other sets. This is the case in which the semigroup is a vector space over a field. We show here that the appropriate analogue of the first entries condition is sufficient for image partition regularity in this case, and that the appropriate analogue of the columns condition is sufficient for kernel partition regularity. We also show that in the case of a vector space over a finite field, the columns condition is also necessary for kernel partition regularity.

We begin by generalizing the notion of the first entries condition from Definition 15.2.

Definition 15.25. Let $F$ be a field, let $u, v \in \mathbb{N}$, and let $A$ be a $u \times v$ matrix with entries from $F$. Then $A$ satisfies the first entries condition over $F$ if and only if no row of $A$ is $\overrightarrow{0}$ and whenever $i, j \in\{1,2, \ldots, u\}$ and

$$
k=\min \left\{t \in\{1,2, \ldots, v\}: a_{i, t} \neq 0\right\}=\min \left\{t \in\{1,2, \ldots, v\}: a_{j, t} \neq 0\right\}
$$

then $a_{i, k}=a_{j, k}$. An element $b$ of $F$ is a first entry of $A$ if and only if there is some row $i$ of $A$ such that $b=a_{i, k}$ where $k=\min \left\{t \in\{1,2, \ldots, v\}: a_{i, t} \neq 0\right\}$, in which case $b$ is the first entry of $A$ from column $k$.

Notice that the notion of "first entries condition" from Definition 15.2 and the special case of Definition 15.25 in which $F=\mathbb{Q}$ are not exactly the same since there is no requirement in Definition 15.25 that the first entries be positive (as this has no meaning in many fields).

We now consider vector spaces $V$ over arbitrary fields. We shall be dealing with vectors (meaning ordered $v$-tuples) each of whose entries is a vector (meaning a member of $V$ ). We shall use bold face for the members of $V$ and continue to represent $v$-tuples by an arrow above the letter.

The following theorem is very similar to Theorem 15.5 and so is its proof. (The main difference is that given a vector space $V$ over a field $F$ and $d \in F \backslash\{0\}$, one has $d V=V$ so that $d V$ is automatically central* in $(V,+)$.) Accordingly, we leave the proof as an exercise.

Theorem 15.26. Let $F$ be a field and let $V$ be an infinite vector space over $F$. Let $u, v \in \mathbb{N}$ and let $A$ be a $u \times v$ matrix with entries from $F$ which satisfies the first entries condition over $F$. Let $C$ be central in $(V,+)$. Then there exist sequences $\left\langle\mathbf{x}_{1, n}\right\rangle_{n=1}^{\infty},\left\langle\mathbf{x}_{2, n}\right\rangle_{n=1}^{\infty}, \ldots,\left\langle\mathbf{x}_{v, n}\right\rangle_{n=1}^{\infty}$ in $V$ such that for every $G \in \mathcal{P}_{f}(\mathbb{N}), \overrightarrow{\mathbf{x}}_{G} \in$ $(V \backslash\{\mathbf{0}\})^{v}$ and $A \overrightarrow{\mathbf{x}}_{G} \in C^{u}$, where

$$
\overrightarrow{\mathbf{x}}_{G}=\left(\begin{array}{c}
\sum_{n \in G} \mathbf{x}_{1, n} \\
\sum_{n \in G} \mathbf{x}_{2, n} \\
\vdots \\
\sum_{n \in G} \mathbf{x}_{v, n}
\end{array}\right) .
$$

Proof. This is Exercise 15.5.1.
The assertion that $V$ is an infinite vector space over $F$ reduces, of course, to the assertion that either $F$ is infinite and $V$ is nontrivial or $V$ is infinite dimensional over $F$.

Corollary 15.27. Let $F$ be a field and let $V$ be an infinite vector space over $F$. Let $u, v \in \mathbb{N}$ and let $A$ be a $u \times v$ matrix with entries from $F$ which satisfies the first entries condition over $F$. Then $A$ is strongly image partition regular over $V$. That is, whenever $r \in \mathbb{N}$ and $V \backslash\{0\}=\bigcup_{i=1}^{r} E_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\overrightarrow{\mathbf{x}} \in(V \backslash\{\mathbf{0}\})^{v}$ such that $A \overrightarrow{\mathbf{x}} \in E_{i}{ }^{u}$.

Proof. We first observe that $\{\mathbf{0}\}$ is not central in $(V,+)$. To see this, note that by Corollary $4.33, V^{*}$ is an ideal of $(\beta V,+)$ so that all minimal idempotents are in $V^{*}$. Consequently one may choose $i \in\{1,2, \ldots, r\}$ such that $E_{i}$ is central in $(V,+)$. Pick, by Theorem 15.26 some $\overrightarrow{\mathbf{x}} \in(V \backslash\{\mathbf{0}\})^{v}$ with $A \overrightarrow{\mathbf{x}} \in E_{i}{ }^{u}$.

Now we turn our attention to kernel partition regularity. We extend the definition of the columns condition to apply to matrices with entries from an arbitrary field.

Definition 15.28. Let $F$ be a field, let $u, v \in \mathbb{N}$, let $C$ be a $u \times v$ matrix with entries from $F$, and let $\overrightarrow{c_{1}}, \overrightarrow{c_{2}}, \ldots, \overrightarrow{c_{v}}$ be the columns of $C$. The matrix $C$ satisfies the columns condition over $F$ if and only if there exist $m \in \mathbb{N}$ and $I_{1}, I_{2}, \ldots, I_{m}$ such that
(1) $\left\{I_{1}, I_{2}, \ldots, I_{m}\right\}$ is a partition of $\{1,2, \ldots, v\}$.
(2) $\sum_{i \in I_{1}} \vec{c}_{i}=\overrightarrow{0}$.
(3) If $m>1$ and $t \in\{2,3, \ldots, m\}$, let $J_{t}=\bigcup_{j=1}^{t-1} I_{j}$. Then there exist $\left\langle\delta_{t, i}\right\rangle_{i \in J_{t}}$ in $F$ such that $\sum_{i \in I_{t}} \vec{c}_{i}=\sum_{i \in J_{t}} \delta_{t, i} \cdot \vec{c}_{i}$.

Note that Definitions 15.13 and 15.28 agree in the case that $F=\mathbb{Q}$.
Theorem 15.29. Let $F$ be a field, let $V$ be an infinite vector space over $F$, let $u, v \in \mathbb{N}$, and let $C$ be a $u \times v$ matrix with entries from $F$ that satisfies the columns condition over $F$. Then $C$ is kernel partition regular over $V$. That is, whenever $r \in \mathbb{N}$ and $V \backslash\{\mathbf{0}\}=\bigcup_{i=1}^{r} E_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and $\overrightarrow{\mathbf{x}} \in E_{i}^{v}$ such that $C \overrightarrow{\mathbf{x}}=\overrightarrow{\mathbf{0}}$.

Proof. Pick $m \in \mathbb{N}, I_{1}, I_{2}, \ldots, I_{m}$, and for $t \in\{2,3, \ldots, m\}, J_{t}$ and $\left\langle\delta_{t, i}\right\rangle_{i \in J_{t}}$ as guaranteed by the definition of the columns condition.

Define the $v \times m$ matrix $B$ by, for $(i, t) \in\{1,2, \ldots, v\} \times\{1,2, \ldots, m\}$,

$$
b_{i, t}= \begin{cases}-\delta_{t, i} & \text { if } i \in J_{t} \\ 1 & \text { if } i \in I_{t} \\ 0 & \text { if } i \notin \bigcup_{j=1}^{t} I_{j}\end{cases}
$$

We observe that $B$ satisfies the first entries condition. We also observe that $C B=\mathbf{O}$. (Indeed, let $j \in\{1,2, \ldots, u\}$ and $t \in\{1,2, \ldots, m\}$. If $t=1$, then $\sum_{i=1}^{v} c_{j, i}$. $b_{i, t}=\sum_{i \in I_{1}} c_{j, i}=0$ and if $t>1$ then $\sum_{i=1}^{v} c_{j, i} \cdot b_{i, t}=\sum_{i \in J_{t}}-\delta_{t, i} \cdot c_{j, i}+$ $\sum_{i \in I_{t}} c_{j, i}=0$.)

Now let $r \in \mathbb{N}$ and let $V \backslash\{\mathbf{0}\}=\bigcup_{i=1}^{r} E_{i}$. Pick by Corollary 15.27 some $i \in$ $\{1,2, \ldots, r\}$ and $\overrightarrow{\mathbf{y}} \in(V \backslash\{\mathbf{0}\})^{m}$ such that $B \overrightarrow{\mathbf{y}} \in E_{i}{ }^{v}$. Let $\overrightarrow{\mathbf{x}}=B \overrightarrow{\mathbf{y}}$. Then $C \overrightarrow{\mathbf{x}}=$ $C B \overrightarrow{\mathbf{y}}=\mathbf{O} \overrightarrow{\mathbf{y}}=\overrightarrow{\mathbf{0}}$.

We see that in the case that $F$ is a finite field, we in fact have a characterization of kernel partition regularity.

Theorem 15.30. Let $F$ be a finite field, let $u, v \in \mathbb{N}$, and let $C$ be a $u \times v$ matrix with entries from $F$. The following statements are equivalent:
(a) For each $r \in \mathbb{N}$ there is some $n \in \mathbb{N}$ such that whenever $V$ is a vector space of dimension at least $n$ over $F$ and $V \backslash\{\mathbf{0}\}=\bigcup_{i=1}^{r} E_{i}$ there exist some $i \in$ $\{1,2, \ldots, r\}$ and some $\overrightarrow{\mathbf{x}} \in E_{i}{ }^{v}$ such that $C \overrightarrow{\mathbf{x}}=\overrightarrow{\mathbf{0}}$.
(b) The matrix $C$ satisfies the columns condition over $F$.

Proof. (a) implies (b). Let $r=|F|-1$ and pick $n \in \mathbb{N}$ such that whenever $V$ is a vector space of dimension at least $n$ over $F$ and $V \backslash\{\mathbf{0}\}=\bigcup_{i=1}^{r} E_{i}$ there exist some $i \in\{1,2, \ldots, r\}$ and some $\overrightarrow{\mathbf{x}} \in E_{i}{ }^{v}$ such that $C \overrightarrow{\mathbf{x}}=\overrightarrow{\mathbf{0}}$.

Let $V=\times_{i=1}^{n} F$. Since in this case we will be working with $v$-tuples of $n$-tuples, let us establish our notation. Given $\overrightarrow{\mathbf{x}} \in V^{v}$, we write

$$
\overrightarrow{\mathbf{x}}=\left(\begin{array}{c}
\mathbf{x}_{1} \\
\mathbf{x}_{2} \\
\vdots \\
\mathbf{x}_{v}
\end{array}\right)
$$

and given $i \in\{1,2, \ldots, v\}, \mathbf{x}_{i}=\left(\mathbf{x}_{i}(1), \mathbf{x}_{i}(2), \ldots, \mathbf{x}_{i}(n)\right)$.
We color $V$ according to the value of its first nonzero coordinate. For each $\mathbf{x} \in$ $V \backslash\{\mathbf{0}\}$, let $\gamma(\mathbf{x})=\min \{i \in\{1,2, \ldots, n\}: \mathbf{x}(i) \neq 0\}$. For each $\alpha \in F \backslash\{0\}$, let $E_{\alpha}=\{\mathbf{x} \in V \backslash\{\mathbf{0}\}: \mathbf{x}(\gamma(\mathbf{x}))=\alpha\}$. Pick some $\alpha \in F \backslash\{0\}$ and some $\overrightarrow{\mathbf{x}} \in E_{\alpha}{ }^{v}$ such that $C \overrightarrow{\mathbf{x}}=\overrightarrow{\mathbf{0}}$.

Let $D=\left\{\gamma\left(\mathbf{x}_{i}\right): i \in\{1,2, \ldots, v\}\right\}$ and let $m=|D|$. Enumerate $D$ in increasing order as $\left\{d_{1}, d_{2}, \ldots, d_{m}\right\}$. For each $t \in\{1,2, \ldots, m\}$, let $I_{t}=\{i \in\{1,2, \ldots, v\}$ : $\left.\gamma\left(\mathbf{x}_{i}\right)=d_{t}\right\}$. For $t \in\{2,3, \ldots, m\}$, let $J_{t}=\bigcup_{j=1}^{t-1} I_{j}$ and for $i \in J_{t}$, let $\delta_{t, i}=$ $-\mathbf{x}_{i}\left(d_{t}\right) \cdot \alpha^{-1}$.

To see that these are as required for the columns condition, we first show that $\sum_{i \in I_{1}} \vec{c}_{i}=\overrightarrow{0}$. To this end, let $j \in\{1,2, \ldots, u\}$ be given. We show that $\sum_{i \in I_{1}} c_{j, i}=$ 0 . Now $C \overrightarrow{\mathbf{x}}=\overrightarrow{\mathbf{0}}$ so $\sum_{i=1}^{v} c_{j, i} \cdot \mathbf{x}_{i}=\mathbf{0}$ so in particular, $\sum_{i=1}^{v} c_{j, i} \cdot \mathbf{x}_{i}\left(d_{1}\right)=0$. Now if $i \in\{1,2, \ldots, v\} \backslash I_{1}$, then $d_{1}<\gamma\left(\mathbf{x}_{i}\right)$ so $\mathbf{x}_{i}\left(d_{1}\right)=0$. Thus $0=\sum_{i \in I_{1}} c_{j, i} \cdot \mathbf{x}_{i}\left(d_{1}\right)=$ $\alpha \cdot \sum_{i \in I_{1}} c_{j, i}$ so $\sum_{i \in I_{1}} c_{j, i}=0$.

Now assume $m>1$ and $t \in\{2,3, \ldots, m\}$. To see that $\sum_{i \in I_{t}} \vec{c}_{i}=\sum_{i \in J_{t}} \delta_{t, i} \cdot \overrightarrow{c_{i}}$, we again let $j \in\{1,2, \ldots, u\}$ be given and show that $\sum_{i \in I_{t}} c_{j, i}=\sum_{i \in J_{t}} \delta_{t, i} \cdot c_{j, i}$. Then $\sum_{i=1}^{v} c_{j, i} \cdot \mathbf{x}_{i}=\mathbf{0}$ so in particular, $\sum_{i=1}^{v} c_{j, i} \cdot \mathbf{x}_{i}\left(d_{t}\right)=0$. If $i \in\{1,2, \ldots, v\} \backslash$ $\left(I_{t} \cup J_{t}\right)$, then $\mathbf{x}_{i}\left(d_{t}\right)=0$ so $0=\sum_{i \in I_{t}} c_{j, i} \cdot \mathbf{x}_{i}\left(d_{t}\right)+\sum_{i \in J_{t}} c_{j, i} \cdot \mathbf{x}_{i}\left(d_{t}\right)=$ $\sum_{i \in I_{t}} c_{j, i} \cdot \alpha+\sum_{i \in J_{t}} c_{j, i} \cdot\left(-\delta_{t, i} \cdot \alpha\right)$. Thus $\alpha \cdot \sum_{i \in I_{t}} c_{j, i}=\alpha \cdot \sum_{i \in J_{t}} c_{j, i} \cdot \delta_{t, i}$ and so $\sum_{i \in I_{t}} c_{j, i}=\sum_{i \in J_{t}} c_{j, i} \cdot \delta_{t, i}$ as required.
(b) implies (a). We use a standard compactness argument. Let $r \in \mathbb{N}$ and suppose the conclusion fails. For each $n \in \mathbb{N}$ let $V_{n}=\left\{\mathbf{x} \in \times_{i=1}^{\infty} F\right.$ : for each $i>n, \mathbf{x}(i)=$ $0\}$. Then for each $n, V_{n}$ is an $n$-dimensional vector space over $F$ and $V_{n} \subseteq V_{n+1}$.

Now given any $n \in \mathbb{N}$, there is a vector space $V$ of dimension at least $n$ over $F$ for which there exist $E_{1}, E_{2}, \ldots, E_{r}$ with $V \backslash\{0\}=\bigcup_{i=1}^{r} E_{i}$ such that for each $i \in\{1,2, \ldots, r\}$ and each $\overrightarrow{\mathbf{x}} \in E_{i}{ }^{v}, C \overrightarrow{\mathbf{x}} \neq \overrightarrow{\mathbf{0}}$. The same assertion holds for any $n$-dimensional subspace of $V$ as well. Thus we can assume that we have some $\varphi_{n}$ : $V_{n} \backslash\{\mathbf{0}\} \rightarrow\{1,2, \ldots, r\}$ such that for any $i \in\{1,2, \ldots, r\}$ and any $\overrightarrow{\mathbf{x}} \in\left(\varphi_{n}{ }^{-1}[\{i\}]\right)^{v}$, $C \overrightarrow{\mathbf{x}} \neq \overrightarrow{\mathbf{0}}$.

Choose an infinite subset $A_{1}$ of $\mathbb{N}$ so that for $n, m \in A_{1}$ one has $\varphi_{n \mid V_{1} \backslash\{0\}}=$ $\varphi_{m \mid V_{1} \backslash\{0\}}$. Inductively, given $A_{t-1}$, choose an infinite subset $A_{t}$ of $A_{t-1}$ with min $A_{t} \geq t$ such that for $n, m \in A_{t}$ one has $\varphi_{n} \mid V_{t} \backslash\{0\}=\varphi_{m \mid V_{t} \backslash\{0\}}$. For each $t$ pick $n(t) \in A_{t}$.

Let $V=\bigcup_{n=1}^{\infty} V_{n}$. Then $V$ is an infinite vector space over $F$. For $\mathbf{x} \in V \backslash\{\mathbf{0}\}$ pick the first $t$ such that $\mathbf{x} \in V_{t}$. Then $\mathbf{x} \in V_{t} \subseteq V_{n(t)}$ because $n(t) \in A_{t}$ and $\min A_{t} \geq t$. Define $\varphi(\mathbf{x})=\varphi_{n(t)}(\mathbf{x})$. By Theorem 15.29 pick $i \in\{1,2, \ldots, r\}$ and $\overrightarrow{\mathbf{x}} \in\left(\varphi^{-1}[\{i\}]\right)^{v}$ such that $C \overrightarrow{\mathbf{x}}=\overrightarrow{\mathbf{0}}$. Pick $t \in \mathbb{N}$ such that $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{v}\right\} \subseteq V_{t}$.

We claim that for each $j \in\{1,2, \ldots, v\}$ one has $\varphi_{n(t)}\left(\mathbf{x}_{j}\right)=i$. To see this, let $j \in\{1,2, \ldots, v\}$ be given and pick the least $s$ such that $\mathbf{x}_{j} \in V_{s}$. Then $n(s), n(t) \in A_{s}$ so $\varphi_{n(t)}\left(\mathbf{x}_{j}\right)=\varphi_{n(s)}\left(\mathbf{x}_{j}\right)=\varphi\left(\mathbf{x}_{j}\right)=i$. Thus $\overrightarrow{\mathbf{x}} \in\left(\varphi_{n(t)}{ }^{-1}[\{i\}]\right)^{v}$ and $C \overrightarrow{\mathbf{x}}=\overrightarrow{\mathbf{0}}$, a contradiction.

Of course any field is a vector space over itself. Thus Corollary 15.27 implies that, if $F$ is an infinite field, any matrix with entries from $F$ which satisfies the first entries condition over $F$ is strongly image partition regular over $F$.

Exercise 15.5.1. Prove Theorem 15.26 by suitably modifying the proof of Theorem 15.5.

### 15.6 Infinite Image Partition Regular Matrices

In this section we shall discuss infinite image partition regular matrices. We begin by extending the definition of image partition regularity to certain infinite matrices.

Definition 15.31. Let $u$ and $v$ be countable ordinals and let $M$ be a $u \times v$ matrix with entries from $\mathbb{Q}$ such that the number of nonzero entries in each row of $M$ is finite. We say that $M$ is image partition regular if, given any finite coloring of $\mathbb{N}$, there exists $\vec{x} \in \mathbb{N}^{v}$ such that all the entries of $M \vec{x}$ are monochromatic.

A simple example of an infinite partition regular matrix is

$$
A=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & \cdots \\
0 & 1 & 0 & 0 & \cdots \\
1 & 1 & 0 & 0 & \cdots \\
0 & 0 & 1 & 0 & \cdots \\
1 & 0 & 1 & 0 & \cdots \\
0 & 1 & 1 & 0 & \cdots \\
1 & 1 & 1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Here $A$ is a finite sums matrix. Its rows are all rows with entries from $\{0,1\}$ with finitely many 1 's (and at least one 1). That is, the assertion that the entries of $A \vec{x}$ are monochromatic is the same as the assertion that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is monochromatic.

It may be that a matrix $M$ is image partition regular for trivial reasons. For example, if all rows have the same sum, then any $\vec{x}$ with constant entries will have the entries of $M \vec{x}$ monochromatic. We introduce the following stronger concept to avoid such trivialities. (We would call this notion strongly image partition regular but that would conflict with Definition 15.9.)

Definition 15.32. Let $u$ and $v$ be countable ordinals and let $M$ be a $u \times v$ matrix with entries from $\mathbb{Q}$ such that the number of nonzero entries in each row of $M$ is finite. We say that $M$ is essentially image partition regular if, given any finite coloring of $\mathbb{N}$, there exists $\vec{x} \in \mathbb{N}^{v}$ such that all the entries of $M \vec{x}$ are monochromatic and any two entries are distinct if they correspond to unequal rows of $M$.

For finite matrices, image partition regularity and essential image partition regularity are equivalent, as shown in Theorem 15.24 (m). We shall see in Example 15.47 that this is not the case for infinite matrices.

The theory of infinite image partition regular matrices is far is less complete than that of finite image partition regular matrices. While Theorem 15.24 includes some useful characterizations of finite image partition regular matrices, one of which is computable, no useful characterization of infinite image partition regular matrices is known.

We know that, if $A$ is a finite $u \times v$ image partition regular matrix, then, given any central subset $C$ of $\mathbb{N}$, there exists $\vec{x} \in \mathbb{N}^{v}$ such that all the entries of $A \vec{x}$ are in $C$. We also know methods for generating new finite image partition regular matrices from others. For example, if $A$ is a finite image partition regular matrix and if $\vec{r} \in \mathbb{Q}^{v} \backslash\{\overrightarrow{0}\}$, then by Theorem $15.24(\mathrm{j})$, there exists $b \in \mathbb{Q}$ such that $\binom{b \vec{r}}{A}$ is image partition regular. If $A$ and $B$ are finite image partition regular matrices, then the matrix $\left(\begin{array}{ll}A & O \\ O & B\end{array}\right)$ is image partition regular. We shall see in Examples 15.44, 15.45, and 15.46 that none of these assertions remains true for infinite matrices.

Nevertheless, we shall see that it is possible to give a simple criterion guaranteeing that certain infinite matrices are image partition regular, as well as a simple criterion guaranteeing that some of these have solutions in every central subset of $\mathbb{N}$.

Theorem 15.33. Let $\left\langle a_{0}, a_{1}, \ldots, a_{k}\right\rangle$ be a finite sequence in $\mathbb{Z} \backslash\{0\}$ and let $a \in \mathbb{N}$. Let $h:(\beta \mathbb{Z})^{k+1} \rightarrow \beta \mathbb{Z}$ be defined by $h\left(p_{0}, p_{1}, \ldots, p_{k}\right)=a_{0} \cdot p_{0}+a_{1} \cdot p_{1}+\ldots+$ $a_{k} \cdot p_{k}$. Let $p$ be an idempotent in $\mathbb{N}^{*}$, let $q=h(p, p, \ldots, p)$, let $Q \in q$, and let $P \in p$. Then we can choose a sequence $\left\langle x_{n}\right\rangle_{n=0}^{\infty}$ in $P$ such that $x_{n}>2 a \sum_{i=0}^{n-1}\left|x_{i}\right|$ for every $n \in \mathbb{N}$ and whenever $F_{0}, F_{1}, \ldots, F_{k} \in \mathcal{P}_{f}(\omega)$ satisfy $\max F_{i}<\min F_{i+1}$ for every $i \in\{0,1, \ldots, k-1\}$, we have $h\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{k}} x_{t}\right) \in Q$.

Proof. For each $A \in p$, we put $A^{\star}=\{n \in A: n+p \in \bar{A}\}$. By Lemma 4.14, $A^{\star} \in p$ and, for each $n \in A^{\star},-n+A^{\star} \in p$.

For each $m \in\{0,1,2, \ldots, k-1\}$, let

$$
C_{m}=\left\{\left\langle x_{0}, x_{1}, x_{2}, \ldots, x_{m}\right\rangle \in P^{m+1}: h\left(x_{0}, x_{1}, x_{2}, \ldots, x_{m}, p, \ldots, p\right) \in \bar{Q}\right\}
$$

For each $m \in\{0,1,2, \ldots, k-2\}$ and $\left\langle x_{0}, x_{1}, x_{2}, \ldots, x_{m}\right\rangle \in C_{m}$, put

$$
B\left(x_{0}, x_{1}, x_{2}, \ldots, x_{m}\right)=\left\{x \in P: h\left(x_{0}, x_{1}, \ldots, x_{m}, x, p, \ldots, p\right\} \in \bar{Q}\right\}
$$

and if $\left\langle x_{0}, x_{1}, x_{2}, \ldots, x_{k-1}\right\rangle \in C_{k-1}$, put

$$
B\left(x_{0}, x_{1}, x_{2}, \ldots, x_{k-1}\right)=\left\{x \in P: h\left(x_{0}, x_{1}, \ldots, x_{k-1}, x\right\} \in Q\right\}
$$

Let $\rho_{x}$ and $\lambda_{x}$ refer to addition on the right and left by $x$ respectively in $\beta \mathbb{Z}$ and let $\lambda_{x}^{\prime}$ denote multiplication on the left by $x$. Observe that $C_{0} \in p$ because the function $x \mapsto h(x, p, p, \ldots, p)$ is $\rho_{a_{k} p} \circ \rho_{a_{k-1} p} \circ \ldots \circ \rho_{a_{1} p} \circ \lambda_{a_{0}}^{\prime}$, which is continuous and takes $p$ to $q$. Also, if $m \in\{0,1, \ldots, k-2\}$ and $\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle \in C_{m}$, then $B\left(x_{0}, x_{1}, x_{2}, \ldots, x_{m}\right) \in p$ because the function $x \mapsto h\left(x_{0}, x_{1}, \ldots, x_{m}, x, p, \ldots, p\right)$ is $\rho_{a_{k} p} \circ \rho_{a_{k-1} p} \circ \ldots \circ \rho_{a_{m+2} p} \circ \lambda_{a_{0} x_{0}} \circ \lambda_{a_{1} x_{1}} \circ \ldots \circ \lambda_{a_{m} x_{m}} \circ \lambda_{a_{m+1}}^{\prime}$ which is continuous and takes $p$ to $q$. Similarly, if $\left\langle x_{0}, x_{1}, \ldots, x_{k-1}\right\rangle \in C_{k-1}$, then $B\left(x_{0}, x_{1}, x_{2}, \ldots\right.$, $\left.x_{k-1}\right) \in p$.

We construct the sequence $\left\langle x_{n}\right\rangle_{n=0}^{\infty}$ inductively. Choose any $x_{0} \in C_{0}^{\star}$. Now let $n \geq$ 0 and assume that we have chosen $x_{0}, x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{N}$ satisfying the following conditions:
(1) $x_{m}>2 a \sum_{i=0}^{m-1}\left|x_{i}\right|$ for every $m \in\{1,2, \ldots, n\}$;
(2) for each $F \in \mathscr{P}_{f}(\{0,1, \ldots, n\}), \sum_{t \in F} x_{t} \in C_{0}^{\star}$;
(3) whenever $m \in\{1,2, \ldots, k-1\}$ and $F_{0}, F_{1}, \ldots, F_{m} \in \mathcal{P}_{f}(\{0,1,2, \ldots, n\})$ satisfy $\max F_{i}<\min F_{i+1}$ for every $i \in\{0,1, \ldots, m-1\}$, then $\left\langle\sum_{t \in F_{0}} x_{t}\right.$, $\left.\sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{m}} x_{t}\right\rangle \in C_{m}$; and
(4) whenever $m \in\{1,2, \ldots, k\}$ and $F_{0}, F_{1}, \ldots, F_{m} \in \mathcal{P}_{f}(\{0,1,2, \ldots, n\})$ satisfy $\max F_{i}<\min F_{i+1}$ for every $i \in\{0,1, \ldots, m-1\}$, then $\sum_{t \in F_{m}} x_{t} \in$ $B\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{m-1}} x_{t}\right)^{\star}$.
The hypotheses are satisfied at $n=0$, (1), (3), and (4) vacuously. We claim that
(a) $\left\{x \in \mathbb{N}: x>2 a \sum_{i=1}^{n}\left|x_{i}\right|\right\} \in p$;
(b) $C_{0}^{\star} \in p$;
(c) $\bigcap\left\{-\sum_{t \in F} x_{t}+C_{0}^{\star}: F \in \mathscr{P}_{f}(\{0,1, \ldots, n\})\right\} \in p$;
(d) if $m \in\{0,1, \ldots, k-1\}$ and $F_{0}, F_{1}, \ldots, F_{m} \in \mathcal{P}_{f}(\{0,1, \ldots, n\})$ satisfy $\max F_{i}<\min F_{i+1}$ whenever $0 \leq i<m$, then $B\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots\right.$, $\left.\sum_{t \in F_{m}} x_{t}\right)^{\star} \in p$; and
(e) if $m \in\{1,2, \ldots, k\}$ and $F_{0}, F_{1}, \ldots, F_{m} \in \mathcal{P}_{f}(\{0,1, \ldots, n\})$ satisfy max $F_{i}<$ $\min F_{i+1}$ whenever $0 \leq i<m$, then $-\sum_{t \in F_{m}} x_{t}+B\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}\right.$, $\left.\ldots, \sum_{t \in F_{m-1}} x_{t}\right)^{\star} \in p$.
Indeed, the set in (a) is cofinite and we have seen that $C_{0} \in p$. The set in (c) is in $p$ by hypothesis (2). If $m=0$ and $F_{0} \in \mathscr{P}_{f}(\{0,1, \ldots, n\})$, then the set in (d) is in $p$ by hypothesis (2). If $m>0$ and $F_{0}, F_{1}, \ldots, F_{m}$ are as in (d), then that set is in $p$ by hypothesis (3). If $m$ and $F_{0}, F_{1}, \ldots, F_{m}$ are as in (e), then that set is in $p$ by hypothesis (4).

Since there are finitely many pairs $\left\langle m,\left\langle F_{0}, F_{1}, \ldots, F_{m}\right\rangle\right\rangle$ satisfying the hypotheses of (d) and (e), we may choose $x_{n+1}$ in the sets mentioned in (a), (b), and (c) and in each of the sets described in (d) and (e).

We claim that $x_{0}, x_{1}, x_{2}, \ldots, x_{n+1}$ satisfy hypotheses (1), (2), (3), and (4) with $n$ replaced by $n+1$. Hypothesis (1) holds trivially. To verify hypothesis (2), let $F \in \mathcal{P}_{f}(\{0,1, \ldots, n+1\})$. If $n+1 \notin F$, the conclusion holds by assumption, so assume $n+1 \in F$. If $F=\{n+1\}$, the conclusion holds since $x_{n+1} \in C_{0}^{\star}$. So assume $F \neq\{n+1\}$ and let $G=F \backslash\{n+1\}$. Then $x_{n+1} \in-\sum_{t \in G} x_{t}+C_{0}^{\star}$ so $\sum_{t \in F} x_{t} \in C_{0}^{\star}$.

To verify hypothesis (3), let $m \in\{1,2, \ldots, k-1\}$ and let $F_{0}, F_{1}, \ldots, F_{m} \in$ $\mathcal{P}_{f}(\{0,1,2, \ldots, n+1\})$ satisfy $\max F_{i}<\min F_{i+1}$ for every $i \in\{0,1, \ldots, m-1\}$. If $n+1 \notin F_{m}$, then (3) holds by assumption, so assume that $n+1 \in F_{m}$. Then we have $\sum_{t \in F_{m}} x_{t} \in B\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{m-1}} x_{t}\right)$. (If $F_{m}=\{n+1\}$, this holds since $x_{n+1}$ is in the set described in (d) for $F_{0}, F_{1}, \ldots, F_{m-1}$. If $\{n+1\} \subsetneq F_{m}$ and $G=F_{m} \backslash\{n+1\}$, this holds since $x_{n+1} \in-\sum_{t \in G} x_{t}+B\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}\right.$, $\ldots, \sum_{t \in F_{m-1}} x_{t}$ ).) The statement that

$$
\sum_{t \in F_{m}} x_{t} \in B\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{m-1}} x_{t}\right)
$$

is exactly the same as the statement that $\left\langle\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{m}} x_{t}\right\rangle \in C_{m}$.
To verify hypothesis (4), let $m \in\{1,2, \ldots, k\}$ and let $F_{0}, F_{1}, \ldots, F_{m} \in \mathcal{P}_{f}(\{0,1$, $2, \ldots, n+1\}$ ) satisfy $\max F_{i}<\min F_{i+1}$ for every $i \in\{0,1, \ldots, m-1\}$. Again we may assume that $n+1 \in F_{m}$. If $F_{m}=\{n+1\}$, we have that $x_{n+1} \in$ $B\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{m-1}} x_{t}\right)^{\star}$. If $\{n+1\} \subsetneq F_{m}$ and $G=F_{m} \backslash\{n+1\}$, we have that $x_{n+1} \in-\sum_{t \in G} x_{t}+B\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{m-1}} x_{t}\right)^{\star}$.

The construction being complete, let $F_{0}, F_{1}, \ldots, F_{k} \in \mathscr{P}_{f}(\omega)$ satisfy max $F_{i}<$ $\min F_{i+1}$ for every $i \in\{0,1, \ldots, k-1\}$. Then by hypothesis (4), $\sum_{t \in F_{k}} x_{t} \in$ $B\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{k-1}} x_{t}\right)$, so

$$
h\left(\sum_{t \in F_{0}} x_{t}, \sum_{t \in F_{1}} x_{t}, \ldots, \sum_{t \in F_{k}} x_{t}\right) \in Q .
$$

Lemma 15.34. Let $a \in \mathbb{N}$ and let $\left\langle x_{n}\right\rangle_{n=0}^{\infty}$ be a sequence in $\mathbb{N}$ for which $x_{n}>$ $2 a \sum_{i=1}^{n-1} x_{i}$ for every $n \in \mathbb{N}$.
(a) Let $H \in \mathcal{P}_{f}(\omega)$ and for each $t \in H$, let $d_{t} \in \mathbb{Z}$ with $\left|d_{t}\right| \leq 2 a$. If $\sum_{t \in H} d_{t} x_{t}=0$, then for each $t \in H, d_{t}=0$.
(b) Let $F, G \in \mathcal{P}_{f}(\omega)$, for each $t \in F$ let $b_{t} \in \mathbb{Z} \backslash\{0\}$ with $\left|b_{t}\right| \leq a$, and for each $t \in G$ let $c_{t} \in \mathbb{Z} \backslash\{0\}$ with $\left|c_{t}\right| \leq a$. If $\sum_{t \in F} b_{t} x_{t}=\sum_{t \in G} c_{t} x_{t}$, then $F=G$ and $b_{t}=c_{t}$ for every $t \in F$.

Proof. (a) Suppose not and let $r=\max \left\{t \in H: d_{t} \neq 0\right\}$. Let $K=\{t \in H \backslash\{r\}$ : $\left.d_{t} \neq 0\right\}$. Since $d_{r} x_{r} \neq 0$, we have $K \neq \emptyset$. But then $x_{r}=\sum_{t \in K} \frac{-c_{t}}{c_{r}} x_{t} \leq$ $\sum_{t=0}^{r-1} 2 a x_{t}<x_{r}$, a contradiction.
(b) Let $H=F \cup G$ and for $t \in K$, let

$$
d_{t}= \begin{cases}-c_{t} & \text { if } t \in G \backslash F \\ b_{t} & \text { if } t \in F \backslash G \\ b_{t}-c_{t} & \text { if } t \in F \cap G\end{cases}
$$

Then by (a), each $d_{t}=0$ so the conclusion follows.

Definition 15.35. Let $\vec{a}$ be a finite or infinite sequence in $\mathbb{Q}$ with only finitely many nonzero entries. Then $c(\vec{a})$ is the sequence obtained from $\vec{a}$ by first deleting all occurrences of 0 and then deleting any term equal to its predecessor. We call $c(\vec{a})$ the compressed form of $\vec{a}$.

For example, if $\vec{a}=\langle 1,0,0,1,1,-2,0,-2,0,3,0,0,0,0, \ldots\rangle$, then $c(\vec{a})=$ $\langle 1,-2,3\rangle$.

Theorem 15.36. Let $\left\langle a_{0}, a_{1}, \ldots, a_{k}\right\rangle$ be a finite sequence in $\mathbb{Z} \backslash\{0\}$ with $a_{k}>0$. Let $M$ be an $\omega \times \omega$ matrix with entries from $\mathbb{Z}$ and only a finite number of nonzero entries in each row. Assume that the compressed form of each row is $\left\langle a_{1}, a_{2}, \ldots, a_{k}\right\rangle$. If $p$ is any idempotent in $\beta \mathbb{N}, q=a_{0} \cdot p+a_{1} \cdot p+\cdots+a_{k} \cdot p, P \in p$, and $Q \in q$, then $q \in \mathbb{N}^{*}$ and there is a sequence $\left\langle x_{n}\right\rangle_{n=0}^{\infty}$ in $\mathbb{N}$ such that all entries of $M \vec{x}$ are in $Q$ and entries corresponding to distinct rows of $M$ are unequal. In particular $M$ is essentially image partition regular.

Proof. Let $a=\max \left\{\left|a_{i}\right|: i \in\{0,1, \ldots, k\}\right\}$. We have that $q \in \mathbb{N}^{*}$ by Exercise 4.3.5. Given $Q \in q$ and $P \in p$, let $\left\langle x_{n}\right\rangle_{n=0}^{\infty}$ be a sequence as guaranteed by Theorem 15.33. Then, if $\vec{x}=\left\langle x_{n}\right\rangle_{n=0}^{\infty}$, all the entries of $M \vec{x}$ are in $Q$. Furthermore, by Lemma 15.34 (b), two entries can only be equal if they correspond to rows which are equal.

Recall that by Theorem 15.24 (h) any finite image partition regular matrix has images in any central subset of $\mathbb{N}$.

Definition 15.37. Let $u$ and $v$ be countable ordinals and let $M$ be an infinite $u \times v$ matrix with entries from $\mathbb{Q}$ and finitely many nonzero entries in each row. We say that $M$ is centrally image partition regular if, given any central subset $C$ of $\mathbb{N}$, there exists $\vec{x} \in \mathbb{N}^{v}$ such that all the entries of $M \vec{x}$ are in $C$. We say that $M$ is essentially centrally image partition regular if, in addition, $\vec{x}$ can be chosen so that any two entries of $M \vec{x}$ are distinct if they correspond to unequal rows of $M$.

By adding one more requirement, we get a stronger version of Theorem 15.36.
Theorem 15.38. Let $k \in \mathbb{N}$ and let $\left\langle a_{0}, a_{1}, \ldots, a_{k}\right\rangle$ be a sequence in $\mathbb{Z} \backslash\{0\}$ with $a_{k}>0$. Let $M$ be an $\omega \times \omega$ matrix with entries from $\mathbb{Z}$ and only a finite of nonzero entries in each row. Assume that the compressed form of each row is $\left\langle a_{1}, a_{2}, \ldots, a_{k}\right\rangle$. Suppose in addition that there exists $m \in \mathbb{Z} \backslash\{0\}$ such that the sum of the entries in each row of $A$ is equal to $m$. Then $M$ is essentially centrally image partition regular.

Proof. Let $L$ denote the set of elements $q \in \beta \mathbb{N}$ such that, for every $A \in q$, there exists a sequence $\vec{x}$ in $\mathbb{N}$ such that all the entries of $M \vec{x}$ are in $A$, with entries being distinct if they correspond to rows which are unequal. Then $L$ is clearly closed.

Let $C$ be a central subset of $\mathbb{N}$ and pick a minimal idempotent $r \in \beta \mathbb{N}$ such that $C \in r$. It suffices to show that $r \in L$. Let $p=\frac{1}{a_{k}} \cdot r$. Then $r=a_{k} \cdot p$ and by Lemma 15.23.2, $p$ is an idempotent in $\beta \mathbb{N}$. Let $q=a_{0} \cdot p+a_{1} \cdot p+\cdots+a_{k} \cdot p$. By Theorem $15.36 q \in L$. By Lemma 6.6 , for each $n \in \mathbb{N}, n \mathbb{N} \in p$ so $n \mathbb{Z} \in p$. Further, by Corollary 4.18, for each $n, n \mathbb{Z}$ is an ideal of $(\beta \mathbb{Z}, \cdot)$ and a subsemigroup of $(\beta \mathbb{Z},+)$ so $n \mathbb{Z} \in q$ and thus $n \mathbb{N} \in q$. In particular, $|m| \mathbb{N} \in q$.

We claim that $\beta(|m| \mathbb{N})+q \subseteq L$. To see this it suffices to show that for each $n \in \mathbb{N},|m| n+q \in L$. To this end, let $A \in|m| n+q$ so that $-|m| n+A \in q$. Let $P=\{y \in \mathbb{N}: y>n\}$. By Theorem 15.36, we can choose a sequence $\vec{x}=\left\langle x_{i}\right\rangle_{i=0}^{\infty}$ in $P$ such that all the entries of $M \vec{x}$ are in $-|m| n+A$, with entries being distinct if they correspond to different rows. Let $s=1$ if $m>0$ and let $s=-1$ if $m<0$. For each $j \in \omega$ let $u_{j}=s n+x_{j}$ and note that $u_{j} \in \mathbb{N}$. Denote as usual the entry in row $i$ and column $j$ of $M$ by $m_{i, j}$. We claim that all entries of $M \vec{u}$ are in $A$ and entries corresponding to distinct rows are equal. To this end, let $i \in \omega$ be given and let $y_{i}$ be the $i^{\text {th }}$ entry of $M \vec{x}$. Then the $i^{\text {th }}$ entry of $M \vec{u}$ is $\sum_{j=0}^{\infty} m_{i, j} x_{j}+\sum_{j=0}^{\infty} m_{i, j} s n=$ $y_{i}+m s n=y_{i}+|m| n \in A$ and entries corresponding to distinct rows are distinct. Our claim is established.

Now $q \in \beta \mathbb{Z}+r=\beta \mathbb{Z}+r+r \subseteq \beta \mathbb{N}+r$, where the inclusion holds by Exercise 4.3.5. So $q=v+r$ for some $v \in \beta \mathbb{N}$. (Note that $v$ may not equal $a_{0} p+a_{1} p+\cdots+a_{k-1} p$, since that sum is not in $\beta \mathbb{N}$ if $a_{k-1}<0$.) Since $|m| \mathbb{N} \in$ $q$ and $|m| \mathbb{N} \in r$, we have that $|m| \mathbb{N} \in v$ and thus $q \in \beta(|m| \mathbb{N})+r$. Now $r$ is a minimal idempotent in $\beta(|m| \mathbb{N})$ (by Theorem 1.65), and so $\beta(|m| \mathbb{N})+r$ is a
minimal left ideal of $\beta(|m| \mathbb{N}$ ) (by Theorem 1.59). Since $\beta(|m| \mathbb{N})+q$ is a left ideal of $\beta(|m| \mathbb{N})$ which is contained in $\beta(|m| \mathbb{N})+r$, we have $\beta(|m| \mathbb{N})+r=\beta(|m| \mathbb{N})+q$ so $r \in \beta(|m| \mathbb{N})+q \subseteq L$.

As a consequence of Theorem 15.38, given any central subset $C$ of $\mathbb{N}$, there are, for example, injective sequences $\left\langle x_{n}\right\rangle_{n=0}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=0}^{\infty}$ in $\mathbb{N}$ such that all numbers of the form $2 x_{m}+19 x_{n}$ or $-y_{m}+7 y_{n}$, with $n>m$ are in $C$.

We shall see in Example 15.44 that the requirement that $m \neq 0$ in Theorem 15.38 is necessary.

We show in Theorem 15.39 that if the number of patterns in any finite set of columns is finite and the row sums are constant and positive, then one can extend the given matrix by adding on multiples of any finite set of nonzero rows. We speak of adding finitely many rows, rather than adding rows one at a time as in Theorem 15.24 (j), because we cannot simply iterate the procedure. (If the row sums of $A$ are all $m$ and the sum of row $\vec{r}$ is not 0 , one can multiply $\vec{r}$ by $b$ so that its sum is $m$ and iterate. However, some or all of the added rows may sum to 0 .)

Theorem 15.39. Let $k \in \mathbb{N}$, let $m \in \mathbb{Q}$ with $m>0$, and let $A$ be an $\omega \times \omega$ matrix with entries from $\mathbb{Q}$ such that
(i) the sum of each row of $A$ is $m$ and
(ii) for each $l \in \omega,\left\{\left\langle a_{i, 0}, a_{i, 1}, \ldots, a_{i, l}\right\rangle: i \in \omega\right\}$ is finite.

Let $\vec{r}^{(1)}, \vec{r}^{(2)}, \ldots, \vec{r}^{(k)} \in \mathbb{Q}^{\omega} \backslash\{\overrightarrow{0}\}$ be such that each $\vec{r}^{(i)}$ has only finitely many nonzero entries. Then there exist $b_{1}, b_{2}, \ldots, b_{k} \in \mathbb{Q} \backslash\{0\}$ such that

$$
\left(\begin{array}{c}
b_{1} \vec{r}^{(1)} \\
b_{2} \vec{r}^{(2)} \\
\vdots \\
b_{k} \vec{r}^{(k)} \\
A
\end{array}\right)
$$

is centrally image partition regular.
Proof. Pick $l \in \mathbb{N}$ such that for every $j \in\{1,2, \ldots, k\}$ and every $i \geq l, r_{i}^{(j)}=0$. For each $j \in\{1,2, \ldots, k\}$, let $s^{(j)}=\left\langle r_{0}^{(j)}, r_{1}^{(j)}, \ldots, r_{l}^{(j)}\right\rangle$. Enumerate $\left\{\left\langle a_{i, 0}, a_{i, 1}\right.\right.$, $\left.\left.\ldots, a_{i, l-1}\right\rangle: i \in \omega\right\}$ as $\vec{w}^{(0)}, \vec{w}^{(1)}, \ldots, \vec{w}^{(u)}$. For each $i \in\{0,1, \ldots, u\}$, let $d_{i}=$ $m-\sum_{j=0}^{l-1} w_{j}^{(i)}$. Let $E$ be the $(u+1) \times(l+1)$ matrix with entries

$$
e_{i, j}= \begin{cases}w_{j}^{(i)} & \text { if } j \in\{0,1, \ldots, l-1\} \\ d_{i} & \text { if } j=l\end{cases}
$$

Then $E$ has constant row sums, so is image partition regular. By applying Theorem 15.24 (j) $k$ times, pick $b_{1}, b_{2}, \ldots, b_{k} \in \mathbb{Q} \backslash\{0\}$ such that the matrix

$$
H=\left(\begin{array}{c}
b_{1} \vec{s}^{(1)} \\
b_{2} \vec{S}^{(2)} \\
\vdots \\
b_{k} \vec{s}^{(k)} \\
E
\end{array}\right)
$$

is image partition regular, hence, by Theorem 15.24 (h), centrally image partition regular.

Let $C$ be a central set in $\mathbb{N}$ and pick $\left\langle z_{0}, z_{1}, \ldots, z_{l}\right\rangle \in \mathbb{N}^{l+1}$ such that all entries of $H \vec{z}$ are in $C$. For $n \in\{0,1, \ldots, l-1\}$, let $x_{n}=z_{n}$. For $n \in\{l, l+1, l+2, \ldots\}$, let $x_{n}=z_{l}$. We claim that all entries of

$$
\left(\begin{array}{c}
b_{1} \vec{r}^{(1)} \\
b_{2} \vec{r}^{(2)} \\
\vdots \\
b_{k} \vec{r}^{(k)} \\
A
\end{array}\right) \vec{x}
$$

are in $C$. Given $i \in\{1,2, \ldots, k\}, b_{i} \vec{r}^{(i)} \vec{x}=b_{i} \vec{s}^{(i)} \vec{z} \in C$. Now consider row $s$ of $A$. Pick $i \in\{0,1, \ldots, u\}$ such that $\left\langle a_{s, 0}, a_{s, 1}, \ldots, a_{s, l-1}\right\rangle=\left\langle w_{0}^{(i)}, w_{1}^{(i)}, \ldots, w_{l-1}^{(i)}\right\rangle$. Then $\sum_{j=0}^{\infty} a_{s, j} x_{j}=\sum_{j=0}^{l-1} a_{s, j} x_{j}+\sum_{j=l}^{\infty} a_{s, j} x_{j}=\sum_{j=0}^{l-1} w_{j}^{(i)} z_{j}+z_{l}(m-$ $\left.\sum_{j=0}^{l-1} a_{s, j}\right)=\sum_{j=0}^{l} e_{i, j} z_{j} \in C$.

We shall see in Example 15.46 that the requirement that $m>0$ in Theorem 15.39 cannot be replaced by the requirement that $m \neq 0$.

The proof of the following lemma is Exercise 15.6.1.
Lemma 15.40. If $p \in \beta \mathbb{N}$ and $-p=(-1) \cdot p$, then $n \mathbb{N} \in-p+p$ for every $n \in \mathbb{N}$.

Definition 15.41. Let $n \in \mathbb{N}$. We define a block of $n$ to be a maximal set of consecutive integers contained in $\operatorname{supp}(n)$. And $b(n)$ denotes the number of blocks of $n$.

For example, if $n$, written in binary, is 1110010110 then the blocks of $n$ are $\{1,2\}$, $\{4\}$, and $\{7,8,9\}$ and $b(n)=3$.

Lemma 15.42. Let $B=\{n \in \mathbb{N}: b(n)$ is even $\}$. Then $B$ is an $I P^{*}$ set in $\mathbb{N}$ and if $p \in \mathbb{H}$, then $-p+p \notin \bar{B}$. Consequently, $c \ell E(\beta \mathbb{N}) \cap c \ell\{-p+p: p \in \mathbb{H}\}=\emptyset$.

Proof. We claim that, if $q \in E(\beta \mathbb{N})$, then $B \in q$ so $B$ is an IP* set. To see this, observe that, if $m, n \in \mathbb{N}$ are integers for which $\max \operatorname{supp}(m)+1<\min \operatorname{supp}(n)$, then $b(m+n)=b(m)+b(n)$. It follows that $b(m+n)$ is even if $b(m) \equiv b(n)(\bmod 2)$. Since $q=q+q$ and $q \in \mathbb{H}$, it follows that $B \in q$.

Now let $p \in \mathbb{H}$. Let $D_{0}=\{n \in \mathbb{N}: \min \operatorname{supp}(n)+1 \notin \operatorname{supp}(n)\}$ and let $D_{1}=\{n \in \mathbb{N}: \min \operatorname{supp}(n)+1 \in \operatorname{supp}(n)\}$.

Let $m, n \in \mathbb{N}$ satisfy $\max \operatorname{supp}(m)+1<\min \operatorname{supp}(n)$. Observe that $b(n-m)=$ $b(n)+b(m)-1$ if $m$ and $n$ are both in $D_{0}$, and that $b(n-m)=b(n)+b(m)+1$ if $m$ and $n$ are both in $D_{1}$. (To see this, consider the arithmetic done in binary. For example, if $m=11100101$ and $n=11001000000000$, both members of $D_{0}$, then $n-$ $m=11000100011011$.) So, in either case, if $b(m) \equiv b(n)(\bmod 2)$, then $n-m \notin B$. Pick $i \in\{0,1\}$ such that $B_{i} \in p$. Then $\left\{n-m: m, n \in D_{i}, \max \operatorname{supp}(m)+1<\right.$ $\min \operatorname{supp}(n)$, and $b(m) \equiv b(n)(\bmod 2)\} \in-p+p$. So $B \notin-p+p$.

Definition 15.43. Let $u$ and $v$ be countable ordinals and let $M$ be a $u \times v$ matrix with entries from $\mathbb{Q}$ and only a finite number of nonzero entries in each row. $C(M)=$ $\left\{p \in \beta \mathbb{N}\right.$ : every member of $p$ contains all the entries of $M \vec{x}$ for some $\left.\vec{x} \in \mathbb{N}^{v}\right\}$.

Observe that $M$ is image partition regular if and only if $C(M) \neq \emptyset$ (by Theorem 3.11), and that $M$ is centrally image partition regular if and only if $C(M)$ contains all the minimal idempotents of $\beta \mathbb{N}$. (For the necessity of the latter assertion, notice that $C(M)$ is closed, so if $p$ is a minimal idempotent not in $C(M)$, then there is a set $A \in p$ such that $\bar{A} \cap C(M)=\emptyset$.)

Example 15.44. Let $M$ be an $\omega \times \omega$ matrix which contains all possible rows whose nonzero entries are $1,-1,-1,1$, in that order. Then $C(M) \subseteq c \ell\{-q+q: q \in \mathbb{H}\}$ and $C(M)$ does not contain any idempotent. In particular, the requirement that $m \neq 0$ cannot be deleted from the hypotheses of Theorem 15.38.

Proof. To see that $C(M) \subseteq c \ell\{-q+q: q \in \mathbb{H}\}$, let $u \in C(M)$ and let $A \in u$. Then there exists $\vec{x}=\left\langle x_{n}\right\rangle_{n=0}^{\infty}$ such that all the entries of $M \vec{x}$ are in $A$. This means that $x_{k}-x_{l}-x_{m}+x_{n} \in A$ whenever $k, l, m, n \in \omega$ with $k<l<m<n$. At most three of the entries of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ can be equal, since otherwise one would have 0 as an entry of $M \vec{x}$. Thus we may pick $p \in\left\{x_{n}: n \in \omega\right\}^{*}$. Then $p-p-p+p \in \bar{A}$, because $p-p-p+p=\lim _{x_{k} \rightarrow p} \lim _{x_{l} \rightarrow p} \lim _{x_{m} \rightarrow p} \lim _{x_{n} \rightarrow p}\left(x_{k}-x_{l}-x_{m}+x_{n}\right)$. Let $q=-p+p$. Then $q \in \mathbb{H}$ by Lemma 15.40. By Lemma 13.1, $-q+q=$ $p-p-p+p \in \bar{A}$.

Now suppose that there is some idempotent $u \in C(M)$ and let $B=\{n \in \mathbb{N}: b(n)$ is even $\}$. Then, by Lemma $15.42, B \in u$ so pick $q \in \mathbb{H}$ such that $-q+q \in \bar{B}$. This is a contradiction to Lemma 15.42.

Example 15.45. There exist $\omega \times \omega$ essentially image partition regular matrices $M_{1}$ and $M_{2}$ for which $\left(\begin{array}{cc}M_{1} & O \\ O & M_{2}\end{array}\right)$ is not image partition regular.

Proof. Let $M_{1}$ be a finite sums matrix. This is an $\omega \times \omega$ matrix which contains all possible rows whose entries are 0 or 1 , subject to the condition that the number of nonzero entries in each row is finite and no row is zero. Let $M_{2}$ be a matrix as described in Example 15.44 and let $M=\left(\begin{array}{cc}M_{1} & O \\ O & M_{2}\end{array}\right)$. We claim that $C(M)=\emptyset$. To see this, suppose instead we have some $u \in C(M)$. Since $u \in C\left(M_{1}\right), u \in c \ell(E(\beta \mathbb{N}))$ by Lemma 5.19. Since $u \in C\left(M_{2}\right), u \in c \ell\{-q+q: q \in \mathbb{H}\}$ by Example 15.44. However, by Lemma 15.42, $c \ell E(\beta \mathbb{N}) \cap c \ell\{-p+p: p \in \mathbb{H}\}=\emptyset$.

Example 15.46. Let $M$ be a matrix whose rows are all the sequences whose first entry is -1 and with exactly two more nonzero entries which are -1 and 1 in that order. Then $M$ is essentially centrally image partition regular but if $\vec{r}=\langle 1,0,0,0, \ldots\rangle$, then there is no $b \in \mathbb{Q}$ such that the matrix $\binom{b \vec{r}}{M}$ is image partition regular.

Proof. By Theorem 15.38, $M$ is essentially centrally image partition regular. Suppose that $b \in \mathbb{Q}$ and that $\binom{b \vec{r}}{M}$ is image partition regular. This implies that $b>0$. Let $b=\frac{m}{n}$ where $m$ and $n$ are relatively prime positive integers. We consider three cases.

Case 1. $m>1$. For $x \in \mathbb{N}$, define $\tau(x)=\max \left\{t \in \omega: m^{t}\right.$ divides $\left.x\right\}$. For $i \in\{0,1\}$, let $A_{i}=\{x \in \mathbb{N}: \tau(x) \equiv i(\bmod 2)\}$. Pick $i \in\{0,1\}$ and a sequence $\vec{x}=\left\langle x_{t}\right\rangle_{t=0}^{\infty}$ such that all entries of $M \vec{x}$ are in $A_{i}$. Note that $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ is increasing. (If $1 \leq r<s$ and $x_{s} \leq x_{r}$, then $-x_{0}-x_{r}+x_{s}<0$.) Let $t=\tau\left(b x_{0}\right)$. Then $\frac{m}{n} x_{0}=m^{t} k$ where $m$ does not divide $k$ and $t \equiv i(\bmod 2)$. Pick $r$ and $s$ such that $1 \leq r<s, x_{r} \equiv x_{s}\left(\bmod m^{t}\right)$, and $x_{s}-x_{r}>x_{0}$. Then $x_{s}-x_{r}=m^{t} w$ for some $w \in \mathbb{N}$ so $-x_{0}-x_{r}+x_{s}=m^{t-1}(m w-n k)$ and $m$ does not divide $m w-n k$ because $m$ and $n$ are relatively prime and $m$ does not divide $k$. Therefore $-x_{0}-x_{r}+x_{s} \notin A_{i}$, a contradiction.

Case 2. $n>1$. For $x \in \mathbb{N}$, define $\tau(x)=\max \left\{t \in \omega: n^{t}\right.$ divides $\left.x\right\}$. For $i \in\{0,1\}$, let $A_{i}=\{x \in \mathbb{N}: \tau(x) \equiv i(\bmod 2)\}$. Pick $i \in\{0,1\}$ and a sequence $\vec{x}=\left\langle x_{t}\right\rangle_{t=0}^{\infty}$ such that all entries of $M \vec{x}$ are in $A_{i}$. As above, $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ is increasing. Let $t=\tau\left(b x_{0}\right)$. Then $\frac{m}{n} x_{0}=n^{t} k$ where $n$ does not divide $k$ and $t \equiv i(\bmod 2)$. Pick $r$ and $s$ such that $1 \leq r<s, x_{r} \equiv x_{s}\left(\bmod n^{t+2}\right)$, and $x_{s}-x_{r}>x_{0}$. Then $x_{s}-x_{r}=n^{t+2} w$ for some $w \in \mathbb{N}$ so $-x_{0}-x_{r}+x_{s}=n^{t+1}(n w-l)$ where $l=\frac{k}{m}$ is an integer because $x_{0} \in \mathbb{N}$. Therefore $-x_{0}-x_{r}+x_{s} \notin A_{i}$, a contradiction.

Case 3. $b=1$. For $i \in\{1,2\}$ let $A_{i}=\left\{3^{l+1} k+3^{l} i: l, k \in \omega\right\}$. (Thus $A_{i}$ is the set of positive integers whose least significant digit in base 3 is $i$.) Pick $i \in\{1,2\}$ and a sequence $\vec{x}=\left\langle x_{t}\right\rangle_{t=0}^{\infty}$ such that all entries of $M \vec{x}$ are in $A_{i}$. Again we note that $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ is increasing. Pick $j, k \in \omega$ such that $x_{0}=3^{l+1} k+3^{l} i$. Pick $r$ and $s$ such that $1 \leq r<s, x_{r} \equiv x_{s}\left(\bmod 3^{l+1}\right)$, and $x_{s}-x_{r}>x_{0}$. Then $x_{s}-x_{r}=3^{l+1} w$ for some $w \in \mathbb{N}$ and $-x_{0}-x_{r}+x_{s}=3^{l+1}(w-k-1)+3^{l}(3-i)$. Therefore $-x_{0}-x_{r}+x_{s} \notin A_{i}$, a contradiction.

Example 15.47. There is an $\omega \times \omega$ matrix which is image partition regular but not essentially image partition regular.

Proof. Let $M$ denote an $\omega \times \omega$ matrix whose rows are all possible sequences with nonzero entries 1 and 4 , in that order, as well as all possible sequences whose nonzero entries are 4 and 1 , in that order. Since the sum of the entries in each row is $5, M$ is image partition regular.

Define $\phi: \mathbb{N} \rightarrow \omega$ by $\phi(n)=\max \operatorname{supp}(n)$. For $i \in\{0,1,2,3\}$, let $A_{i}=$ $\{n \in \mathbb{N}: \phi(n) \equiv i(\bmod 4)\}$. Let $\vec{x}=\left\langle x_{n}\right\rangle_{n=0}^{\infty}$ be a sequence in $\mathbb{N}$ with the property that, for some $i \in\{0,1,2,3$,$\} , all the entries of M \vec{x}$ are in $A_{i}$. Observe that, if $x<y$ in $\mathbb{N}$, then $\phi(x+y) \in\{\phi(y), \phi(y)+1\}$. Hence, if $x_{n}>4 x_{1}$, $\phi\left(x_{1}+4 x_{n}\right) \in\left\{\phi\left(x_{n}\right)+2, \phi\left(x_{n}\right)+3\right\}$ and $\phi\left(4 x_{1}+x_{n}\right) \in\left\{\phi\left(x_{n}\right), \phi\left(x_{n}\right)+1\right\}$. So $\phi\left(x_{1}+4 x_{n}\right) \not \equiv \phi\left(4 x_{1}+x_{n}\right)(\bmod 4)$. It follows that $x_{n} \leq 4 x_{1}$ for every $n \in \mathbb{N}$, and so $\vec{x}$ can only have a finite number of distinct entries.

Exercise 15.6.1. Prove Lemma 15.40.
Exercise 15.6.2. Let $M$ be an image partition regular matrix and let $C(M)$ be as in Definition 15.43. Show that $C(M)$ is a left ideal of $(\beta \mathbb{N}, \cdot)$ and that, if $M$ is finite, $C(M)$ is an ideal of $(\beta \mathbb{N}, \cdot)$.

Exercise 15.6.3. Let $M_{1}$ and $M_{2}$ be image partition regular matrices. Show that, if $M_{1}$ is finite, then $\left(\begin{array}{cc}M_{1} & O \\ O & M_{2}\end{array}\right)$ is image partition regular. (Hint: Use Exercise 15.6.2.)

Exercise 15.6.4. For each $n \in \mathbb{N}$, let $M_{n}$ be a strongly centrally image partition matrix. Let

$$
M=\left(\begin{array}{cccc}
M_{1} & O & O & \cdots \\
O & M_{2} & O & \cdots \\
O & O & M_{3} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Show that $M$ is strongly centrally image partition regular. (Hint: Use Corollary 9.27.2.)
Exercise 15.6.5. Let $M$ be an $\omega \times \omega$ matrix with entries from $\mathbb{Z}$ and a finite number of nonzero entries in each row such that, for some $m \in \mathbb{N}$, the sum of the entries is each row is equal to $m$. Show that $M$ is centrally image partition regular.

### 15.7 Notes

The terminology "image partition regular" and "kernel partition regular" was suggested by W. Deuber. Matrices satisfying the first entries condition are based on Deuber's ( $m, p, c$ ) sets [122].

The columns condition was introduced by Rado [343] and he showed there that a matrix is kernel partition regular over $(\mathbb{N},+)$ if and only if it satisfies the columns condition over $\mathbb{Q}$. Other generalizations of this result were obtained in [343] and [344].

The proof that (a) and (c) are equivalent in Theorem 15.20 is based on Rado's original arguments [343]. It is shown in [273], a result of collaboration with W. Woan, that there are solutions to the system of equations $\vec{x}^{C}=\overrightarrow{1}$ in any central set in $(\mathbb{N}, \cdot)$ if and only if $C$ satisfies the columns condition over $\mathbb{Z}$.

The proof given here of the sufficiency of the columns condition using the image partition regularity of matrices satisfying the first entries condition is based on Deuber's proof that the set of subsets of $\mathbb{N}$ containing solutions to all kernel partition regular matrices is partition regular [122].

The material from Section 15.4 is taken from [218], [222], and [241], results of collaboration with I. Leader and I. Moshesh. The characterization of the image partition regular matrices is relatively recent. Whereas Rado's Theorem was proved in 1933 [343] and ( $m, p, c$ ) sets (on which the first entries condition was based) were introduced in 1973 [122], the characterization of image partition regular matrices was not obtained until 1993 [218].

Theorems $15.26,15.29$, and 15.30 are from [35], written in collaboration with V. Bergelson and W. Deuber, except that there the field $F$ was required to be countable and the vector space $V$ was required to be of countable dimension. (At the time [35] was written, the Central Sets Theorem was only known to hold for countable commutative semigroups.)

Most of the material in Section 15.6 is from [223], which was written in collaboration with I. Leader.

## Chapter 16

## IP, IP*, Central, and Central* Sets

We saw in Chapter 14 that in any semigroup $S$, central sets have rich combinatorial content. And our introduction to the combinatorial applications of the algebraic structure of $\beta S$ came through the Finite Products Theorem (Corollary 5.9). We shall see in this chapter that sets which intersect $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ for every sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ (that is, the $I P^{*}$ sets) have very rich combinatorial structure, especially in the semigroups $(\mathbb{N},+)$ and $(\mathbb{N}, \cdot)$. Further, by means of the old and often studied combinatorial notion of spectra of numbers, we exhibit a large class of examples of these special sets in $(\mathbb{N},+)$.

### 16.1 IP, IP*, Central, and Central* Sets in Arbitrary Semigroups

Recall that we have defined a central set in a semigroup $S$ as one which is a member of a minimal idempotent in $\beta S$ (Definition 4.42). As one of our main concerns in this chapter is the presentation of examples, we begin by describing a class of sets that are central in an arbitrary semigroup.

Theorem 16.1. Let $S$ be a semigroup and for each $F \in \mathscr{P}_{f}(S)$, let $x_{F} \in S$. Then $\bigcup_{F \in \mathcal{P}_{f}(S)}\left(F \cdot x_{F}\right)$ is central in $S$.

Proof. Let $A=\bigcup_{F \in \mathcal{P}_{f}(S)}\left(F \cdot x_{F}\right)$. For each $F \in \mathcal{P}_{f}(S)$, let

$$
B_{F}=\left\{x_{H}: H \in \mathcal{P}_{f}(S) \text { and } F \subseteq H\right\}
$$

Then $\left\{B_{F}: F \in \mathscr{P}_{f}(S)\right\}$ is a set of subsets of $S$ with the finite intersection property so choose (by Theorem 3.8) some $p \in \beta S$ such that $\left\{B_{F}: F \in \mathcal{P}_{f}(S)\right\} \subseteq p$.

We claim that $\beta S \cdot p \subseteq \bar{A}$ for which it suffices, since $\rho_{p}$ is continuous, to show that $S \cdot p \subseteq \bar{A}$. To this end, let $s \in S$. Then $B_{\{s\}} \subseteq s^{-1} A$ so $s^{-1} A \in p$ so by Theorem 4.12 $A \in s p$. By Corollary 2.6 , there is a minimal idempotent $q \in \beta S \cdot p$ and so $A \in q$.

In the event that $S$ is countable, the description given by Theorem 16.1 can be simplified.

Corollary 16.2. Let $S=\left\{a_{n}: n \in \mathbb{N}\right\}$ be a countable semigroup and let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. Then $\left\{a_{n} \cdot x_{m}: n, m \in \mathbb{N}\right.$ and $\left.n \leq m\right\}$ is central in $S$.

Proof. This is Exercise 16.1.1.

We now introduce some terminology which is due to Furstenberg [156] and is commonly used in Topological Dynamics circles.

Definition 16.3. Let $S$ be a semigroup. A subset $A$ of $S$ is an IP set if and only if there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$ such that $\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Actually, as defined by Furstenberg, an IP set is a set which can be written as $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ for some sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$. We have modified the definition because we already have a notation for $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ and because of the nice characterization of IP set obtained in Theorem 16.4 below.

The terminology may be remembered because of the intimate relationship between IP sets and idempotents. However, the origin as described in [156] is as an "infinite dimensional parallelepiped". To see the idea behind that term, consider the elements of $\operatorname{FP}\left(\left\langle x_{i}\right\rangle_{i=1}^{3}\right)$ which we have placed at seven of the vertices of a cube (adding an identity $e$ at the origin).


Theorem 16.4. Let $S$ be a semigroup and let $A$ be a subset of $S$. Then $A$ is an IP set if and only if there is some idempotent $p \in \beta S$ such that $A \in p$.

Proof. This is a reformulation of Theorem 5.12.
In general, given a class $\mathscr{R}$ of subsets of a set $S$, one may define the class $\mathscr{R}^{*}$ of sets that meet ever member of $\mathcal{R}$. We have already done so (in Definition 15.3) for central sets.

Definition 16.5. Let $S$ be a semigroup and let $A \subseteq S$. Then $A$ is an $I P^{*}$ set if and only if for every IP set $B \subseteq S, A \cap B \neq \emptyset$.

Recall from Lemma 15.4 that a set is a central* set if and only if it is a member of every minimal idempotent. A similar characterization is valid for IP* sets.

Theorem 16.6. Let $S$ be a semigroup and let $A \subseteq S$. The following statements are equivalent:
(a) $A$ is an $I P^{*}$ set.
(b) $A$ is a member of every idempotent of $\beta S$.
(c) $A \cap B$ is an IP set for every IP set $B$ of $S$.

Proof. (a) implies (b). Let $p$ be an idempotent of $\beta S$ and suppose that $A \notin p$. Then $S \backslash A \in p$ so by Theorem 5.8 there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $S$ with $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq$ $S \backslash A$. That is, $S \backslash A$ is an IP set which misses $A$, a contradiction.
(b) implies (c) Let $B$ be an IP set and pick by Lemma 5.11 an idempotent $p$ of $\beta S$ such that $B \in p$. Then $A \cap B \in p$ so $A \cap B$ is an IP set by Theorem 5.8.

That (c) implies (a) is trivial.
As a trivial consequence of Lemma 15.4, Theorems 16.4 and 16.6, and the definition of central, one has that

$$
\mathrm{IP}^{*} \Rightarrow \text { central }^{*} \Rightarrow \text { central } \Rightarrow \mathrm{IP}
$$

One also sees immediately the following:
Remark 16.7. Let $S$ be a semigroup and let $A$ and $B$ be subsets of $S$.
(a) If $A$ and $B$ are IP* sets, then $A \cap B$ is an IP* set.
(b) If $A$ and $B$ are central* sets, then $A \cap B$ is a central* set.

We see now that in most reasonable semigroups, it is easy to produce a specific central* set which is not an IP* set.

Theorem 16.8. Let $S$ be a semigroup and assume that $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ is a sequence in $S$ such that $\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is not piecewise syndetic. Then $S \backslash \mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is a central* set which is not an IP* set.

Proof. Trivially $S \backslash \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is not an IP* set. Since $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is not piecewise syndetic, we have by Theorem $4.40 \overline{\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)} \cap K(\beta S)=\emptyset$ so for every minimal idempotent $p, S \backslash \mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \in p$.

Of course, since the notions of central and IP are characterized by membership in an idempotent, they are partition regular notions. In trivial situations (see Exercises 16.1.2 and 16.1.3) the notions of central* and IP* may also be partition regular.

Lemma 16.9. Let $S$ be a semigroup.
(a) The notion of $I P^{*}$ is partition regular in $S$ if and only if $\beta S$ has a unique idempotent.
(b) The notion of central* is partition regular in $S$ if and only if $K(\beta S)$ has a unique idempotent.

Proof. We establish (a) only, the other proof being very similar.
Necessity. Suppose that $\beta S$ has two idempotents $p$ and $q$ and pick $A \in p \backslash q$. Then $A \cup(S \backslash A)$ is an $\mathrm{IP}^{*}$ set while neither $A$ nor $S \backslash A$ is an $\mathrm{IP}^{*}$ set.

Sufficiency. Let $p$ be the unique idempotent of $\beta S$. Then a subset $A$ of $S$ is an IP* set if and only if $A \in p$.

As a consequence of Lemma 16.9 we have the following.
Remark 16.10. Let $S$ be a semigroup. If the notion of IP* is partition regular in $S$, then so is the notion of central*.

Exercise 16.1.3 shows that one may have the notion of central* partition regular when the notion of IP* is not.

We see now that in more civilized semigroups, the notions of IP* and central* are not partition regular. (Theorem 16.11 is in fact a corollary to Corollary 6.43 and Lemma 16.9, and is also a corollary to Theorem 6.34 .4 , but it has a simple self contained proof, so we present it.)

Theorem 16.11. Let $S$ be an infinite weakly left cancellative semigroup. There exist disjoint central subsets of S. Consequently, neither the notions of central* nor IP* are partition regular in $S$.

Proof. Let $\kappa=|S|$ and enumerate $\mathscr{P}_{f}(S)$ as $\left\langle F_{\alpha}\right\rangle_{\alpha<\kappa}$. Observe that whenever $B \subseteq S$ and $|B|<\kappa$ and $F \in \mathcal{P}_{f}(S)$ there is some $x \in S$ such that $(F \cdot x) \cap B=\emptyset$. (For each $u \in F$ and $v \in B,\{x \in S: u x=v\}$ is finite by the definition of weakly left cancellative so $\left|\bigcup_{u \in F} \bigcup_{v \in B}\{x \in S: u x=v\}\right|<\kappa$.)

Choose $x_{0} \in S$ and choose $y_{0} \in S$ such that $\left(F_{0} \cdot y_{0}\right) \cap\left(F_{0} \cdot x_{0}\right)=\emptyset$. Inductively, let $\alpha<\kappa$ and assume we have chosen $\left\langle x_{\sigma}\right\rangle_{\sigma<\alpha}$ and $\left\langle y_{\sigma}\right\rangle_{\sigma<\alpha}$ in $S$ so that

$$
\left(\bigcup_{\sigma<\alpha} F_{\sigma} \cdot x_{\sigma}\right) \cap\left(\bigcup_{\sigma<\alpha} F_{\sigma} \cdot y_{\sigma}\right)=\emptyset .
$$

Let $B=\left(\bigcup_{\sigma<\alpha} F_{\sigma} \cdot x_{\sigma}\right) \cup\left(\bigcup_{\sigma<\alpha} F_{\sigma} \cdot y_{\sigma}\right)$ and choose $x_{\alpha} \in S$ such that $\left(F_{\alpha} \cdot x_{\alpha}\right) \cap$ $B=\emptyset$ and choose $y_{\alpha} \in S$ such that $\left(F_{\alpha} \cdot y_{\alpha}\right) \cap\left(B \cup F_{\alpha} \cdot x_{\alpha}\right)=\emptyset$.

By Theorem 16.1 we have that $\left(\bigcup_{\sigma<\kappa} F_{\sigma} \cdot x_{\sigma}\right)$ and $\left(\bigcup_{\sigma<\kappa} F_{\sigma} \cdot y_{\sigma}\right)$ are disjoint central subsets of $S$.

In any semigroup, we see that IP* sets satisfy a significantly stronger combinatorial conclusion than that given by their definition.

Theorem 16.12. Let $S$ be a semigroup, let $A$ be an $I P^{*}$ set in $S$, and let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. There is a product subsystem $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. Pick by Lemma 5.11 an idempotent $p \in \beta S$ such that $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right) \in p$ for every $m \in \mathbb{N}$. Then $A \in p$ by Theorem 16.6, so Theorem 5.14 applies.

Exercise 16.1.1. Prove Corollary 16.2.
Exercise 16.1.2. Let $S$ be a set and let $a \in S$. Define $x y=a$ for all $x$ and $y$ in $S$. Show that a subset $A$ of $S$ is an IP set if and only if $a \in A$ and consequently that the notions of IP* and central* are partition regular for this semigroup.

Exercise 16.1.3. Recall the semigroup $(\mathbb{N}, \wedge)$ where $n \wedge m=\min \{n, m\}$. (See Exercise 4.1.11.) Verify each of the following assertions.
(a) In $(\beta \mathbb{N}, \wedge)$ every element is idempotent and $K(\beta \mathbb{N}, \wedge)=\{1\}$.
(b) The IP sets in $(\mathbb{N}, \wedge)$ are the nonempty subsets of $\mathbb{N}$ and the central sets in $(\mathbb{N}, \wedge)$ are the subsets $A$ of $\mathbb{N}$ with $1 \in A$.
(c) The only IP* set in $(\mathbb{N}, \wedge)$ is $\mathbb{N}$, while the central* sets in $(\mathbb{N}, \wedge)$ are the same as the central sets. Consequently, the notion of IP* is not partition regular in $(\mathbb{N}, \wedge)$ while the notion of central* is partition regular in $(\mathbb{N}, \wedge)$.

Exercise 16.1.4. Recall the semigroup ( $\mathbb{N}, \vee$ ) where $n \vee m=\max \{n, m\}$. (See Exercise 4.1.11.) Verify each of the following assertions.
(a) In $(\beta \mathbb{N}, \vee)$ every element is idempotent and $K(\beta \mathbb{N}, \vee)=\mathbb{N}^{*}$.
(b) The IP sets in $(\mathbb{N}, \vee)$ are the nonempty subsets of $\mathbb{N}$ and the central sets in $(\mathbb{N}, \vee)$ are the infinite subsets of $\mathbb{N}$.
(c) The only $\mathrm{IP}^{*}$ set in $(\mathbb{N}, \vee)$ is $\mathbb{N}$, while the central* sets in $(\mathbb{N}, \vee)$ are the cofinite subsets of $\mathbb{N}$. Consequently, neither the notions of IP* nor the notions of central* are partition regular in $(\mathbb{N}, \vee)$.

### 16.2 IP* and Central Sets in $\mathbb{N}$

In this section we compare the additive and multiplicative structures of $\mathbb{N}$. We begin with a trivial observation.

Lemma 16.13. Let $n \in \mathbb{N}$. Then $\mathbb{N} n$ is an $I P^{*} \operatorname{set}$ in $(\mathbb{N},+)$.
Proof. This is an immediate consequence of Theorem 16.6 and Lemma 6.6.
Now we establish that central sets in $(\mathbb{N},+)$ have a richer structure than that guaranteed to an arbitrary commutative semigroup (and in fact richer than that possessed by central sets in $(\mathbb{N}, \cdot))$.

Theorem 16.14. Let $B$ be central in $(\mathbb{N},+)$, let $A$ be a $u \times v$ matrix with entries from $\mathbb{Q}$.
(a) If $A$ is image partition regular, then there exists $\vec{y} \in \mathbb{N}^{v}$ such that all entries of $A \vec{y}$ are in $B$.
(b) If $A$ is kernel partition regular, then there exists $\vec{y} \in B^{v}$ such that $A \vec{y}=\overrightarrow{0}$.

Proof. (a) This is Theorem 15.24 (h).
(b) Let $d \in \mathbb{N}$ be a common multiple of all of the denominators of entries of $A$. Then $d A$ is a matrix with entries from $\mathbb{Z}$ which is kernel partition regular. (If $\mathbb{N}=$
$\bigcup_{i=1}^{r} C_{i}$, pick $i \in\{1,2, \ldots, r\}$ and $\vec{x} \in C_{i}{ }^{v}$ such that $A \vec{x}=\overrightarrow{0}$. Then $(d A) \vec{x}=\overrightarrow{0}$.) Thus by Rado's Theorem (Theorem 15.20) $d A$ satisfies the columns condition over $\mathbb{Q}$ so, by Lemma 15.15 , pick $m \in \mathbb{N}$ and a $v \times m$ matrix $C$ with entries from $\omega$ which satisfies the first entries condition such that $d A C=\mathbf{O}$. As in part (a), pick $\vec{x} \in \mathbb{N}^{m}$ such that all entries of $C \vec{x}$ are in $B$ and let $\vec{y}=C \vec{x}$. Then $d A \vec{y}=d A C \vec{x}=\mathbf{O} \vec{x}=\overrightarrow{0}$ so $A \vec{y}=\overrightarrow{0}$.

In fact, central sets in $(\mathbb{N},+)$ not only contain images of all image partition regular matrices, but all finite sums choosing at most one term from each such image as well.

Definition 16.15. Let ( $S,+$ ) be a semigroup and let $\left\langle Y_{n}\right\rangle_{n=1}^{\infty}$ be a sequence of subsets of $S$. Then $\operatorname{FS}\left(\left\langle Y_{n}\right\rangle_{n=1}^{\infty}\right)=\left\{\sum_{n \in F} a_{n}: F \in \mathcal{P}_{f}(\mathbb{N})\right.$ and for all $\left.n \in F, a_{n} \in Y_{n}\right\}$.

We define $\mathrm{FS}\left(\left\langle Y_{n}\right\rangle_{n=1}^{m}\right)$ and $\mathrm{FS}\left(\left\langle Y_{n}\right\rangle_{n=m}^{\infty}\right)$ analogously.
Theorem 16.16. Let $B$ be central in $(\mathbb{N},+)$. Let $\langle A(n)\rangle_{n=1}^{\infty}$ enumerate the finite image partition regular matrices with entries from $\mathbb{Q}$ and for each $n$, let $m(n)$ be the number of columns of $A(n)$. There exists for each $n \in \mathbb{N}$ a choice of $\vec{x}(n) \in \mathbb{N}^{m(n)}$ such that, if $Y_{n}$ is the set of entries of $A(n) \vec{x}(n)$, then $\mathrm{FS}\left(\left\langle Y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq B$.

Proof. Pick a minimal idempotent in $(\beta \mathbb{N},+)$ such that $B \in p$. Pick by Theorem 16.14 some $\vec{x}(1) \in \mathbb{N}^{m(1)}$ such that all entries of $A(1) \vec{x}(1)$ are in $B^{\star}=\{a \in B$ : $-a+B \in p\}$. Let $Y_{1}$ be the set of entries of $A(1) \vec{x}(1)$.

Inductively, let $n \in \mathbb{N}$ and assume that we have chosen $\vec{x}(k) \in \mathbb{N}^{m(k)}$ for each $k \in$ $\{1,2, \ldots, n\}$ so that, with $Y_{k}$ as the set of entries of $A(k) \vec{x}(k)$, one has $\mathrm{FS}\left(\left\langle Y_{k}\right\rangle_{k=1}^{n}\right) \subseteq$ $B^{\star}$. By Lemma 4.14, for each $a \in B^{\star},-a+B^{\star} \in p$ so

$$
B^{\star} \cap \cap\left\{-a+B^{*}: a \in \operatorname{FS}\left(\left\langle Y_{k}\right\rangle_{k=1}^{n}\right)\right\} \in p
$$

so pick $\vec{x}(n+1) \in \mathbb{N}^{m(n+1)}$ such that all entries of $A(n+1) \vec{x}(n+1)$ are in

$$
B^{\star} \cap \cap\left\{-a+B^{*}: a \in \operatorname{FS}\left(\left\langle Y_{k}\right\rangle_{k=1}^{n}\right)\right\} .
$$

Letting $Y_{n+1}$ be the set of entries of $A(n+1) \vec{x}(n+1)$ one has $\operatorname{FS}\left(\left\langle Y_{k}\right\rangle_{k=1}^{n+1}\right) \subseteq B^{\star}$.
A similar result applies to kernel partition regular matrices.
Theorem 16.17. Let $B$ be central in $(\mathbb{N},+)$. Let $\langle A(n)\rangle_{n=1}^{\infty}$ enumerate the kernel partition regular matrices with entries from $\mathbb{Q}$ and for each $n$, let $m(n)$ be the number of columns of $A(n)$. There exists for each $n \in \mathbb{N}$ a choice of $\vec{x}(n) \in \mathbb{N}^{m(n)}$ such that $A(n) \vec{x}(n)=\overrightarrow{0}$ and, if $Y_{n}$ is the set of entries of $\vec{x}(n)$, then $\mathrm{FS}\left(\left\langle Y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq B$.

Proof. This can be copied nearly verbatim from the proof of Theorem 16.16.

The contrast with Theorems $16.14,16.16$, and 16.17 in the case of sets central, in fact central $*$ in $(\mathbb{N}, \cdot)$ is striking. Recall from Section 15.3 the notation $\vec{x}^{A}=\overrightarrow{1}$ which represents the multiplicative analogue of the equation $A \vec{x}=\overrightarrow{0}$.

Theorem 16.18. Let $C=\mathbb{N} \backslash\left\{x^{2}: x \in \mathbb{N}\right\}$, let $A=(2)$ and let $B=\left(\begin{array}{l}2-21) \text {. }\end{array}\right.$ Then $C$ is central* in $(\mathbb{N}, \cdot)$, $A$ is image partition regular in $(\mathbb{N}, \cdot)$, and $B$ is kernel partition regular in $(\mathbb{N}, \cdot)$. However, for no $x \in \mathbb{N}$ is $x^{2} \in C$ and for no $\vec{x} \in C^{3}$ is $\vec{x}^{B}=1$.

Proof. The reader was asked to show in Exercise 15.1.2 that $\left\{x^{2}: x \in \mathbb{N}\right\}$ is not central in $(\mathbb{N}, \cdot)$. Consequently, its complement must be central*. Trivially $A$ is image partition regular in $(\mathbb{N}, \cdot)$ and $B$ satisfies the columns condition over $\mathbb{Q}$, so is kernel partition regular in $(\mathbb{N}, \cdot)$ by Theorem 15.20.

The following lemma establishes that multiplication preserves IP* sets and central* sets in $(\mathbb{N},+)$.

Lemma 16.19. Let $A \subseteq \mathbb{N}$ and let $n \in \mathbb{N}$. Statements (a), (b) and (c) are equivalent, and statements (e), (d) and (f) are equivalent.
(a) $A$ is an $I P * \operatorname{set}$ in $(\mathbb{N},+)$.
(b) $n^{-1} A$ is an $I P^{*}$ set in $(\mathbb{N},+)$.
(c) $n A$ is an $I P^{*}$ set in $(\mathbb{N},+)$.
(e) $A$ is a central* set in $(\mathbb{N},+)$.
(d) $n^{-1} A$ is a central $*$ set in $(\mathbb{N},+)$.
(f) $n A$ is a central $*$ set in $(\mathbb{N},+)$.

Proof. Recall that by Lemma 15.23.2, if $p$ is an idempotent in $(\beta \mathbb{N},+)$, then so are $n \cdot p$ and $\frac{1}{n} \cdot p$ and if $p$ is a minimal idempotent, then so are $n \cdot p$ and $\frac{1}{n} \cdot p$, where the multiplication is computed in $\beta \mathbb{Q}_{d}$.
(a) implies (b). Assume that $A$ is an $\mathrm{IP}^{*}$ set in $(\beta \mathbb{N},+)$, and let $p \in E(\beta \mathbb{N},+)$. Then $A \in n \cdot p$ and so $n^{-1} A \in p$.
(b) implies (a). Assume that $n^{-1} A$ is an IP* set in $(\beta \mathbb{N},+)$ and that $p \in E(\beta \mathbb{N},+)$. Then $n^{-1} A \in \frac{1}{n} \cdot p$ so $\left(\frac{1}{n}\right)^{-1}\left(n^{-1} A\right) \in p$. Since $\left(\frac{1}{n}\right)^{-1}\left(n^{-1} A\right) \subseteq A$, we have that $A \in p$.

Since $n^{-1}(n A)=A$, the equivalence of (a) with (c) follows from the equivalence of (a) with (b).

The proof that (d), (e), and (f) are equivalent is essentially identical.
There is a subtle point in the proof that (b) implies (a) above. On the one hand, $n^{-1} A=\{m \in \mathbb{N}: n \cdot m \in A\}$. But $\frac{1}{n} \cdot p$ is computed in $\beta \mathbb{Q}_{d}$ so $\left(\frac{1}{n}\right)^{-1}\left(n^{-1} A\right)=$
$\left\{x \in \mathbb{Q}: \frac{1}{n} \cdot x \in n^{-1} A\right\}$. Thus if there is any element of $A$ which is not divisible by $n$, then $\left(\frac{1}{n}\right)^{-1}\left(n^{-1} A\right) \neq A$

We see now that IP* sets in $(\mathbb{N},+)$ are guaranteed to have substantial multiplicative structure.

Theorem 16.20. Let 8 be the set of finite sequences in $\mathbb{N}$ (including the empty sequence) and let $f: 马 \rightarrow \mathbb{N}$. Let $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$ and let $A$ be an IP* set in $(\mathbb{N},+)$. Then there is a sum subsystem $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ such that whenever $F \in \mathcal{P}_{f}(\mathbb{N}), \ell=f\left(\left\langle x_{k}\right\rangle_{k=1}^{\min F-1}\right)$, and $t \in\{1,2, \ldots, \ell\}$, one has $t \cdot \sum_{n \in F} x_{n} \in A$.

Proof. Pick by Lemma 5.11 some $p=p+p$ in $\beta \mathbb{N}$ such that $\operatorname{FS}\left(\left\langle y_{n}\right\rangle_{n=m}^{\infty}\right) \in p$ for each $m \in \mathbb{N}$. Then by Lemma 16.19, we have for each $t \in \mathbb{N}$ that $t^{-1} A$ is an $\mathrm{IP}^{*}$ set in $(\mathbb{N},+)$ and hence is in $p$. Let $B_{1}=\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \cap \bigcap_{t=1}^{f(\emptyset)} t^{-1} A$ and note that $B_{1} \in p$. Pick $x_{1} \in B_{1}{ }^{\star}$ and pick $H_{1} \in \mathscr{P}_{f}(\mathbb{N})$ such that $x_{1}=\sum_{t \in H_{1}} y_{t}$.

Inductively, let $n \in \mathbb{N}$ and assume that we have chosen $\left\langle x_{i}\right\rangle_{i=1}^{n},\left\langle H_{i}\right\rangle_{i=1}^{n}$, and $\left\langle B_{i}\right\rangle_{i=1}^{n}$ such that for each $i \in\{1,2, \ldots, n\}$ :
(1) $x_{i}=\sum_{t \in H_{i}} y_{t}$,
(2) if $i>1$, then $\min H_{i}>\max H_{i-1}$,
(3) $B_{i} \in p$,
(4) if $\emptyset \neq F \subseteq\{1,2, \ldots, i\}$ and $m=\min F$, then $\sum_{j \in F} x_{j} \in B_{m}{ }^{\star}$, and
(5) if $i>1$, then $B_{i} \subseteq \bigcap_{t=1}^{f\left(\left(x_{j}\right\rangle_{j=1}^{i-1}\right)} t^{-1} A$.

Only hypotheses (1), (3), and (4) apply at $n=1$ and they hold trivially. Let $k=\max H_{n}+1$. By assumption $\operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=k}^{\infty}\right) \in p$. Again we have by Lemma 16.19 that for each $t \in \mathbb{N}, t^{-1} A$ is an $\mathrm{IP}^{*}$ set in $(\mathbb{N},+)$ and is thus in $p$.

For each $m \in\{1,2, \ldots, n\}$ let

$$
E_{m}=\left\{\sum_{j \in F} x_{j}: \emptyset \neq F \subseteq\{1,2, \ldots, n\} \text { and } m=\min F\right\} .
$$

By hypothesis (4) we have for each $m \in\{1,2, \ldots, n\}$ and each $a \in E_{m}$ that $a \in B_{m}{ }^{\star}$ and hence, by Lemma 4.14, $-a+B_{m}{ }^{\star} \in p$. Let

$$
B_{n+1}=\mathrm{FS}\left(\left\langle y_{t}\right\rangle_{t=k}^{\infty}\right) \cap \bigcap_{t=1}^{f\left(\left\langle x_{j}\right\rangle_{j=1}^{n}\right)} t^{-1} A \cap \bigcap_{m=1}^{n} \bigcap_{a \in E_{m}}\left(-a+B_{m}^{\star}\right)
$$

Then $B_{n+1} \in p$. Choose $x_{n+1} \in B_{n+1}{ }^{\star}$. Since $x_{n+1} \in \operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=k}^{\infty}\right)$, choose $H_{n+1} \in \mathscr{P}_{f}(\mathbb{N})$ such that $\min H_{n+1} \geq k$ and $x_{n+1}=\sum_{t \in H_{n+1}} y_{t}$. Then hypotheses (1), (2), (3), and (5) are satisfied directly.

To verify hypothesis (4), let $\emptyset \neq F \subseteq\{1,2, \ldots, n+1\}$ and let $m=\min F$. If $n+1 \notin F$, the conclusion holds by hypothesis, so assume that $n+1 \in F$. If
$F=\{n+1\}$, then $\sum_{j \in F} x_{j}=x_{n+1} \in B_{n+1}{ }^{\star}$, so assume $F \neq\{n+1\}$ and let $G=F \backslash\{n+1\}$. Let $a=\sum_{j \in G} x_{j}$. Then $a \in E_{m}$ so $x_{n+1} \in-a+B_{m}{ }^{\star}$ so $\sum_{j \in F} x_{j}=a+x_{n+1} \in B_{m}{ }^{\star}$ as required.

We thus have that $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ is a sum subsystem of $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$. To complete the proof, let $F \in \mathcal{P}_{f}(\mathbb{N})$, let $\ell=f\left(\left\langle x_{k}\right\rangle_{k=1}^{\min F-1}\right)$, and let $t \in\{1,2, \ldots, \ell\}$. Let $m=\min F$. Then by hypotheses (4) and (5), $\sum_{j \in F} x_{j} \in B_{m} \subseteq t^{-1} A$ so $t \cdot \sum_{n \in F} x_{n} \in A$.

Corollary 16.21. Let $A$ be a $I P^{*}$ set in $(\mathbb{N},+)$ and let $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$. There is a sum subsystem $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ such that

$$
\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A
$$

Proof. Let 8 be the set of finite sequences in $\mathbb{N}$. Define $f(\emptyset)=1$ and given $\left\langle x_{j}\right\rangle_{j=1}^{n}$ define $f\left(\left\langle x_{j}\right\rangle_{j=1}^{n}\right)=\prod_{j=1}^{n} x_{j}$. Choose $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ as guaranteed by Theorem 16.20. Letting $t=1$, one sees that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$. To see that $\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$, let $F \in \mathcal{P}_{f}(\mathbb{N})$ and let $n=\max F$. If $|F|=1$, then $\prod_{j \in F} x_{j}=x_{n} \in A$, so assume $|F|>1$ and let $G=F \backslash\{n\}$. Let $t=\prod_{j \in G} x_{j}$. Then $t \leq f\left(\left\langle x_{j}\right\rangle_{j=1}^{n-1}\right)$ so $\prod_{j \in F} x_{j}=t \cdot x_{n} \in A$.

Theorem 16.20 and Corollary 16.21 establish that an IP* set in $(\mathbb{N},+)$ must have substantial multiplicative structure. One may naturally ask whether similar results apply to central* or central sets. On the one hand, we shall see in Theorem 16.21.1 and Corollary 16.26 that sets which are central* in $(\mathbb{N},+)$ have significant multiplicative structure, in fact are central in ( $\mathbb{N}, \cdot \cdot$ ), and we shall see in Theorem 16.26 .1 that sets which are central* in $(\mathbb{N}, \cdot)$ must be central in $(\mathbb{N},+)$. On the other hand, central sets in $(\mathbb{N},+)$ need have no multiplicative structure at all (Theorem 16.27) while central sets in $(\mathbb{N}, \cdot)$ must have a significant amount of additive structure (Theorem 16.28).

Theorem 16.21.1. Let $A$ be a central* set in $(\mathbb{N},+)$. Then there exists $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. Choose $p \in \bar{A} \cap E(K(\beta \mathbb{N},+))$. Let $A^{\star}=\{a \in A:-a+A \in p\}$. By Lemma 4.14, $A^{\star} \in p$ and, for every $a \in A^{\star},-a+A^{\star} \in p$.

Choose $x_{1} \in A^{\star}$. Now assume that $n \in \mathbb{N}$ and we have chosen $x_{1}, x_{2}, \ldots, x_{n}$ such that $\mathrm{FS}\left(\left\langle x_{m}\right\rangle_{m=1}^{n}\right) \subseteq A^{\star}$ and $\mathrm{FP}\left(\left\langle x_{m}\right\rangle_{m=1}^{n}\right) \subseteq A$. For every $y \in \operatorname{FS}\left(\left\langle x_{m}\right\rangle_{m=1}^{n}\right)$, $-y+A^{\star} \in p$. By Lemma 16.19, for every $z \in \mathrm{FP}\left(\left\langle x_{m}\right\rangle_{m=1}^{n}\right), z^{-1} A \in p$. Choose $x_{n+1} \in A^{\star} \cap \bigcap\left\{-y+A^{\star}: y \in \operatorname{FS}\left(\left\langle x_{m}\right\rangle_{m=1}^{n}\right)\right\} \cap \bigcap\left\{z^{-1} A: z \in \operatorname{FP}\left(\left\langle x_{m}\right\rangle_{m=1}^{n}\right)\right\}$.

Definition 16.22. $\mathbb{M}=\{p \in \beta \mathbb{N}$ : for each $A \in p, A$ is central in $(\mathbb{N},+)\}$.

As an immediate consequence of the definition of central we have the following.
Remark 16.23. $\mathbb{M}=c \ell E(K(\beta \mathbb{N},+))$.
Theorem 16.24. $\mathbb{M}$ is a left ideal of $(\beta \mathbb{N}, \cdot)$.
Proof. Remark 16.23 and Theorem 5.20.
We saw in Corollary 13.15 that $K(\beta \mathbb{N}, \cdot) \cap K(\beta \mathbb{N},+)=\emptyset$. We pause to observe now that these objects are nonetheless close.

Corollary 16.25. $K(\beta \mathbb{N}, \cdot) \cap c \ell K(\beta \mathbb{N},+) \neq \emptyset$.
Proof. Corollary 5.21.
Corollary 16.26. Let $A$ be central* in $(\mathbb{N},+)$. Then $A$ is central in $(\mathbb{N}, \cdot)$.
Proof. By Lemma $15.4, E(K(\beta \mathbb{N},+)) \subseteq \bar{A}$ so $\mathbb{M} \subseteq \bar{A}$. Since $\mathbb{M}$ is a left ideal of $(\beta \mathbb{N}, \cdot), \mathbb{M} \cap E(K(\beta \mathbb{N}, \cdot)) \neq \emptyset$ by Corollary 2.6 so $A$ is central in $(\mathbb{N}, \cdot)$.

In this case, the same result holds in the opposite direction.
Theorem 16.26.1. Let $A$ be central* in $(\mathbb{N}, \cdot)$. Then $A$ is central in $(\mathbb{N},+)$.
Proof. Pick $p \in E(K(\beta \mathbb{N}, \cdot)) \cap c \ell(E(K(\beta \mathbb{N},+)))$ by Corollary 5.21. Since $A \in p$, pick $q \in \bar{A} \cap E(K(\beta \mathbb{N},+))$.

Theorem 16.27. There is a set $A \subseteq \mathbb{N}$ which is central in $(\mathbb{N},+)$ such that for no $y$ and $z$ in $\mathbb{N}$ is $\{y, z, y z\} \subseteq A$. In particular for no $y \in \mathbb{N}$ is $\left\{y, y^{2}\right\} \subseteq A$.

Proof. Let $x_{1}=2$ and inductively for $n \in \mathbb{N}$ choose $x_{n+1} \geq\left(x_{n}+n\right)^{2}$. Notice in particular that for each $n, x_{n}>n$. Let $A=\left\{x_{n}+k: n, k \in \mathbb{N}\right.$ and $\left.k \leq n\right\}$. By Corollary $16.2 A$ is central in $(\mathbb{N},+)$. Suppose now we have $y \leq z$ in $\mathbb{N}$ with $\{y, z, y z\} \subseteq A$ and pick $n \in \mathbb{N}$ such that $z \in\left\{x_{n}+1, x_{n}+2, \ldots, x_{n}+n\right\}$. Then $y>2$ so $y z>2 z>2 x_{n}>x_{n}+n$ so $y z \geq x_{n+1}+1>\left(x_{n}+n\right)^{2} \geq z^{2} \geq y z$, a contradiction.

We see now that sets which are piecewise syndetic in $(\mathbb{N}, \cdot)$, in particular the central sets, must contain large finite additive structure.

Theorem 16.28. Let $A \subseteq \mathbb{N}$ be piecewise syndetic in $(\mathbb{N}, \cdot)$. For each $m \in \mathbb{N}$ there exists a finite sequence $\left\langle x_{t}\right\rangle_{t=1}^{m}$ such that $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right) \subseteq A$.

Proof. Let $m \in \mathbb{N}$ and let $\mathscr{F}=\left\{\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right):\left\langle x_{t}\right\rangle_{t=1}^{m}\right.$ is a sequence in $\left.\mathbb{N}\right\}$. Then $\mathcal{F}$ is weakly partition regular by Corollary 5.10 so pick by Theorem 14.30 some $b \in \mathbb{N}$ and a sequence $\left\langle x_{t}\right\rangle_{t=1}^{m}$ in $\mathbb{N}$ such that $\operatorname{FS}\left(\left\langle b x_{t}\right\rangle_{t=1}^{m}\right)=b \cdot \operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{m}\right) \subseteq A$.

It is natural, in view of the above theorem, to ask whether one can extend the conclusion to infinite sequences. We see now that one cannot.

Theorem 16.29. There is a set $A \subseteq \mathbb{N}$ which is central in $(\mathbb{N}, \cdot)$ such that for no sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ does one have $\operatorname{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. Let $x_{1}=1$ and for $n \in \mathbb{N}$ pick some $x_{n+1}>n x_{n}$. Let

$$
A=\left\{k x_{n}: n, k \in \mathbb{N} \text { and } k \leq n\right\} .
$$

By Corollary $16.2 A$ is central in $(\mathbb{N}, \cdot)$.
Suppose we have a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ with $\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$. We may presume that the sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ is increasing since in any event an increasing sum subsystem of $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ can be chosen. Pick $m, n$, and $r$ in $\mathbb{N}$ such that $n<r$, $y_{m} \in\left\{x_{n}, 2 x_{n}, 3 x_{n}, \ldots, n x_{n}\right\}$, and $y_{m+1} \in\left\{x_{r}, 2 x_{r}, 3 x_{r}, \ldots, r x_{r}\right\}$.

Pick $k \in\{1,2, \ldots, r\}$ such that $y_{m+1}=k x_{r}$. Then

$$
k x_{r}<y_{m+1}+y_{m} \leq k x_{r}+n x_{n}<k x_{r}+x_{r}=(k+1) x_{r}
$$

so $y_{m+1}+y_{m} \notin A$.
Given any central set $A$ in $(\mathbb{N},+)$, one has by definition that there is a minimal idempotent $p$ in $(\beta \mathbb{N},+)$ such that $A \in p$. Since $p=p+p$, one has that

$$
\{x \in \mathbb{N}:-x+A \in p\} \in p
$$

and so, in particular, $\{x \in \mathbb{N}:-x+A$ is central $\}$ is central. That is, every central set often translates down to a central set.

Recall that for any $p \in \beta \mathbb{N},-p=(-1) \cdot p \in \beta \mathbb{Z}$. Since by Exercise 4.3.5, $-\mathbb{N}^{*}$ is a left ideal of $(\beta \mathbb{Z},+)$, one cannot have $p=p+(-p)$ for any $p \in \mathbb{N}^{*}$. If one had $p=(-p)+p$ for some minimal idempotent $p$ in $(\beta \mathbb{N},+)$ one would have as above that for any $A \in p,\{x \in \mathbb{N}: x+A \in p\} \in p$ and hence $\{x \in \mathbb{N}$ : $x+A$ is central $\}$ is central. However, according to Corollary 13.19 such an equation cannot hold. Nonetheless, we are able to establish that for any central set $A$ in $(\mathbb{N},+)$, $\{x \in \mathbb{N}: x+A$ is central $\}$ is central.

Theorem 16.30. Let $p \in K(\beta \mathbb{N},+)$ and let $L$ be a minimal left ideal of $(\beta \mathbb{N},+)$. There is an idempotent $q \in L$ such that $p=(-q)+p$.

Proof. Let $T=\{q \in L:(-q)+p=p\}$. Given $q, r \in \beta \mathbb{N},-(q+r)=$ $(-q)+(-r)$ by Lemma 13.1, so if $q, r \in T$, then $q+r \in T$. Define $\ell: \beta \mathbb{Z} \rightarrow \beta \mathbb{Z}$ by $\ell(p)=-p$. (That is, in the semigroup $(\beta \mathbb{Z}, \cdot), \ell=\lambda_{-1}$.) Then $\ell$ is continuous and $T=L \cap\left(\rho_{p} \circ \ell\right)^{-1}[\{p\}]$ so $T$ is compact. Therefore, it suffices to show that $T \neq \emptyset$. For then, $T$ is a compact subsemigroup of $\beta \mathbb{N}$, hence contains an idempotent by Theorem 2.5.

Since $p \in K(\beta \mathbb{N},+)$, pick a minimal left ideal $L^{\prime}$ of $\beta \mathbb{N}$ such that $p \in L^{\prime}$. Now $\mathbb{N}^{*}$ is a left ideal of $\beta \mathbb{Z}$ by Exercise 4.3 .5 so by Lemma 1.43 (c), $L$ and $L^{\prime}$ are left ideals of $\beta \mathbb{Z}$. In particular $-L+p \subseteq L^{\prime}$. We claim that $-L+p$ is a left ideal of $\beta \mathbb{N}$ so that $-L+p=L^{\prime}$. To see this, let $q \in-L$ and let $r \in \beta \mathbb{N}$. We show that $r+q+p \in-L+p$. Now $-q \in L$ so $-r+-q \in L$. Since $-r+-q=-(r+q)$ by Lemma 13.1 we have $r+q \in-L$ so $r+q+p \in-L+p$. Since $-L+p=L^{\prime}$ and $p \in L^{\prime}$ we have $T \neq \emptyset$ as required.

Corollary 16.31. Let $A \subseteq \mathbb{N}$ be central in $(\mathbb{N},+)$. Then $\{x \in \mathbb{N}: x+A$ is central $\}$ is central.

Proof. Pick a minimal idempotent $p$ in $(\beta \mathbb{N},+)$ such that $A \in p$ and pick, by Theorem 16.30, a minimal idempotent $q$ in $(\beta \mathbb{N},+)$ such that $p=(-q)+p$. Then $\{x \in \mathbb{N}: x+A \in p\} \in q$ so $\{x \in \mathbb{N}: x+A \in p\} \subseteq\{x \in \mathbb{N}: x+A$ is central $\}$.

We do not know whether every central* set often translates either up or down to another central* set. However we do have the following strong contrast with Corollary 16.31 for IP* sets.

Theorem 16.32. There is an $I P^{*}$ set $A$ of $(\mathbb{N},+)$ such that for all $n \in \mathbb{N}$, neither $n+A$ nor $-n+A$ is an $I P *$ set.

Proof. Let $\left\langle D_{n}\right\rangle_{n \in \mathbb{Z}}$ be a sequence of pairwise disjoint infinite sets of positive even integers such that for each $n, \min D_{n}>|2 n|$. For each $n \in \mathbb{Z}$ enumerate $D_{n}$ in increasing order as $\langle a(n, k)\rangle_{k=1}^{\infty}$ and for each $k \in \mathbb{N}$, let $y_{n, k}=2^{a(n, 2 k)}+2^{a(n, 2 k-1)}$. For each $n \in \mathbb{Z} \backslash\{0\}$, let $B_{n}=\mathrm{FS}\left(\left\langle y_{n, k}\right\rangle_{k=1}^{\infty}\right)$. Let $C=\{n+z: n \in \mathbb{Z} \backslash\{0\}$ and $\left.z \in B_{n}\right\}$. Notice that if $n \in \mathbb{Z} \backslash\{0\}$ and $z \in B_{n}$, then $|n|<z$ so $C \subseteq \mathbb{N}$. Let $A=\mathbb{N} \backslash C$. Then given any $n \in \mathbb{Z} \backslash\{0\},(A+n) \cap B_{-n}=\emptyset$, so $A+n$ is not an IP* set.

We now claim that $A$ is an IP* set, so suppose instead we have a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ with $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cap A=\emptyset$. That is, $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$. By passing to a suitable sum subsystem we may presume that the sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ is increasing.

We first observe that if $n \in \mathbb{Z} \backslash\{0\}, u \in n+B_{n}$, and $u=\sum_{t \in F} 2^{t}$, then $\max F \in D_{n}$. Indeed $u=n+z$ where $z \in B_{n}$ and $z=\sum_{t \in H} 2^{t}$ where $H \subseteq D_{n}$ and $H$ has at least two members (because each $y_{n, k}$ has two binary digits). Thus, if $n<0$, borrowing will not reach $\max H$. Since then $\min H>|2 n|$ one has $\max F=\max H$.

We now show that one cannot have $n \in \mathbb{Z} \backslash\{0\}$ and $i<j$ with $\left\{x_{i}, x_{j}\right\} \subseteq n+B_{n}$, so suppose instead that we do. Now $x_{j}=\sum_{t \in F} 2^{t}$ where max $F \in D_{n}$. Let $k=$ $\max F$. Since $x_{i}<x_{j}$ we have that $x_{j}+x_{i}=\sum_{t \in H} 2^{t}$ where either max $H=k$ or $\max H=k+1$. But as we have just seen, given any member of $C$, the largest element of its binary support is even, so the latter case is impossible. The former case tells us that $x_{j}+x_{i} \in n+B_{n}$. But now $\left\{x_{i}-n, x_{j}-n, x_{i}+x_{j}-n\right\} \subseteq B_{n}$, so if
$\ell=\min D_{n}$ we have that $2^{\ell}$ divides each of $x_{i}-n, x_{j}-n$, and $x_{i}+x_{j}-n$, and hence $2^{\ell}$ divides $n$, a contradiction.

Consequently, we may choose for each $i \in \mathbb{N}$ some $n(i) \in \mathbb{Z} \backslash\{0\}$ such that $x_{i} \in n(i)+B_{n(i)}$ and $n(i) \neq n(j)$ for $i \neq j$. Choose $i$ such that $|n(i)|>x_{1}$. Then $x_{i}=\sum_{t \in F} 2^{t}$ and $x_{i}+x_{1}=\sum_{t \in G} 2^{t}$ where $\max F=\max G$ and consequently, $x_{i}+x_{1} \in n(i)+B_{n(i)}$. But now $x_{1}=\left(x_{i}+x_{1}\right)-x_{i}$ is a difference of two members of $B_{n(i)}$ and is hence divisible by $2^{\ell}$, where $\ell=\min D_{n(i)}$. This is a contradiction because $\ell>|2 n(i)|>x_{1}$.

We now see that $\mathrm{IP}^{*}$ subsets of $\mathbb{R}_{d}$ play a role in the study of values $(\bmod 1)$ assumed by real polynomials.

Theorem 16.32.1. Let $\mathbb{T}$ denote the unit circle, regarded as $\mathbb{R} / \mathbb{Z}$, and let $\pi: \mathbb{R} \rightarrow \mathbb{T}$ denote the natural homomorphism. Let $\mathbb{R}_{d}$ denote the real line with the discrete topology. Then, for any real polynomial $P$ with zero constant term, any idempotent $p \in\left(\beta \mathbb{R}_{d},+\right)$ and any $q \in \beta \mathbb{R}_{d}, \widetilde{\pi P}(p)=0$ and $\widetilde{\pi P}(q+p)=\widetilde{\pi P}(q)$, where $\widetilde{\pi P}: \beta \mathbb{R}_{d} \rightarrow \mathbb{T}$ denotes the continuous extension of $\pi P$.

Proof. The claim is clearly true if $P=0$. So assume that $P$ has degree $n \geq 1$ and that the claim holds for all polynomials of smaller degree. For any $s$ and $t$ in $\mathbb{R}$, let $Q_{s}(t)=P(s+t)-P(s)-P(t)$. Then for any fixed $s, Q_{s}(t)$ is a polynomial in $t$ with zero constant term and degree less than $n$. By the inductive hypothesis, $\widetilde{\pi Q_{s}}(p)=0$. Further,

$$
\widetilde{\pi P}(s+p)=\lim _{t \rightarrow p} \pi(P(s+t))=\pi(P(s))+\lim _{t \rightarrow p} \widetilde{\pi Q_{s}}(t)+\lim _{t \rightarrow p} \widetilde{\pi P}(t)
$$

since addition in $\mathbb{T}$ is jointly continuous. Also, $\lim _{t \rightarrow p} \widetilde{\pi Q_{s}}(t)=\widetilde{\pi Q_{s}}(p)=0$ so $\widetilde{\pi P}(s+p)=\pi(P(s))+\widetilde{\pi P}(p)$. Thus $\widetilde{\pi P}(p)=\widetilde{\pi P}(p+p)=\lim _{s \rightarrow p} \widetilde{\pi P}(s+p)=$ $\lim _{s \rightarrow p} \pi(P(s))+\widetilde{\pi P}(p)=\widetilde{\pi P}(p)+\widetilde{\pi P}(p)$ and so $\widetilde{\pi P}(p)=0$. Also $\widetilde{\pi P}(q+p)=$ $\lim _{s \rightarrow q} \widetilde{\pi P}(s+p)=\lim _{s \rightarrow q} \pi(P(s))+\widetilde{\pi P}(p)=\widetilde{\pi P}(q)$.

Corollary 16.32.1. Let $P$ be a real polynomial with zero constant term and let $U$ be a neighbourhood of 0 in $\mathbb{T}$. Let $A=\{s \in \mathbb{R}: \pi(P(s)) \in U\}$. Then $A$ is an IP* subset of $\mathbb{R}$.

Proof. Let $B$ be an IP set in $\mathbb{R}$ and pick by Theorem 16.4 an idempotent $p \in \beta \mathbb{R}_{d}$ such that $B \in p$. Then by Theorem 16.32.1, $\widetilde{\pi P}(p)=0$ so $A \in p$ and thus $A \cap$ $B \neq \emptyset$.

Corollary 16.32.2. Let $v \in \mathbb{N}$, let $P_{1}, P_{2}, \ldots, P_{v}$ be real polynomials with zero constant term and let $U$ be a neighbourhood of 0 in $\mathbb{T}^{v}$. Let

$$
A=\left\{s \in \mathbb{R}:\left(\pi\left(P_{1}(s)\right), \pi\left(P_{2}(s)\right), \ldots, \pi\left(P_{v}(s)\right)\right) \in U\right\} .
$$

Then $A$ is an $I P^{*}$ subset of $\mathbb{R}$.
Proof. For each $i \in\{1,2, \ldots, v\}$, we can choose a neighbourhood $U_{i}$ of 0 in $\mathbb{T}$ such that $U_{1} \times U_{2} \times \ldots \times U_{v} \subseteq U$. By Corollary 16.32.1, for each $i,\left\{s \in \mathbb{R}: \pi\left(P_{i}(s)\right) \in\right.$ $\left.U_{i}\right\}$ is $\mathrm{IP}^{*}$ in $\beta \mathbb{R}$. Since the intersection of a finite number of $\mathrm{IP}^{*}$ sets is also $\mathrm{IP}^{*}$, our claim follows.

The set $A$ defined in the following corollary may be empty. However, if it is nonempty, it is large.

Corollary 16.32.3. Let $v \in \mathbb{N}$, let $P_{1}, P_{2}, \ldots, P_{v}$ be real polynomials with zero constant term and let $U$ be an open subset of $\mathbb{T}^{v}$. Let

$$
A=\left\{s \in \mathbb{R}:\left(\pi\left(P_{1}(s)\right), \pi\left(P_{2}(s)\right), \ldots, \pi\left(P_{v}(s)\right)\right) \in U\right\}
$$

If $a \in A$, then $-a+A$ is $I P^{*}$ in $\mathbb{R}$.
Proof. For each $i \in\{1,2, \ldots, v\}$, let $t_{i}=\pi\left(P_{i}(a)\right)$. We can choose a neighbourhood $U_{i}$ of $t_{i}$ in $\mathbb{T}$ such that $U_{1} \times U_{2} \times \ldots \times U_{v} \subseteq U$. Let $A_{i}=\left\{s \in \mathbb{R}: \pi\left(P_{i}(s)\right) \in-t_{i}+\right.$ $\left.U_{i}\right\}$. By Theorem 16.32.1, for every idempotent $p \in \beta \mathbb{R}_{d}, \widetilde{\pi P}_{i}(a+p)=t_{i}$. Hence $\left\{s \in \mathbb{R}: \pi\left(P_{i}(a+s)\right) \in U_{i}\right\} \in p$. That is, $-a+A_{i} \in p$. So $\bigcap_{i=1}^{v}\left(-a+A_{i}\right) \in p$. Since $\bigcap_{i=1}^{v}\left(-a+A_{i}\right) \subseteq-a+A$, it follows that $-a+A$ is $\mathrm{IP}^{*}$ in $\mathbb{R}$.

Exercise 16.2.1. In the proof of Lemma 16.19 we used the fact that in the semigroup $(\mathbb{N},+)$, one must have $n^{-1}(n A)=A$. Show that in $(\mathbb{N},+)$ one need not have $n\left(n^{-1} A\right)=A$. Show in fact that $n\left(n^{-1} A\right)=A$ if and only if $A \subseteq \mathbb{N} n$.

Exercise 16.2.2. Prove that if $r \in \mathbb{N}$ and $\mathbb{N}=\bigcup_{i=1}^{r} C_{i}$ and for only one $i \in$ $\{1,2, \ldots, r\}$ is there a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ with $\operatorname{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C_{i}$, then in fact for this $i, C_{i}$ is an $\mathrm{IP}^{*}$ set (so that there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\left.\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C_{i}\right)$.

### 16.3 IP* Sets in Weak Rings

In this section we extend Corollary 16.21 to apply to a much wider class, called "weak rings", obtaining a sequence and its finite sums and, depending on the precise hypotheses, either all products or almost all products in a given IP* set.

Definition 16.33. (a) A left weak ring is a triple $(S,+, \cdot)$ such that $(S,+)$ and $(S, \cdot)$ are semigroups and the left distributive law holds. That is, for all $x, y, z \in$ $S$ one has $x \cdot(y+z)=x \cdot y+x \cdot z$.
(b) A right weak ring is a triple $(S,+, \cdot)$ such that $(S,+)$ and $(S, \cdot)$ are semigroups and the right distributive law holds. That is, for all $x, y, z \in S$ one has $(x+y)$. $z=x \cdot z+y \cdot z$.
(c) A weak ring is a triple $(S,+, \cdot)$ which is both a left weak ring and a right weak ring.

In the above definition, we have followed the usual custom regarding order of operations. That is $x \cdot y+x \cdot z=(x \cdot y)+(x \cdot z)$.

Notice that neither of the semigroups $(S,+)$ nor $(S, \cdot)$ is assumed to be commutative. Of course all rings are weak rings. Other examples of weak rings include all subsets of $\mathbb{C}$ that are closed under both addition and multiplication.

Lemma 16.34. Let $(S,+)$ be any semigroup and let $\cdot$ be the operation making $(S, \cdot)$ a right zero semigroup. Then $(S,+, \cdot)$ is left weak ring. If $(S,+)$ has at least one element which is not idempotent, then $(S,+, \cdot)$ is not a right weak ring.

Proof. This is Exercise 16.3.2.
Analogously to Lemma 16.19, we have the following. Notice that it does not matter whether we define $a^{-1} A b^{-1}$ to be $a^{-1}\left(A b^{-1}\right)$ or $\left(a^{-1} A\right) b^{-1}$. In either case, $y \in$ $a^{-1} A b^{-1}$ if and only if $a y b \in A$.

Lemma 16.35. Let $S$ be a set, let $A \subseteq S$, and let $a, b \in S$.
(a) If $(S,+, \cdot)$ is a left weak ring and $A$ is an $I P^{*}$ set in $(S,+)$, then $a^{-1} A$ is an $I P^{*}$ set in $(S,+)$.
(b) If $(S,+, \cdot)$ is a right weak ring and $A$ is an $I P^{*}$ set in $(S,+)$, then $A b^{-1}$ is an $I P^{*}$ set in $(S,+)$.
(c) If $(S,+, \cdot)$ is a weak ring and $A$ is an $I P^{*}$ set in $(S,+)$, then $a^{-1} A b^{-1}$ is an $I P^{*}$ set in $(S,+)$.

Proof. It suffices to establish (a) since then (b) follows from a left-right switch and (c) follows from (a) and (b). So, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. Then

$$
\mathrm{FS}\left(\left\langle a \cdot x_{n}\right\rangle_{n=1}^{\infty}\right) \cap A \neq \emptyset
$$

so pick $F \in \mathcal{P}_{f}(\mathbb{N})$ such that $\sum_{n \in F} a \cdot x_{n} \in A$. Then, using the left distributive law we have that $\sum_{n \in F} x_{n} \in a^{-1} A$.

Recall that in $\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$, the products are taken in increasing order of indices.

Definition 16.36. Let $(S, \cdot)$ be a semigroup, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$, and let $k \in \mathbb{N}$. Then $\operatorname{AP}\left(\left\langle x_{n}\right\rangle_{n=1}^{k}\right)$ is the set of all products of terms of $\left\langle x_{n}\right\rangle_{n=1}^{k}$ in any order with no repetitions. Similarly $\operatorname{AP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is the set of all products of terms of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in any order with no repetitions.

For example, with $k=3$, we obtain the following:

$$
\begin{aligned}
\operatorname{AP}\left(\left\langle x_{n}\right\rangle_{n=1}^{3}\right)= & \left\{x_{1}, x_{2}, x_{3}, x_{1} x_{2}, x_{1} x_{3}, x_{2} x_{3}, x_{2} x_{1}, x_{3} x_{2}, x_{3} x_{1}, x_{1} x_{2} x_{3}\right. \\
& \left.x_{1} x_{3} x_{2}, x_{2} x_{1} x_{3}, x_{2} x_{3} x_{1}, x_{3} x_{1} x_{2}, x_{3} x_{2} x_{1}\right\} .
\end{aligned}
$$

Theorem 16.37. Let $(S,+, \cdot)$ be a left weak ring, let $A$ be an $I P^{*}$ set in $(S,+)$, and let $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ be any sequence in $S$. Then there exists a sum subsystem $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ such that if $m \geq 2, F \in \mathcal{P}_{f}(\mathbb{N})$ with $\min F \geq m$, and $b \in \operatorname{AP}\left(\left\langle x_{n}\right\rangle_{n=1}^{m-1}\right)$, then $b \cdot \sum_{t \in F} x_{t} \in A$. In particular,

$$
\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup\left\{b \cdot x_{m}: m \geq 2 \text { and } b \in \mathrm{AP}\left(\left\langle x_{n}\right\rangle_{n=1}^{m-1}\right)\right\} \subseteq A
$$

Proof. Pick by Lemma 5.11 some idempotent $p$ of $(\beta S,+)$ with

$$
p \in \bigcap_{m=1}^{\infty} c \ell \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=m}^{\infty}\right)
$$

Then by Lemma 16.35, we have for each $a \in S$ that $a^{-1} A$ is an IP* set in $(S,+)$ and hence is in $p$.

Let $B_{1}=\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)$ and note that $B_{1} \in p$. Pick $x_{1} \in B_{1}{ }^{\star}$ and pick $H_{1} \in$ $\mathscr{P}_{f}(\mathbb{N})$ such that $x_{1}=\sum_{t \in H_{1}} y_{t}$.

Inductively, let $n \in \mathbb{N}$ and assume that we have chosen $\left\langle x_{i}\right\rangle_{i=1}^{n},\left\langle H_{i}\right\rangle_{i=1}^{n}$, and $\left\langle B_{i}\right\rangle_{i=1}^{n}$ such that for each $i \in\{1,2, \ldots, n\}$ :
(1) $x_{i}=\sum_{t \in H_{i}} y_{t}$,
(2) if $i>1$, then $\min H_{i}>\max H_{i-1}$,
(3) $B_{i} \in p$,
(4) if $\emptyset \neq F \subseteq\{1,2, \ldots, i\}$ and $m=\min F$, then $\sum_{j \in F} x_{j} \in B_{m}{ }^{\star}$, and
(5) if $i>1$, then $B_{i} \subseteq \bigcap\left\{a^{-1} A: a \in \operatorname{AP}\left(\left\langle x_{t}\right\rangle_{t=1}^{i-1}\right)\right\}$.

Only hypotheses (1), (3), and (4) apply at $n=1$ and they hold trivially. Let $k=\max H_{n}+1$. By assumption $\operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=k}^{\infty}\right) \in p$. Again we have by Lemma 16.35 that for each $a \in S, a^{-1} A$ is an $\mathrm{IP}^{*}$ set in $(S,+)$ and is thus in $p$.

For each $m \in\{1,2, \ldots, n\}$ let

$$
E_{m}=\left\{\sum_{j \in F} x_{j}: \emptyset \neq F \subseteq\{1,2, \ldots, n\} \text { and } m=\min F\right\}
$$

By hypothesis (4) we have for each $m \in\{1,2, \ldots, m\}$ and each $a \in E_{m}$ that $a \in B_{m}{ }^{\star}$ and hence, by Lemma 4.14, $-a+B_{m}{ }^{\star} \in p$. Let

$$
B_{n+1}=\operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=k}^{\infty}\right) \cap \bigcap\left\{a^{-1} A: a \in \operatorname{AP}\left(\left\langle x_{t}\right\rangle_{t=1}^{n}\right)\right\} \cap \bigcap_{m=1}^{n} \bigcap_{a \in E_{m}}\left(-a+B_{m}{ }^{\star}\right)
$$

Then $B_{n+1} \in p$. Choose $x_{n+1} \in B_{n+1}{ }^{\star}$. Since $x_{n+1} \in \operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=k}^{\infty}\right)$, choose $H_{n+1} \in \mathcal{P}_{f}(\mathbb{N})$ such that $\min H_{n+1} \geq k$ and $x_{n+1}=\sum_{t \in H_{n+1}} y_{t}$. Then hypotheses (1), (2), (3), and (5) are satisfied directly.

To verify hypothesis (4), let $\emptyset \neq F \subseteq\{1,2, \ldots, n+1\}$ and let $m=\min F$. If $n+1 \notin F$, the conclusion holds by hypothesis, so assume that $n+1 \in F$. If $F=\{n+1\}$, then $\sum_{j \in F} x_{j}=x_{n+1} \in B_{n+1}{ }^{\star}$, so assume $F \neq\{n+1\}$ and let $G=F \backslash\{n+1\}$. Let $a=\sum_{j \in F} x_{j}$. Then $a \in E_{m}$ so $x_{n+1} \in-a+B_{m}{ }^{\star}$ so $\sum_{j \in F} x_{j}=a+x_{n+1} \in B_{m}{ }^{\star}$ as required.

We thus have that $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ is a sum subsystem of $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$. To complete the proof, let $m \geq 2$, let $F \in \mathcal{P}_{f}(\mathbb{N})$ with $\min F \geq m$ and let $a \in \operatorname{AP}\left(\left\langle x_{n}\right\rangle_{n=1}^{m-1}\right)$. Then by hypotheses (4) and (5), $\sum_{j \in F} x_{j} \in B_{m} \subseteq a^{-1} A$ so that $a \cdot \sum_{t \in F} x_{t} \in A$.

Observe that $\left\{b \cdot x_{m}: m \geq 2\right.$ and $\left.b \in \operatorname{AP}\left(\left\langle x_{n}\right\rangle_{n=1}^{m-1}\right)\right\}$ is the set of all products (without repetition) from $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ that have their largest index occurring on the right.

Notice that the proof of Theorem 16.37 is nearly identical to that of Theorem 16.20. Essentially the same proof establishes a much stronger conclusion in the event that one has a weak ring rather than just a left weak ring.

Theorem 16.38. Let $(S,+, \cdot)$ be a weak ring, let $A$ be an $I P^{*}$ set in $(S,+)$, and let $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ be any sequence in $X$. Then there exists a sum subsystem $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ in $S$ such that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{AP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. Modify the proof of Theorem 16.37 by replacing induction hypothesis (5) with:
(5) if $i>1$, then

$$
\begin{aligned}
B_{i} \subseteq & \bigcap\left\{a^{-1} A: a \in \operatorname{AP}\left(\left\langle x_{t}\right\rangle_{t=1}^{i-1}\right)\right\} \cap \bigcap\left\{A b^{-1}: b \in \operatorname{AP}\left(\left\langle x_{t}\right\rangle_{t=1}^{i-1}\right)\right\} \\
& \cap \bigcap\left\{a^{-1} A b^{-1}: a, b \in \operatorname{AP}\left(\left\langle x_{t}\right\rangle_{t=1}^{i-1}\right)\right\} .
\end{aligned}
$$

Then replace the definition of $B_{n+1}$ with

$$
\begin{aligned}
B_{n+1}= & \operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=k}^{\infty}\right) \cap \bigcap\left\{a^{-1} A: a \in \operatorname{AP}\left(\left\langle x_{t}\right\rangle_{t=1}^{i-1}\right)\right\} \\
& \cap \bigcap\left\{A b^{-1}: b \in \operatorname{AP}\left(\left\langle x_{t}\right\rangle_{t=1}^{i-1}\right)\right\} \cap \bigcap\left\{a^{-1} A b^{-1}: a, b \in \operatorname{AP}\left(\left\langle x_{t}\right\rangle_{t=1}^{i-1}\right)\right\} \\
& \cap \bigcap_{m=1}^{n} \bigcap_{a \in E_{m}}\left(-a+B_{m}^{\star}\right) .
\end{aligned}
$$

Theorems 16.37 and 16.38 raise the natural question of whether the stronger conclusion in fact holds in any left weak ring. The example of Lemma 16.34 is not a counterexample to this question because, in this left weak ring, given any sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$, one has $\operatorname{AP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)=\left\{x_{n}: n \in \mathbb{N}\right\}$.

Theorem 16.39. Let $S$ be the free semigroup on the two distinct letters $a$ and $b$ and let $\operatorname{hom}(S, S)$ be the set of homomorphisms from $S$ to $S$. Let $\circ$ be the usual composition of functions and define an operation $\oplus$ on $\operatorname{hom}(S, S)$ as follows. Given $f, g \in \operatorname{hom}(S, S)$ and $u_{1}, u_{2}, \ldots, u_{t} \in\{a, b\}$,

$$
(f \oplus g)\left(u_{1} u_{2} \cdots u_{t}\right)=f\left(u_{1}\right) \frown g\left(u_{1}\right) \frown f\left(u_{2}\right) \frown g\left(u_{2}\right) \frown \cdots \frown f\left(u_{t}\right) \frown g\left(u_{t}\right) .
$$

Then $(\operatorname{hom}(S, S), \oplus, \circ)$ is a left weak ring and there exist an $I P^{*}$ set $A$ in $(\operatorname{hom}(S, S)$, $\oplus)$ and a sequence $\left\langle f_{n}\right\rangle_{n=1}^{\infty}$ in $\operatorname{hom}(S, S)$ such that no sum subsystem $\left\langle g_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle f_{n}\right\rangle_{n=1}^{\infty}$ has $\operatorname{AP}\left(\left\langle g_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$.

Proof. The verification that $(\operatorname{hom}(S, S), \oplus, \circ)$ is a left weak ring is Exercise 16.3.3. Notice that in order to define a member of $\operatorname{hom}(S, S)$ it is enough to define its values at $a$ and $b$. Define $f_{1} \in \operatorname{hom}(S, S)$ by $f_{1}(a)=a b$ and $f_{1}(b)=b$ and define inductively for $n \in \mathbb{N}, f_{n+1}=f_{n} \oplus f_{1}$. Notice that for each $n \in \mathbb{N}, f_{n}(a)=(a b)^{n}$ and $f_{n}(b)=b^{n}$.

Let $A=\operatorname{hom}(S, S) \backslash\left\{f_{r} \circ f_{s}: r, s \in \mathbb{N}\right.$ and $\left.r>s\right\}$. Notice that, given $r, s \in \mathbb{N}$,

$$
\left.f_{r}\left(f_{s}(a)\right)=f_{r}\left((a b)^{s}\right)\right)=\left(f_{r}(a) f_{r}(b)\right)^{s}=\left((a b)^{r} b^{r}\right)^{s}
$$

(We have used the fact that $f_{r}$ is a homomorphism.) In particular, notice that if $f_{r} \circ$ $f_{s}=f_{m} \circ f_{n}$, then $(r, s)=(m, n)$.

We claim that if $m, n, r, s, \ell, t \in \mathbb{N}, h=f_{m} \circ f_{n}, k=f_{r} \circ f_{s}$, and $h \oplus k=f_{\ell} \circ f_{t}$, then $\ell=m=r$ and $t=n+s$. Indeed,

$$
\left((a b)^{\ell} b^{\ell}\right)^{t}=(h \oplus k)(a)=h(a)-k(a)=\left((a b)^{m} b^{m}\right)^{n}\left((a b)^{r} b^{r}\right)^{s}
$$

Suppose now that $\left\langle h_{n}\right\rangle_{n=1}^{\infty}$ is a sequence in $\operatorname{hom}(S, S)$ with

$$
\mathrm{FS}\left(\left\langle h_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq\left\{f_{r} \circ f_{s}: r, s \in \mathbb{N} \text { and } r>s\right\}
$$

Then, using the fact just established, there is some $r$ and for each $n$ some $s(n)$ such that $h_{n}=f_{r} \circ f_{s(n)}$. Then

$$
h_{1} \oplus h_{2} \oplus \cdots \oplus h_{r}=f_{r} \circ f_{t}
$$

where $t=\sum_{n=1}^{r} s(n) \geq r$, a contradiction. Thus $A$ is an IP* set in $(\operatorname{hom}(S, S),+)$.
Finally, suppose that $\left\langle g_{n}\right\rangle_{n=1}^{\infty}$ is a sum subsystem of $\left\langle f_{n}\right\rangle_{n=1}^{\infty}$ with $\operatorname{AP}\left(\left\langle g_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq$ $A$. Then $g_{1}=\sum_{n \in H} f_{n}$ for some $H \in \mathcal{P}_{f}(\mathbb{N})$ so $g_{1}=f_{k}$ where $k=\sum H$. Then $g_{k+1}=f_{\ell}$ for some $\ell>k$ and thus $g_{k+1} \circ g_{1}=f_{\ell} \circ f_{k} \notin A$, a contradiction.

Exercise 16.3.1. Show that if $(S,+, \cdot)$ is a weak ring in which $(S,+)$ is commutative, $n \in \mathbb{N}$ and the operations on the $n \times n$ matrices with entries from $S$ are defined as usual (so, for example, the entry in row $i$ and column $j$ of $A \cdot B$ is $\sum_{k=1}^{n} a_{i, k} \cdot b_{k, j}$ ), then these matrices form a weak ring. Give an example of a left weak ring $(S,+, \cdot)$ for which $(S,+)$ is commutative, but the $2 \times 2$ matrices over $S$ do not form a left weak ring.

Exercise 16.3.2. Prove Lemma 16.34.

Exercise 16.3.3. Prove that $(\operatorname{hom}(S, S), \oplus, \circ)$ as described in Theorem 16.39 is a left weak ring.

Exercise 16.3.4. We know that the left weak ring ( $\operatorname{hom}(S, S), \oplus, \circ$ ) of Theorem 16.39 is not a right weak ring because it does not satisfy the conclusion of Theorem 16.38. Establish this fact directly by producing $f, g, h \in \operatorname{hom}(S, S)$ such that $(f \oplus g) \circ h \neq f \circ h \oplus g \circ h$.

### 16.4 Spectra and Iterated Spectra

Spectra of numbers are sets of the form $\{\lfloor n \alpha\rfloor: n \in \mathbb{N}\}$ or $\{\lfloor n \alpha+\gamma\rfloor: n \in \mathbb{N}\}$ where $\alpha$ and $\gamma$ are positive reals. Sets of this form or of the form $\{\lfloor n \alpha\rfloor: n \in A\}$ or $\{\lfloor n \alpha+\gamma\rfloor: n \in A\}$ for some specified sets $A$ have been extensively studied in number theory. (See the notes to this chapter for some references.) We are interested in these sets because they provide us with a valuable collection of rather explicit examples of IP* sets and central* sets in $(\mathbb{N},+)$.

By the very nature of their definition, it is easy to give examples of IP sets. And anytime one explicitly describes a finite partition of $\mathbb{N}$ at least one cell must be a central set and it is often easy to identify which cells are central. The situation with respect to IP* sets and central* sets is considerably different however. We know from Theorem 16.8 that whenever $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ is a sequence in $\mathbb{N}$ such that $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is not piecewise syndetic, one has $\mathbb{N} \backslash \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is a central* set which is not IP*. So, for example, $\left\{\sum_{t \in F} 2^{t}: F \in \mathcal{P}_{f}(\mathbb{N})\right.$ and some $t \in F$ is even $\}$ is central* but not IP* because it is $\mathbb{N} \backslash \operatorname{FS}\left(\left\langle 2^{2 t-1}\right\rangle_{t=1}^{\infty}\right)$.

We also know from Lemma 16.13 that for each $n \in \mathbb{N}, \mathbb{N} n$ is an IP* set. But at this point, we would be nearly at a loss to come up with an IP* set which doesn't almost contain $\mathbb{N} n$ for some $n$. (The set of Theorem 16.32 is one such example.)

In this section we shall be utilizing some information obtained in Section 10.1. Recall that we defined there for any subsemigroup $S$ of $(\mathbb{R},+)$ and any positive real number $\alpha$, functions $g_{\alpha}: S \rightarrow \mathbb{Z}, f_{\alpha}: S \rightarrow\left[-\frac{1}{2}, \frac{1}{2}\right)$, and $h_{\alpha}: S \rightarrow \mathbb{T}$ by $g_{\alpha}(x)=\left\lfloor x \alpha+\frac{1}{2}\right\rfloor, f_{\alpha}(x)=x \alpha-g_{\alpha}(x)$, and $h_{\alpha}(x)=\pi\left(f_{\alpha}(x)\right)$ where the circle group $\mathbb{T}=\mathbb{R} / \mathbb{Z}$ and $\pi$ is the projection of $\mathbb{R}$ onto $\mathbb{T}$.

Definition 16.40. Let $\alpha>0$ and let $0<\gamma<1$. The function $g_{\alpha, \gamma}: \mathbb{N} \rightarrow \omega$ is defined by $g_{\alpha, \gamma}(n)=\lfloor n \alpha+\gamma\rfloor$.

We denote by $\widetilde{g_{\alpha, \gamma}}$, the continuous extension of $g_{\alpha, \gamma}$ from $\beta \mathbb{N}$ to $\beta \omega$. Notice that $g_{\alpha}=g_{\alpha, \frac{1}{2}}$.

Recall that for $\alpha>0$ we have defined $Z_{\alpha}=\left\{p \in \beta S: \widetilde{f_{\alpha}}(p)=0\right\}$.
Lemma 16.41. Let $\alpha>0$, let $0<\gamma<1$, and let $p \in Z_{\alpha}$. Then $\widetilde{g_{\alpha, \gamma}}(p)=\widetilde{g_{\alpha}}(p)$.
Proof. Let $\epsilon=\min \{\gamma, 1-\gamma\}$ and let $A=\left\{n \in \mathbb{N}:-\epsilon<f_{\alpha}(n)<\epsilon\right\}$. Then $A \in p$ so it suffices to show that $g_{\alpha, \gamma}$ and $g_{\alpha}$ agree on $A$. So let $n \in A$ and let $m=g_{\alpha}(n)$. Then $m-\epsilon<n \alpha<m+\epsilon$ so

$$
m \leq m-\epsilon+\gamma<n \alpha+\gamma<m+\epsilon+\gamma \leq m+1
$$

so $m=g_{\alpha, \gamma}(n)$.
As regards spectra, we see that "as you sow, so shall you reap".
Theorem 16.42. Let $\alpha>0$, let $0<\gamma<1$, and let $A \subseteq \mathbb{N}$.
(a) If $A$ is an $I P^{*}$ set, then $g_{\alpha, \gamma}[A]$ is an $I P^{*}$ set.
(b) If $A$ is a central* set, then $g_{\alpha, \gamma}[A]$ is a central* set.
(c) If $A$ is a central set, then $g_{\alpha, \gamma}[A]$ is a central set.
(d) If $A$ is an IP set, then $g_{\alpha, \gamma}[A]$ is an IP set.

Proof. (a) By Theorem 16.6 we need to show that $g_{\alpha, \gamma}[A]$ is a member of every idempotent in $(\beta \mathbb{N},+)$. So let $p$ be an idempotent in $(\beta \mathbb{N},+)$. Since $Z_{1 / \alpha}$ is the kernel of a homomorphism by Lemma 10.3 we have that $p \in Z_{1 / \alpha}$. Since, by Theorem 10.12, $\widetilde{g_{1 / \alpha}}$ is an isomorphism from $Z_{1 / \alpha}$ to $Z_{\alpha}, \widetilde{g_{1 / \alpha}}(p)$ is an idempotent and so $A \in \widetilde{g_{1 / \alpha}}(p)$. By Lemma $16.41 \widetilde{g_{\alpha, \gamma}}\left(\widetilde{g_{1 / \alpha}}(p)\right)=\widetilde{g_{\alpha}}\left(\widetilde{g_{1 / \alpha}}(p)\right)$ which is $p$ by Theorem 10.12. Since $A \in \widetilde{g_{1 / \alpha}}(p)$ and $\widetilde{g_{\alpha, \gamma}}\left(\widetilde{g_{1 / \alpha}}(p)\right)=p$ we have that $g_{\alpha, \gamma}[A] \in p$ as required.
(b) Let $p$ be a minimal idempotent of $(\beta \mathbb{N},+)$. We need to show that $g_{\alpha, \gamma}[A] \in p$. Now $p \in K(\beta \mathbb{N}) \cap Z_{1 / \alpha}$ and $K(\beta \mathbb{N}) \cap Z_{1 / \alpha}=K\left(Z_{1 / \alpha}\right)$ by Theorem 1.65. Thus $p$ is a minimal idempotent in $Z_{1 / \alpha}$ so by Theorem $10.12 \widetilde{g_{1 / \alpha}}(p)$ is a minimal idempotent in $Z_{\alpha}$. That is, $\widetilde{g_{1 / \alpha}}(p) \in K\left(Z_{\alpha}\right)=K(\beta \mathbb{N}) \cap Z_{\alpha}$ so $\widetilde{g_{1 / \alpha}}(p)$ is a minimal idempotent in $(\beta \mathbb{N},+)$. Consequently, $A \in \widetilde{g_{1 / \alpha}}(p)$ so as in part (a), $g_{\alpha, \gamma}[A] \in p$.
(c) Since $A$ is central, pick a minimal idempotent $p$ with $A \in p$. Then $p \in$ $K(\beta \mathbb{N}) \cap Z_{\alpha}=K\left(Z_{\alpha}\right)$ so by Theorem 10.12, $\widetilde{g_{\alpha}}(p) \in K\left(Z_{1 / \alpha}\right)=K(\beta \mathbb{N}) \cap Z_{1 / \alpha}$ so $\widetilde{g_{\alpha}}(p)$ is a minimal idempotent and $g_{\alpha, \gamma}[A] \in \widetilde{g_{\alpha, \gamma}}(p)=\widetilde{g_{\alpha}}(p)$.
(d) Since $A$ is an IP set, pick an idempotent $p$ with $A \in p$. Then $p \in Z_{\alpha}$ so by Theorem 10.12, $\widetilde{g_{\alpha}}(p)$ is an idempotent and $g_{\alpha, \gamma}[A] \in \widetilde{g_{\alpha, \gamma}}(p)=\widetilde{g_{\alpha}}(p)$.

In the event that $\alpha \geq 1$ we get an even stronger correspondence, because then $g_{\alpha, \gamma}$ is one to one.

Corollary 16.43. Let $\alpha \geq 1$, let $0<\gamma<1$, and let $A \subseteq \mathbb{N}$.
(a) $A$ is an $I P^{*}$ set if and only if $g_{\alpha, \gamma}[A]$ is an $I P^{*}$ set.
(b) $A$ is a central* set if and only if $g_{\alpha, \gamma}[A]$ is a central* set.
(c) $A$ is a central set if and only if $g_{\alpha, \gamma}[A]$ is a central set.
(d) $A$ is an IP set if and only if $g_{\alpha, \gamma}[A]$ is an IP set.

Proof. We establish (a) and (c). The proof of (b) is similar to that of (a) and the proof of (d) is similar to that of (c).
(a) The necessity is Theorem 16.42 (a). Assume that $g_{\alpha, \gamma}[A]$ is an IP* set and suppose that $A$ is not an IP* set. Pick an IP set $B$ such that $A \cap B=\emptyset$. Since $g_{\alpha, \gamma}$ is one to one, $g_{\alpha, \gamma}[A] \cap g_{\alpha, \gamma}[B]=\emptyset$ while by Theorem $16.42(\mathrm{~d}), g_{\alpha, \gamma}[B]$ is an IP set, a contradiction.
(c) The necessity is Theorem 16.42 (c). Assume that $g_{\alpha, \gamma}[A]$ is a central set and suppose that $A$ is not a central set. Then $\mathbb{N} \backslash A$ is a central* set so by Theorem $16.42(\mathrm{~b}), g_{\alpha, \gamma}[\mathbb{N} \backslash A]$ is a central* set. But this is a contradiction because $g_{\alpha, \gamma}[A] \cap$ $g_{\alpha, \gamma}[\mathbb{N} \backslash A]=\emptyset$.

Because for $\alpha>1$ the output of $g_{\alpha, \gamma}$ is the same kind of set as the input, one may iterate the functions at will. Thus, for example, if $A$ is a set which is central* but not IP* (such as one given by Theorem 16.8), then

$$
\left\{\left\lfloor\lfloor n \sqrt{10}+0.2\rfloor \pi+\frac{1}{\pi}\right\rfloor: n \in A\right\}
$$

is a central* set which is not IP*.
Notice also that the description of a set $g_{\alpha, \gamma}[\mathbb{N}]$ is effective. That is, one only needs a sufficiently precise decimal approximation to $\alpha$ and $\gamma$ in order to determine whether a specified number is a member of $g_{\alpha, \gamma}[\mathbb{N}]$.

### 16.5 Notes

The notions of IP, IP*, central, and central* are due to H. Furstenberg in [156] where central sets were defined in terms of notions from topological dynamics. See Chapter 19 for a proof of the equivalence of the notions of central.

Theorem 16.20 is from [188] where it had a purely combinatorial proof. Most of the remaining results of Section 16.2 are from [46], obtained in collaboration with V. Bergelson, except for Theorem 16.16 (which is from [124] and was obtained in collaboration with W. Deuber) and Theorem 16.30 which, while previously unpublished, is from an early draft of [50], obtained in collaboration with V. Bergelson and B. Kra.

Theorem 16.32.1 is from [55], a result of collaboration with V. Bergelson. Corollary 16.32 .3 was established by V. Bergelson in [32].

The results of Section 16.3 are due to E. Terry in [376]. The left weak ring (hom $(S, S), \oplus, \circ$ ) is due to J. Clay in [103] where it is given as an example of a left nearring which is not a right nearring. (The notion of nearring is a stronger notion than that of a weak ring.)

The results of Section 16.4 are from [50], results of collaboration with V. Bergelson and B. Kra.
H. Furstenberg [156, Proposition 9.4] gives an explicit description of certain IP* sets in terms of topological dynamics, and other examples can be deduced from his paper [161] with B. Weiss.

Spectra of the form $\{\lfloor n \alpha+\gamma\rfloor: n \in \mathbb{N}\}$ were introduced by T. Skolem [365] and given the name the $\gamma$-nonhomogenous spectrum of $\alpha$ by R. Graham, S. Lin, and C. Lin in [174]. See the introduction to [50] for a brief history of the spectra $\{\lfloor n \alpha\rfloor: n \in \mathbb{N}\}$ and further references.

## Chapter 17

## Sums and Products

We saw in Chapter 16 that any IP* set in $(\mathbb{N},+)$ has extensive multiplicative structure in addition to the additive structure that one would expect. In particular, by Corollary 16.21 , if $A$ is an $\mathrm{IP}^{*}$ set in $(\mathbb{N},+)$, then there is some sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$. On the other hand, IP* sets in $(\mathbb{N},+)$ are not partition regular by Theorem 16.11 so this fact does not yield any results about finite partitions of $\mathbb{N}$. In fact, we shall show in Theorem 17.16 that there is a finite partition of $\mathbb{N}$ such that no cell contains all pairwise sums and products from the same sequence.

We saw in Corollary 5.22 that given any finite partition of $\mathbb{N}$, there must be one cell $A$ and sequences $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ with $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$. We are concerned in this chapter with extensions of this result in various different directions.

### 17.1 Ultrafilters with Rich Additive and Multiplicative Structure

Recall that we have defined $\mathbb{M}=\{\underline{p} \in \beta \mathbb{N}$ : for all $A \in p, A$ is central in $(\mathbb{N},+)\}$ and $\Delta=\{p \in \beta \mathbb{N}$ : for all $A \in p, \bar{d}(A)>0\}$.

Definition 17.1. A combinatorially rich ultrafilter is any $p \in \mathbb{M} \cap \Delta \cap K(\beta \mathbb{N}, \cdot)$ such that $p \cdot p=p$.

We shall see the reason for the name "combinatorially rich" in Theorem 17.3. First we observe that they exist.

Lemma 17.2. There exists a combinatorially rich ultrafilter.
Proof. By Theorem 6.79 we have that $\Delta$ is a left ideal of $(\beta \mathbb{N},+)$ and so, by Corollary 2.6 contains an additive idempotent $r$ which is minimal in $(\beta \mathbb{N},+)$. By Remark 16.23 we have $r \in \mathbb{M}$ and consequently $\mathbb{M} \cap \Delta \neq \emptyset$.

Thus by Theorems 6.79 and $16.24, \mathbb{M} \cap \Delta$ is a left ideal of $(\beta \mathbb{N}, \cdot)$ and hence contains a multiplicative idempotent which is minimal in $(\beta \mathbb{N}, \cdot)$.

Recall the notion of FP-tree introduced in Definition 14.23. We call the corresponding additive notion an FS-tree. Since any member of a combinatorially rich ultrafilter is additively central, it must contain by Theorem 14.25 an FS-tree $T$ such
that $\left\{B_{f}: f \in T\right\}$ is collectionwise piecewise syndetic, and in particular each $B_{f}$ is piecewise syndetic. (Recall that $B_{f}$ is the set of successors to the node $f$ of $T$.)

Notice, however, that in an arbitrary central set none of the $B_{f}$ 's need have positive upper density. (In fact, recall from Theorem 6.80 that $\mathbb{N}^{*} \backslash \Delta$ is a left ideal of $(\beta \mathbb{N},+)$ and hence there are central sets in $(\mathbb{N},+)$ with zero density.)

Theorem 17.3. Let $p$ be a combinatorially rich ultrafilter and let $C \in p$.
(a) $C$ is central in $(\mathbb{N},+)$.
(b) $C$ is central in $(\mathbb{N}, \cdot)$.
(c) Let $\langle A(n)\rangle_{n=1}^{\infty}$ enumerate the image partition regular matrices with entries from $\mathbb{Q}$ and for each $n$, let $m(n)$ be the number of columns of $A(n)$. There exists for each $n \in \mathbb{N}$ a choice of $\vec{x}(n) \in \mathbb{N}^{m(n)}$ such that, if $Y_{n}$ is the set of entries of $A(n) \vec{x}(n)$, then $\mathrm{FS}\left(\left\langle Y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$.
(d) Let $\langle A(n)\rangle_{n=1}^{\infty}$ enumerate the kernel partition regular matrices with entries from $\mathbb{Q}$ and for each $n$, let $m(n)$ be the number of columns of $A(n)$. There exists for each $n \in \mathbb{N}$ a choice of $\vec{x}(n) \in \mathbb{N}^{m(n)}$ such that $A(n) \vec{x}(n)=\overrightarrow{0}$ and, if $Y_{n}$ is the set of entries of $\vec{x}(n)$, then $\operatorname{FS}\left(\left\langle Y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$.
(e) There is an FS-tree $T$ in $C$ such that for each $f \in T, \bar{d}\left(B_{f}\right)>0$.
(f) There is an FP-tree $T$ in $C$ such that for each $f \in T, \bar{d}\left(B_{f}\right)>0$.

Proof. Conclusion (a) holds because $p \in \mathbb{M}$ while conclusion (b) holds because $p \cdot p=p \in K(\beta \mathbb{N}, \cdot)$.

Conclusions (c) and (d) follow from Theorems 16.16 and 16.17 respectively.
To verify conclusion (e), notice that by Lemma 14.24 there is an FS-tree $T$ in $A$ such that for each $f \in T, B_{f} \in p$. Since each member of $p$ has positive upper density the conclusion follows.

Conclusion (f) follows in the same way.
As a consequence of conclusions (a) and (b) of Theorem 17.3 we have in particular that any member of a combinatorially rich ultrafilter satisfies the conclusions of the Central Sets Theorem (Theorem 14.11), phrased both additively and multiplicatively.

There is naturally a corresponding partition result. Notice that Corollary 17.4 applies in particular when $C=\mathbb{N}$.

Corollary 17.4. Let $C$ be a central $*$ set in $(\mathbb{N},+)$, let $r \in \mathbb{N}$, and let $C=\bigcup_{i=1}^{r} C_{i}$. There is some $i \in\{1,2, \ldots, r\}$ such that each of the conclusions of Theorem 17.3 hold with $C_{i}$ replacing $C$.

Proof. By Lemma 15.4 we have $\{p \in K(\beta \mathbb{N},+): p=p+p\} \subseteq \bar{C}$ so $\mathbb{M} \subseteq \bar{C}$. Pick a combinatorially rich ultrafilter $p$. Then $C \in p$ so some $C_{i} \in p$.

### 17.2 Pairwise Sums and Products

 $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ for some sequence in $\mathbb{N}$. It is natural to ask whether there is some partition analogue of this result. We give a strong negative answer to this question in this section. That is we produce a finite partition of $\mathbb{N}$ such that no cell contains the pairwise sums and products of any injective sequence. As a consequence, we see that the equation $p+p=p \cdot p$ has no solutions in $\mathbb{N}^{*}$.

Definition 17.5. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$.
(a) $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)=\left\{x_{n}+x_{m}: n, m \in \mathbb{N}\right.$ and $\left.n \neq m\right\}$.
(b) $\operatorname{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)=\left\{x_{n} \cdot x_{m}: n, m \in \mathbb{N}\right.$ and $\left.n \neq m\right\}$.

The partition we use is based on the binary representation of an integer. Recall that for any $x \in \mathbb{N}, x=\sum_{t \in \operatorname{supp}(x)} 2^{t}$.

Definition 17.6. Let $x \in \mathbb{N}$. Then
(a) $a(x)=\max \operatorname{supp}(x)$.
(b) If $x \notin\left\{2^{t}: t \in \omega\right\}$, then $b(x)=\max (\operatorname{supp}(x) \backslash\{a(x)\})$.
(c) $c(x)=\max (\{-1,0,1, \ldots, a(x)\} \backslash \operatorname{supp}(x))$.
(d) $d(x)=\min \operatorname{supp}(x)$.
(e) If $x \notin\left\{2^{t}: t \in \omega\right\}$, then $e(x)=\min (\operatorname{supp}(x) \backslash\{d(x)\})$.

When $x$ is written (without leading 0's) in binary, $a(x), b(x), c(x), d(x)$, and $e(x)$ are respectively the positions of the leftmost 1 , the next to leftmost 1 , the leftmost 0 , the rightmost 1 , and the next to rightmost 1 .

Remark 17.7. Let $x \in \mathbb{N} \backslash\left\{2^{t}: t \in \mathbb{N}\right\}$ and let $k \in \omega$.
(a) $b(x) \geq k$ if and only if $x \geq 2^{a(x)}+2^{k}$.
(b) $b(x) \leq k$ if and only if $x<2^{a(x)}+2^{k+1}$.
(c) $c(x) \geq k$ if and only if $x<2^{a(x)+1}-2^{k}$.
(d) $c(x) \leq k$ if and only if $x \geq 2^{a(x)+1}-2^{k+1}$.
(e) $e(x)=k$ if and only if $k>d(x)$ and there is some $m \in \omega$ such that $x=$ $2^{k+1} m+2^{k}+2^{d(x)}$.

We now introduce some sets that will be used to define the partition that we are seeking.

## Definition 17.8. (a)

$$
\begin{aligned}
& A_{0}=\left\{x \in \mathbb{N}: a(x) \text { is even and } 2^{a(x)}<x<2^{a(x)+\frac{1}{2}}\right\} \\
& A_{1}=\left\{x \in \mathbb{N}: a(x) \text { is even and } 2^{a(x)+\frac{1}{2}}<x<2^{a(x)+1}\right\} . \\
& A_{2}=\left\{x \in \mathbb{N}: a(x) \text { is odd and } 2^{a(x)}<x<2^{a(x)+\frac{1}{2}}\right\} \\
& A_{3}=\left\{x \in \mathbb{N}: a(x) \text { is odd and } 2^{a(x)+\frac{1}{2}}<x<2^{a(x)+1}\right\} . \\
& A_{4}=\left\{2^{t}: t \in \omega\right\}
\end{aligned}
$$

(b) For $i \in\{0,1,2\}$

$$
\begin{aligned}
B_{i}=\left\{x \in \mathbb{N} \backslash A_{4}:\right. & x<2^{a(x)+1}\left(1-2^{c(x)-a(x)}\right)^{\frac{1}{2}} \\
& \text { and } a(x)-c(x) \equiv i(\bmod 3)\} \\
\cup\left\{x \in \mathbb{N} \backslash A_{4}\right. & : x \geq 2^{a(x)+1}\left(1-2^{c(x)-a(x)}\right)^{\frac{1}{2}} \\
& \text { and } a(x)-c(x) \equiv i+1(\bmod 3)\} .
\end{aligned}
$$

(c) $\left\{C_{0}, C_{1}\right\}$ is any partition of $\mathbb{N}$ such that for all $k \in \mathbb{N} \backslash\{1\}, k+1 \in C_{0}$ if and only if $2 k \in C_{1}$.

Notice that a partition as specified in Definition 17.8 (c) is easy to come by. Odd numbers may be assigned at will, and if the numbers less than $2 k$ have been assigned, assign $2 k$ to the cell which does not contain $k+1$.

Remark 17.9. (a) If $x, y \in A_{0} \cup A_{2}$, then $a(x y)=a(x)+a(y)$.
(b) If $x, y \in A_{1} \cup A_{3}$, then $a(x y)=a(x)+a(y)+1$.

Lemma 17.10. (a) If $x, y \in A_{0} \cup A_{2}$, then $a(x y)-b(x y) \leq a(x)-b(x)$.
(b) If $x, y \in A_{1} \cup A_{3}$, then $a(x y)-c(x y) \leq a(x)-c(x)$.

Proof. We use Remarks 17.7 and 17.9.
(a) We have $x \geq 2^{a(x)}+2^{b(x)}$ and $y>2^{a(y)}$ so that

$$
x y>2^{a(x)+a(y)}+2^{b(x)+a(y)}=2^{a(x y)}+2^{a(x y)-a(x)+b(x)}
$$

so $b(x y) \geq a(x y)-a(x)+b(x)$.
(b) We have $x<2^{a(x)+1}-2^{c(x)}$ and $y<2^{a(y)+1}$ so that

$$
x y<2^{a(x)+a(y)+2}-2^{a(y)+c(x)+1}=2^{a(x y)+1}-2^{a(x y)-a(x)+c(x)}
$$

so $c(x y) \geq a(x y)-a(x)+c(x)$.
We are now ready to define a partition of $\mathbb{N}$. When we write $x \approx y(\bmod \mathcal{R})$ we mean, of course, that $x$ and $y$ are elements of the same member of $\mathcal{R}$.

Definition 17.11. Define a partition $\mathcal{R}$ of $\mathbb{N}$ by specifying that $A_{4}$ and $2 \mathbb{N}+1$ are cells of $\mathcal{R}$ and for any $x, y \in \mathbb{N} \backslash\left((2 \mathbb{N}+1) \cup A_{4}\right), x \approx y(\bmod \mathscr{R})$ if and only if each of the following statements holds.
(1) For $i \in\{0,1,2\}, x \in B_{i}$ if and only if $y \in B_{i}$.
(2) For $i \in\{0,1\}, d(x) \in C_{i}$ if and only if $d(y) \in C_{i}$.
(3) $a(x)-b(x) \leq d(x)$ if and only if $a(y)-b(y) \leq d(y)$.
(4) $a(x)-c(x) \leq d(x)$ if and only if $a(y)-c(y) \leq d(y)$.
(5) $a(x)-b(x) \equiv a(y)-b(y)(\bmod 3)$.
(6) $a(x) \equiv a(y)(\bmod 2)$.
(7) $e(x) \equiv e(y)(\bmod 2)$.
(8) $x \equiv y(\bmod 16)$.

Notice that there is no sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ with $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{4}$ or with $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq 2 \mathbb{N}+1$.

Lemma 17.12. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a one-to-one sequence in $\mathbb{N}$. If $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup$ $\operatorname{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is contained in one cell of the partition $\mathcal{R}$, then $\left\{d\left(x_{n}\right): n \in \mathbb{N}\right\}$ is unbounded.

Proof. Suppose instead that $\left\{d\left(x_{n}\right): n \in \mathbb{N}\right\}$ is bounded and pick $k \in \mathbb{N}$ such that for infinitely many $n, d\left(x_{n}\right)=k$. If $k=0$, then we would have $\operatorname{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq 2 \mathbb{N}+1$ so $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq 2 \mathbb{N}+1$, which is impossible. Thus we may assume that $k \geq 1$.

If $k>1$, then pick $n<r$ such that $d\left(x_{n}\right)=d\left(x_{r}\right)=k$ and either

$$
k+1 \in \operatorname{supp}\left(x_{n}\right) \cap \operatorname{supp}\left(x_{r}\right) \quad \text { or } \quad k+1 \notin \operatorname{supp}\left(x_{n}\right) \cup \operatorname{supp}\left(x_{r}\right) .
$$

Then $d\left(x_{n}+x_{r}\right)=k+1$ and $d\left(x_{n} x_{r}\right)=2 k$ so one can't have $i \in\{0,1\}$ with $d\left(x_{n}+x_{r}\right), d\left(x_{n} x_{r}\right) \in C_{i}$.

Thus we must have that $k=1$. Suppose first that for infinitely many $n$ one has $d\left(x_{n}\right)=1$ and $e\left(x_{n}\right)=2$. Pick $n<r$ and $u, v \in \omega$ such that $u \equiv v(\bmod 2)$ and $x_{n}=2+4+8 u$ and $x_{r}=2+4+8 v$. Then $x_{n}+x_{r}=12+16 \cdot\left(\frac{u+v}{2}\right) \equiv 12(\bmod 16)$ while $x_{n} x_{r}=36+48(u+v)+64 u v \equiv 4(\bmod 16)$.

Consequently one has infinitely many $n$ with $d\left(x_{n}\right)=1$ and $e\left(x_{n}\right)>2$. Pick $n<r$ and $u, v \in \omega$ such that $d\left(x_{n}\right)=d\left(x_{r}\right)=1,3 \leq e\left(x_{n}\right) \leq e\left(x_{r}\right), u \equiv v(\bmod 2)$, and

$$
x_{n}=2+2^{e\left(x_{n}\right)}+u \cdot 2^{e\left(x_{n}\right)+1} \quad \text { and } \quad x_{r}=2+2^{e\left(x_{r}\right)}+v \cdot 2^{e\left(x_{r}\right)+1}
$$

Suppose first that $e\left(x_{n}\right)<e\left(x_{r}\right)$. Then

$$
x_{n}+x_{r}=4+2^{e\left(x_{n}\right)}+2^{e\left(x_{n}\right)+1}\left(2^{e\left(x_{r}\right)-e\left(x_{n}\right)-1}+u+v \cdot 2^{e\left(x_{r}\right)-e\left(x_{n}\right)}\right)
$$

and

$$
\begin{aligned}
x_{n} x_{r}=4+2^{e\left(x_{n}\right)+1}+2^{e\left(x_{n}\right)+2}(u & +2^{e\left(x_{r}\right)-e\left(x_{n}\right)-1}+2^{e\left(x_{r}\right)-2}+u \cdot 2^{e\left(x_{r}\right)-1} \\
& \left.+v \cdot 2^{e\left(x_{r}\right)-e\left(x_{n}\right)}+v \cdot 2^{e\left(x_{r}\right)-1}+u v \cdot 2^{e\left(x_{r}\right)}\right)
\end{aligned}
$$

so $e\left(x_{n}+x_{r}\right)=e\left(x_{n}\right)$ while $e\left(x_{n} x_{r}\right)=e\left(x_{n}\right)+1$, a contradiction.
Consequently we have some $\ell>2$ such that $e\left(x_{n}\right)=e\left(x_{r}\right)=\ell$. Then

$$
x_{n}+x_{r}=4+2^{\ell+1}+2^{\ell+2}\left(\frac{u+v}{2}\right)
$$

and

$$
x_{n} x_{r}=4+2^{\ell+2}+2^{\ell+3}\left(2^{\ell-3}+\frac{u+v}{2}+(u+v) 2^{\ell-2}+u v 2^{\ell-1}\right)
$$

so that $e\left(x_{n}+x_{r}\right)=\ell+1$ while $e\left(x_{n} x_{r}\right)=\ell+2$, again a contradiction.
As a consequence of Lemma 17.12, we know that if $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ is a one-to-one sequence with $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ contained in one cell of the partition $\mathcal{R}$, then we can assume that for each $n, a\left(x_{n}\right)<d\left(x_{n+1}\right)$ and consequently, there is no mixing of the bits of $x_{n}$ and $x_{m}$ when they are added in binary.

Lemma 17.13. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a one-to-one sequence in $\mathbb{N}$. If $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup$ $\operatorname{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is contained in one cell of the partition $\mathcal{R}$, then $\left\{n \in \mathbb{N}: x_{n} \in A_{0}\right\}$ is infinite or $\left\{n \in \mathbb{N}: x_{n} \in A_{3}\right\}$ is infinite.

Proof. One cannot have $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{4}$ and one cannot have $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq$ $2 \mathbb{N}+1$ so one has $a\left(x_{n}+x_{r}\right) \equiv a\left(x_{n} x_{r}\right)(\bmod 2)$ whenever $n$ and $r$ are distinct members of $\mathbb{N}$. By the pigeon hole principle we may presume that we have some $i \in\{0,1,2,3,4\}$ such that $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq A_{i}$. If one had $i=4$, then one would have $\mathrm{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{4}$ and hence that $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{4}$, which we have already noted is impossible.

By Lemma 17.12 we have that $\left\{d\left(x_{n}\right): n \in \mathbb{N}\right\}$ is unbounded so pick $n \in \mathbb{N}$ such that $d\left(x_{n}\right)>a\left(x_{1}\right)$. Then $a\left(x_{n}+x_{1}\right)=a\left(x_{n}\right)$.

Suppose $i=1$, that is $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq A_{1}$. Then by Remark 17.9, $a\left(x_{n} x_{1}\right)=$ $a\left(x_{n}\right)+a\left(x_{1}\right)+1$ so $a\left(x_{n} x_{1}\right)$ is odd while $a\left(x_{n}+x_{1}\right)$ is even.

Similarly, if $i=2$, then $a\left(x_{n} x_{1}\right)$ is even while $a\left(x_{n}+x_{1}\right)$ is odd.
Lemma 17.14. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a one-to-one sequence in $\mathbb{N}$. If $d\left(x_{n+1}\right)>a\left(x_{n}\right)$ for each $n, \operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is contained in one cell of the partition $\mathcal{R}$, and $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq A_{0}$, then $\left\{a\left(x_{n}\right)-b\left(x_{n}\right): n \in \mathbb{N}\right\}$ is bounded.

Proof. Suppose instead that $\left\{a\left(x_{n}\right)-b\left(x_{n}\right): n \in \mathbb{N}\right\}$ is unbounded. Pick $n \in \mathbb{N}$ such that $a\left(x_{n}\right)-b\left(x_{n}\right)>d\left(x_{1}\right)$. Then, using the fact that $d\left(x_{n}\right)>a\left(x_{1}\right)$ we have that

$$
a\left(x_{n}+x_{1}\right)-b\left(x_{n}+x_{1}\right)=a\left(x_{n}\right)-b\left(x_{n}\right)>d\left(x_{1}\right)=d\left(x_{n}+x_{1}\right)
$$

while by Lemma 17.10

$$
a\left(x_{n} x_{1}\right)-b\left(x_{n} x_{1}\right) \leq a\left(x_{1}\right)-b\left(x_{1}\right)<d\left(x_{n}\right) \leq d\left(x_{n} x_{1}\right)
$$

Lemma 17.15. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a one-to-one sequence in $\mathbb{N}$. If $d\left(x_{n+1}\right)>a\left(x_{n}\right)$ for each $n, \operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is contained in one cell of the partition $\mathcal{R}$, and $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq A_{3}$, then $\left\{a\left(x_{n}\right)-c\left(x_{n}\right): n \in \mathbb{N}\right\}$ is bounded.

Proof. This is nearly identical to the proof of Lemma 17.14.
Theorem 17.16. There is no one-to-one sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is contained in one cell of the partition $\mathcal{R}$.

Proof. Suppose instead we have such a sequence. By Lemmas 17.12, 17.13, 17.14, and 17.15 we may presume that for each $n \in \mathbb{N}, d\left(x_{n+1}\right)>a\left(x_{n}\right)+1$ and either
(i) $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq A_{0}$ and $\left\{a\left(x_{n}\right)-b\left(x_{n}\right): n \in \mathbb{N}\right\}$ is bounded or
(ii) $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq A_{3}$ and $\left\{a\left(x_{n}\right)-c\left(x_{n}\right): n \in \mathbb{N}\right\}$ is bounded.

Assume first that $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq A_{0}$ and $\left\{a\left(x_{n}\right)-b\left(x_{n}\right): n \in \mathbb{N}\right\}$ is bounded. Pick some $k \in \mathbb{N}$ and $n<r$ in $\mathbb{N}$ such that $a\left(x_{n}\right)-b\left(x_{n}\right)=a\left(x_{r}\right)-b\left(x_{r}\right)=k$. Then $a\left(x_{r}+x_{n}\right)-b\left(x_{r}+x_{n}\right)=a\left(x_{r}\right)-b\left(x_{r}\right)=k$.

Also $2^{a\left(x_{n}\right)}+2^{a\left(x_{n}\right)-k} \leq x_{n}$ and $2^{a\left(x_{r}\right)}+2^{a\left(x_{r}\right)-k} \leq x_{r}$, so

$$
2^{a\left(x_{r} x_{n}\right)}+2^{a\left(x_{r} x_{n}\right)-k+1}=2^{a\left(x_{r}\right)+a\left(x_{n}\right)}+2^{a\left(x_{r}\right)+a\left(x_{n}\right)-k+1}<x_{r} x_{n}
$$

so $b\left(x_{r} x_{n}\right) \geq a\left(x_{r} x_{n}\right)-k+1$. And $x_{n}<2^{a\left(x_{n}\right)}+2^{a\left(x_{n}\right)-k+1}$ and $x_{r}<2^{a\left(x_{r}\right)}+$ $2^{a\left(x_{r}\right)-k+1}$ so

$$
\begin{aligned}
x_{r} x_{n} & <2^{a\left(x_{r}\right)+a\left(x_{n}\right)}+2^{a\left(x_{r}\right)+a\left(x_{n}\right)-k+2}+2^{a\left(x_{r}\right)+a\left(x_{n}\right)-2 k+2} \\
& =2^{a\left(x_{r} x_{n}\right)}+2^{a\left(x_{r} x_{n}\right)-k+2}+2^{a\left(x_{r} x_{n}\right)-2 k+2} \\
& <2^{a\left(x_{r} x_{n}\right)}+2^{a\left(x_{r} x_{n}\right)-k+3}
\end{aligned}
$$

so $b\left(x_{r} x_{n}\right) \leq a\left(x_{r} x_{n}\right)-k+2$. Thus $a\left(x_{r} x_{n}\right)-b\left(x_{r} x_{n}\right) \in\{k-1, k-2\}$ so $a\left(x_{r} x_{n}\right)-b\left(x_{r} x_{n}\right) \not \equiv a\left(x_{r}+x_{n}\right)-b\left(x_{r}+x_{n}\right)(\bmod 3)$, a contradiction.

Finally assume that $\left\{x_{n}: n \in \mathbb{N}\right\} \subseteq A_{3}$ and $\left\{a\left(x_{n}\right)-c\left(x_{n}\right): n \in \mathbb{N}\right\}$ is bounded. We may presume that we have some $k \in \mathbb{N}$ such that $a\left(x_{n}\right)-c\left(x_{n}\right)=k$ for all $n \in \mathbb{N}$. By the pigeon hole principle, pick $n<r$ in $\mathbb{N}$ such that either
(a) $x_{n}<2^{a\left(x_{n}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}}$ and $x_{r}<2^{a\left(x_{r}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}}$ or
(b) $x_{n} \geq 2^{a\left(x_{n}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}}$ and $x_{r} \geq 2^{a\left(x_{r}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}}$.

In either case we have $a\left(x_{r} x_{n}\right)=a\left(x_{r}\right)+a\left(x_{n}\right)+1$. Also in either case we have $x_{n} \geq 2^{a\left(x_{n}\right)+1}-2^{a\left(x_{n}\right)-k+1}$ and $x_{r} \geq 2^{a\left(x_{r}\right)+1}-2^{a\left(x_{r}\right)-k+1}$ so that $x_{r} x_{n} \geq 2^{a\left(x_{r} x_{n}\right)+1}-2^{a\left(x_{r} x_{n}\right)-k+2}+2^{a\left(x_{r} x_{n}\right)-2 k+1}>2^{a\left(x_{r} x_{n}\right)+1}-2^{a\left(x_{r} x_{n}\right)-k+2}$ and consequently $c\left(x_{r} x_{n}\right) \leq a\left(x_{r} x_{n}\right)-k+1$.

Assume that $x_{n}<2^{a\left(x_{n}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}}$ and $x_{r}<2^{a\left(x_{r}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}}$. We have $a\left(x_{r}+x_{n}\right)-c\left(x_{r}+x_{n}\right)=a\left(x_{r}\right)-c\left(x_{r}\right)=k$. Since $x_{r} x_{n}<2^{a\left(x_{r} x_{n}\right)+1}\left(1-2^{-k}\right)=$ $2^{a\left(x_{r} x_{n}\right)+1}-2^{a\left(x_{r} x_{n}\right)+1-k}$ and hence $c\left(x_{r} x_{n}\right) \geq a\left(x_{r} x_{n}\right)-k+1$, one has $c\left(x_{r} x_{n}\right)=$ $a\left(x_{r} x_{n}\right)-k+1$. But then $a\left(x_{r} x_{n}\right)-c\left(x_{r} x_{n}\right) \not \equiv a\left(x_{r}+x_{n}\right)-c\left(x_{r}+x_{n}\right)(\bmod 2)$, a contradiction.

Thus we must have that $x_{n} \geq 2^{a\left(x_{n}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}}$ and $x_{r} \geq 2^{a\left(x_{r}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}}$. Now $a\left(x_{r}+x_{n}\right)=a\left(x_{r}\right)$ so $x_{r}+x_{n}>2^{a\left(x_{r}+x_{n}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}}$ and $a\left(x_{r}+x_{n}\right)-$ $c\left(x_{r}+x_{n}\right)=a\left(x_{r}\right)-c\left(x_{r}\right)=k$, so picking $i \in\{0,1,2\}$ such that $i+1 \equiv k(\bmod 3)$ we have that $x_{r}+x_{n} \in B_{i}$ and consequently $x_{r} x_{n} \in B_{i}$.

Now $x_{r} x_{n} \geq 2^{a\left(x_{r} x_{n}\right)+1}\left(1-2^{-k}\right)=2^{a\left(x_{r} x_{n}\right)+1}-2^{a\left(x_{r} x_{n}\right)+1-k}$ so $c\left(x_{r} x_{n}\right) \leq$ $a\left(x_{r} x_{n}\right)-k$. By Lemma $17.10 a\left(x_{r} x_{n}\right)-c\left(x_{r} x_{n}\right) \leq k$ so $a\left(x_{r} x_{n}\right)-c\left(x_{r} x_{n}\right)=k$.

Notice that $\left(1-2^{-k-1}-2^{-2 k-2}\right)<\left(1-2^{-k}\right)^{\frac{1}{2}}$, a fact that may be verified by squaring both sides. Since $x_{n}<2^{a\left(x_{n}\right)+1}-2^{a\left(x_{n}\right)-k}$ and $x_{r}<2^{a\left(x_{r}\right)+1}-2^{a\left(x_{r}\right)-k}$ we have

$$
\begin{aligned}
x_{r} x_{n} & <2^{a\left(x_{r} x_{n}\right)+1}-2^{a\left(x_{r} x_{n}\right)-k+1}+2^{a\left(x_{r} x_{n}\right)-2 k-1} \\
& <2^{a\left(x_{r} x_{n}\right)+1}-2^{a\left(x_{r} x_{n}\right)-k}-2^{a\left(x_{r} x_{n}\right)-2 k-1} \\
& =2^{a\left(x_{r} x_{n}\right)+1}\left(1-2^{-k-1}-2^{-2 k-2}\right) \\
& <2^{a\left(x_{r} x_{n}\right)+1}\left(1-2^{-k}\right)^{\frac{1}{2}} \\
& =2^{a\left(x_{r} x_{n}\right)+1}\left(1-2^{c\left(x_{r} x_{n}\right)-a\left(x_{r} x_{n}\right)}\right)^{\frac{1}{2}} .
\end{aligned}
$$

Thus since $x_{r} x_{n} \in B_{i}$ we have that $k=a\left(x_{r} x_{n}\right)-c\left(x_{r} x_{n}\right) \equiv i \equiv k-1(\bmod 3)$, a contradiction.

Recall from Theorem 13.14 that if $p \in \beta \mathbb{N}$ and $\mathbb{N} n \in p$ for infinitely many $n$, then there do not exist $q, r$, and $s$ in $\mathbb{N}^{*}$ such that $q \cdot p=r+s$. The following corollary has a much weaker conclusion, but applies to any $p \in \mathbb{N}^{*}$.

Corollary 17.17. Let $p \in \mathbb{N}^{*}$. Then $p+p \neq p \cdot p$.
Proof. Suppose instead that $p+p=p \cdot p$ and pick some $A \in \mathcal{R}$ such that $A \in p \cdot p$. Let $B=\{x \in \mathbb{N}:-x+A \in p\} \cap\left\{x \in \mathbb{N}: x^{-1} A \in p\right\}$ and pick $x_{1} \in B$. Inductively, let $n \in \mathbb{N}$ and assume we have chosen $\left\langle x_{t}\right\rangle_{t=1}^{n}$. Pick

$$
x_{n+1} \in\left(B \cap \bigcap_{t=1}^{n}\left(-x_{t}+A\right) \cap\left(x_{t}^{-1} A\right)\right) \backslash\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} .
$$

Then $\operatorname{PS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{PP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$, contradicting Theorem 17.16.
Theorem 17.16 establishes that one cannot expect any sort of combined additive and multiplicative results from an infinite sequence in an arbitrary finite partition of $\mathbb{N}$. On the other hand, the following question remains wide open.

Question 17.18. Let $r, n \in \mathbb{N}$. If $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$, must there exist $i \in\{1,2, \ldots, r\}$ and a one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{n}$ such that $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{n}\right) \cup \mathrm{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{n}\right) \subseteq A_{i}$ ?

We would conjecture strongly that the answer to Question 17.18 is "yes". However, the only nontrivial case for which it is known to be true is $n=r=2$. (See the notes to this chapter).

### 17.3 Sums of Products

Shortly after the original (combinatorial) proof of the Finite Sums Theorem and its corollary, the Finite Products Theorem, Erdős asked [137] whether, given any finite partition of $\mathbb{N}$, there must exist one cell containing a sequence and all of its "multilinear combinations". We know, of course, that whatever the precise meaning of "multilinear combinations", the answer is "no". (Theorem 17.16.) We see in this section, however, that a certain regularity can be imposed on sums of products of a sequence.

Recall that, if $n \in \mathbb{N}$ and $p \in \beta \mathbb{N}$, then $n \cdot p$ is the product of $n$ and $p$ in the semigroup $(\beta \mathbb{N}, \cdot)$ which need not be the same as the sum of $p$ with itself $n$ times. (We already know from Theorem 13.18 that if $p \in \mathbb{N}^{*}$, then $p+p \neq 2 \cdot p$.) Consequently we introduce some notation for the sum of $p$ with itself $n$ times.

Definition 17.19. Let $p \in \beta \mathbb{N}$. Then $\sigma_{1}(p)=p$ and, given $n \in \mathbb{N}, \sigma_{n+1}(p)=$ $\sigma_{n}(p)+p$.

Of course, if $p \in \mathbb{N}$, then for all $n, n \cdot p=\sigma_{n}(p)$. The question naturally arises as to whether it is possible to have $n \cdot p=\sigma_{n}(p)$ for some $n \in \mathbb{N} \backslash\{1\}$ and $p \in \mathbb{N}^{*}$. We shall see in Corollary 17.22 that it is not possible.

Lemma 17.20. Let $n \in \mathbb{N}$, let $p \in \mathbb{N}^{*}$, let $A \in p$ and let $B \in \sigma_{n}(p)$. There is a one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ in $A$ such that, for each $F \in[\mathbb{N}]^{n}, \sum_{t \in F} x_{t} \in B$.

Proof. This is Exercise 17.3.1.
Theorem 17.21. Let $n \in \mathbb{N} \backslash\{1\}$. There is a finite partition $\mathcal{R}$ of $\mathbb{N}$ such that there do not exist $A \in \mathcal{R}$ and a one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that
(1) for each $t \in \mathbb{N}, n \cdot x_{t} \in A$, and
(2) whenever $F \in[\mathbb{N}]^{n}, \sum_{t \in F} x_{t} \in A$.

Proof. For $i \in\{0,1,2,3\}$, let

$$
A_{i}=\bigcup_{k=0}^{\infty}\left\{x \in \mathbb{N}: n^{2 k+i / 2} \leq x<n^{2 k+(i+1) / 2}\right\}
$$

and let $\mathcal{R}=\left\{A_{0}, A_{1}, A_{2}, A_{3}\right\}$. Suppose that one has a one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ and $i \in\{0,1,2,3\}$ such that
(1) for each $t \in \mathbb{N}, n \cdot x_{t} \in A_{i}$, and
(2) whenever $F \in[\mathbb{N}]^{n}, \sum_{t \in F} x_{t} \in A_{i}$.

By the pigeon hole principle, we may presume that we have some $j \in\{0,1,2,3\}$ such that $\left\{x_{t}: t \in \mathbb{N}\right\} \subseteq A_{j}$.

Now if $n^{2 k+j / 2} \leq x_{t}<n^{2 k+(j+1) / 2}$, then $n^{2 k+(j+2) / 2} \leq n \cdot x_{t}<n^{2 k+(j+3) / 2}$ so that $i \equiv j+2(\bmod 4)$. On the other hand, for sufficiently large $t$, if $n^{2 k+j / 2} \leq$ $x_{t}<n^{2 k+(j+1) / 2}$, then

$$
n^{2 k+j / 2} \leq x_{1}+x_{2}+\cdots+x_{n-1}+x_{t}<n^{2 k+(j+2) / 2}
$$

so that $i \not \equiv j+2(\bmod 4)$, a contradiction.
Corollary 17.22. Let $p \in \mathbb{N}^{*}$ and let $n \in \mathbb{N} \backslash\{1\}$. Then $n \cdot p \neq \sigma_{n}(p)$.
Proof. Suppose that $n \cdot p=\sigma_{n}(p)$ and pick $A \in \mathcal{R}$ such that $A \in n \cdot p$. Then $n^{-1} A \in p$ so, by Lemma 17.20, choose a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ in $n^{-1} A$ such that for each $F \in[\mathbb{N}]^{n}, \sum_{t \in F} x_{t} \in A$. This contradicts Theorem 17.21.

Recall that, given $F, G \in \mathcal{P}_{f}(\mathbb{N})$ we write $F<G$ if and only if $\max F<\min G$.
Definition 17.23. Let $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ be a sequence in $\mathbb{N}$ and let $m \in \mathbb{N}$. Then

$$
\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)=\left\{\sum_{i=1}^{m} \prod_{t \in F_{i}} x_{t}: F_{1}, F_{2}, \ldots, F_{m} \in \mathcal{P}_{f}(\mathbb{N}) \text { and } F_{1}<F_{2}<\cdots<F_{m}\right\}
$$

Theorem 17.24. Let $p \cdot p=p \in \beta \mathbb{N}$, let $m \in \mathbb{N}$, and let $A \in \sigma_{m}(p)$. Then there is a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that $\operatorname{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$.

Proof. If $m=1$, this is just the finite products theorem (Theorem 5.8). In the proof, we are dealing with two semigroups, so the notation $B^{\star}$ is ambiguous. We shall use it to refer to the semigroup $(\beta \mathbb{N}, \cdot)$, so that $B^{\star}=\left\{x \in B: x^{-1} B \in p\right\}$.

We do the $m=2$ case separately because it lacks some of the complexity of the general theorem, so assume $A \in p+p$. Let $B_{1}=\{x \in \mathbb{N}:-x+A \in p\}$. Then $B_{1} \in p$ so $B_{1}{ }^{\star} \in p$. Pick $x_{1} \in B_{1}{ }^{\star}$. Inductively, let $n \in \mathbb{N}$ and assume that we have chosen $\left\langle x_{t}\right\rangle_{t=1}^{n}$ in $\mathbb{N}$ and $B_{1} \supseteq B_{2} \supseteq \cdots \supseteq B_{n}$ in $p$ such that, if $\emptyset \neq F \subseteq\{1,2, \ldots, n\}, k=\min F$, and $\ell=\max F$, then
(1) $\prod_{t \in F} x_{t} \in B_{k}{ }^{\star}$ and
(2) if $\ell<n$, then $B_{\ell+1} \subseteq\left(-\prod_{t \in F} x_{t}+A\right)$.

For $k \in\{1,2, \ldots, n\}$, let $E_{k}=\left\{\prod_{t \in F} x_{t}: F \subseteq\{1,2, \ldots, n\}\right.$ and $\left.k=\min F\right\}$. Let

$$
B_{n+1}=B_{n} \cap \bigcap_{k=1}^{n} \bigcap_{a \in E_{k}}\left((-a+A) \cap a^{-1} B_{k}^{\star}\right)
$$

Now, given $k \in\{1,2, \ldots, n\}$ and $a \in E_{k}, a \in B_{k}{ }^{\star} \subseteq B_{1}$ so $-a+A \in p$ and $a^{-1} B_{k}{ }^{\star} \in p$ so $B_{n+1} \in p$. Choose $x_{n+1} \in B_{n+1}{ }^{\star}$.

To verify the induction hypotheses, let $\emptyset \neq F \subseteq\{1,2, \ldots, n+1\}, k=\min F$, and $\ell=\max F$. If $\ell<n$, then both hypotheses hold by assumption. Assume that $\ell=n$. Then (1) holds by assumption and $\prod_{t \in F} x_{t} \in E_{k}$ so (2) holds. Finally assume that $\ell=n+1$. Then (2) is vacuous. If $k=n+1$, then $\prod_{t \in F} x_{t}=x_{n+1} \in B_{n+1}{ }^{\star}$. If $k \leq$ $n$, then let $G=F \backslash\{k\}$. Then $\prod_{t \in G} x_{t} \in E_{k}$ so $x_{n+1} \in B_{n+1} \subseteq\left(\prod_{t \in G} x_{t}\right)^{-1} B_{k}{ }^{\star}$ and thus (1) holds.

The construction being complete, let $F_{1}, F_{2} \in \mathcal{P}_{f}(\mathbb{N})$ with $F_{1}<F_{2}$. Let $k=$ $\min F_{2}$ and let $\ell=\max F_{1}$. Then

$$
\prod_{t \in F_{2}} x_{t} \in B_{k}^{\star} \subseteq B_{\ell+1} \subseteq\left(-\prod_{t \in F_{1}} x_{t}+A\right)
$$

This completes the proof in the case $m=2$.
Now assume that $m \geq 3$. Let $B_{1}=\left\{x \in \mathbb{N}:-x+A \in \sigma_{m-1}(p)\right\}$ and choose $x_{1} \in B_{1}{ }^{\star}$.

Inductively, let $n \in \mathbb{N}$ and assume that we have chosen $\left\langle x_{k}\right\rangle_{k=1}^{n}$ in $\mathbb{N}$ and $\left\langle B_{k}\right\rangle_{k=1}^{n}$ in $p$ so that for each $r \in\{1,2, \ldots, n\}$ each of the following statements holds:
(I) If $\emptyset \neq F \subseteq\{1,2, \ldots, r\}$ and $k=\min F$, then $\prod_{t \in F} x_{t} \in B_{k}{ }^{*}$.
(II) If $r<n$, then $B_{r+1} \subseteq B_{r}$.
(III) If $\ell \in\{1,2, \ldots, m-1\}, F_{1}, F_{2}, \ldots, F_{\ell} \in \mathscr{P}_{f}(\{1,2, \ldots, r\})$, and $F_{1}<F_{2}<$ $\cdots<F_{\ell}$, then $-\sum_{i=1}^{\ell} \prod_{t \in F_{i}} x_{t}+A \in \sigma_{m-\ell}(p)$.
(IV) If $F_{1}, F_{2}, \ldots, F_{m-1} \in \mathscr{P}_{f}(\{1,2, \ldots, r\}), F_{1}<F_{2}<\cdots<F_{m-1}$, and $r<n$, then $B_{r+1} \subseteq-\sum_{i=1}^{m-1} \prod_{t \in F_{i}} x_{t}+A$.
(V) If $\ell \in\{1,2, \ldots, m-2\}, F_{1}, F_{2}, \ldots, F_{\ell} \in \mathcal{P}_{f}(\{1,2, \ldots, r\})$ with $F_{1}<F_{2}<$ $\cdots<F_{\ell}$, and $r<n$, then

$$
B_{r+1} \subseteq\left\{x \in \mathbb{N}:-x+\left(-\sum_{i=1}^{\ell} \prod_{t \in F_{i}} x_{t}+A\right) \in \sigma_{m-\ell-1}(p)\right\}
$$

At $n=1$, hypothesis (I) says that $x_{1} \in B_{1}{ }^{\star}$. Hypotheses (II), (IV), and (V) are vacuous, and hypothesis (III) says that $-x_{1}+A \in \sigma_{m-1}(p)$.

For $\ell \in\{1,2, \ldots, m-1\}$, let

$$
\begin{aligned}
\mathcal{F}_{\ell}=\left\{\left(F_{1}, F_{2}, \ldots, F_{\ell}\right):\right. & F_{1}, F_{2}, \ldots, F_{\ell} \in \mathscr{P}_{f}(\{1,2, \ldots, n\}) \\
& \text { and } \left.F_{1}<F_{2}<\cdots<F_{\ell}\right\}
\end{aligned}
$$

and for $k \in\{1,2, \ldots, n\}$, let

$$
E_{k}=\left\{\prod_{t \in F} x_{t}: \emptyset \neq F \subseteq\{1,2, \ldots, n\} \text { and } \min F=k\right\}
$$

Given $a \in E_{k}$, we have that $a \in B_{k}{ }^{\star}$ by hypothesis (I) and so $a^{-1} B_{k}{ }^{\star} \in p$ by Lemma 4.14. If $\left(F_{1}, F_{2}, \ldots, F_{m-1}\right) \in \mathcal{F}_{m-1}$, then by (III) we have

$$
-\sum_{i=1}^{m-1} \prod_{t \in F_{i}} x_{t}+A \in p
$$

If $\ell \in\{1,2, \ldots, m-2\}$ and $\left(F_{1}, F_{2}, \ldots, F_{\ell}\right) \in \mathscr{F}_{\ell}$ we have by hypothesis (III) that

$$
\left\{x \in \mathbb{N}:-x+\left(-\sum_{i=1}^{\ell} \prod_{t \in F_{i}} x_{t}+A\right) \in \sigma_{m-\ell-1}(p)\right\} \in p
$$

So we let

$$
\begin{aligned}
B_{n+1}= & B_{n} \cap \bigcap_{k=1}^{n} \bigcap_{a \in E_{k}} a^{-1} B_{k}{ }^{\star} \cap \bigcap_{\left(F_{1}, F_{2}, \ldots, F_{m-1}\right) \in \mathcal{F}_{m-1}}\left(-\sum_{i=1}^{m-1} \prod_{t \in F_{i}} x_{t}+A\right) \\
& \cap \bigcap_{\ell=1}^{m-2} \bigcap_{\left(F_{1}, F_{2}, \ldots, F_{\ell}\right) \in \mathcal{F}_{\ell}}\left\{x \in \mathbb{N}:-x+\left(-\sum_{i=1}^{\ell} \prod_{t \in F_{i}} x_{t}+A\right) \in \sigma_{m-\ell-1}(p)\right\}
\end{aligned}
$$

and notice that $B_{n+1} \in p$.
(For simplicity of notation we are taking $\bigcap \varnothing=\mathbb{N}$ in the above. Thus, for example, if $n=m-3$, then $\mathscr{F}_{m-2}=\mathscr{F}_{m-1}=\emptyset$ and so

$$
\begin{aligned}
B_{n+1} & =B_{n} \cap \bigcap_{k=1}^{n} \bigcap_{a \in E_{k}} a^{-1} B_{k}{ }^{\star} \\
& \left.\cap \bigcap_{\ell=1}^{m-3} \bigcap_{\left(F_{1}, F_{2}, \ldots, F_{\ell}\right) \in \mathcal{F}_{\ell}}\left\{x \in \mathbb{N}:-x+\left(-\sum_{i=1}^{\ell} \prod_{t \in F_{i}} x_{t}+A\right) \in \sigma_{m-\ell-1}(p)\right\} .\right)
\end{aligned}
$$

Choose $x_{n+1} \in B_{n+1}{ }^{\star}$. To verify hypothesis (I), let $\emptyset \neq F \subseteq\{1,2, \ldots, n+1\}$ and let $k=\min F$. If $n+1 \notin F$, then (I) holds by assumption, so assume that $n+1 \in F$. If $k=n+1$, we have $x_{n+1} \in B_{n+1}{ }^{\star}$ directly, so assume that $k<n+1$ and let $G=F \backslash\{n+1\}$. Then $\prod_{t \in G} x_{t} \in E_{k}$ so $x_{n+1} \in\left(\prod_{t \in G} x_{t}\right)^{-1} B_{k}{ }^{\star}$.

Hypothesis (II) holds trivially and hypotheses (IV) and (V) hold directly.
To verify hypothesis (III), let $\ell \in\{1,2, \ldots, m-1\}$ and let $F_{1}, F_{2}, \ldots, F_{\ell} \in$ $\mathscr{P}_{f}(\{1,2, \ldots, n+1\})$ with $F_{1}<F_{2}<\cdots<F_{\ell}$. If $\ell=1$, then by hypothesis (I) and (II), $\prod_{t \in F_{1}} x_{t} \in B_{1}{ }^{\star} \subseteq B_{1}$ so $-\prod_{t \in F_{1}} x_{t}+A \in \sigma_{m-1}(p)$. So assume that $\ell>1$. Let $k=\min F_{\ell}$ and let $j=\max F_{\ell-1}$. Then by hypotheses (I) and (II), $\prod_{t \in F_{\ell}} x_{t} \in B_{k}{ }^{\star} \subseteq B_{j+1}$ and by hypothesis (V) at $r=j$,

$$
B_{j+1} \subseteq\left\{x \in \mathbb{N}:-x+\left(-\sum_{i=1}^{\ell-1} \prod_{t \in F_{i}} x_{t}+A\right) \in \sigma_{m-\ell}(p)\right\}
$$

The induction being complete, we have that whenever $F_{1}, F_{2}, \ldots, F_{m} \in \mathcal{P}_{f}(\mathbb{N})$ with $F_{1}<F_{2}<\cdots<F_{m}$, if $k=\min F_{m}$ and $r=\max F_{m-1}$, then by (I), (II), and (IV),

$$
\prod_{t \in F_{m}} x_{t} \in B_{k}^{\star} \subseteq B_{r+1} \subseteq-\sum_{i=1}^{m-1} \prod_{t \in F_{i}} x_{t}+A
$$

and thus $\sum_{i=1}^{m} \prod_{t \in F_{i}} x_{t} \in A$.
Corollary 17.25. Let $r, m \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{j=1}^{r} A_{j}$. Then there exist $j \in$ $\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{j}$.

Proof. Pick any idempotent $p$ in $(\beta \mathbb{N}, \cdot)$ and pick $j \in\{1,2, \ldots, r\}$ such that $A_{j} \in$ $\sigma_{m}(p)$.

There is a partial converse to Theorem 17.24. In this converse, the meaning of $\mathrm{SP}_{n}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right)$ should be obvious. Notice that one does not require that $p \cdot p=p$.

Theorem 17.26. Let $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ be a sequence in $\mathbb{N}$. If $p \in \bigcap_{k=1}^{\infty} \overline{\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right)}$, then for all $n$ and $k$ in $\mathbb{N}, \operatorname{SP}_{n}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right) \in \sigma_{n}(p)$.

Proof. We proceed by induction on $n$, the case $n=1$ holding by assumption. So let $n \in \mathbb{N}$ and assume that for each $k \in \mathbb{N}, \operatorname{SP}_{n}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right) \in \sigma_{n}(p)$.

Let $k \in \mathbb{N}$. We claim that

$$
\operatorname{SP}_{n}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right) \subseteq\left\{a \in \mathbb{N}:-a+\operatorname{SP}_{n+1}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right) \in p\right\}
$$

so that $\operatorname{SP}_{n+1}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right) \in \sigma_{n}(p)+p=\sigma_{n+1}(p)$. So let $a \in \operatorname{SP}_{n}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right)$ and pick $F_{1}<F_{2}<\cdots<F_{n}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $\min F_{1} \geq k$ and $a=\sum_{i=1}^{n} \prod_{t \in F_{i}} x_{t}$ and let $\ell=\max F_{n}+1$. Then

$$
\mathrm{FP}\left(\left\langle x_{t}\right\rangle_{t=\ell}^{\infty}\right) \subseteq-a+\mathrm{SP}_{n+1}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right)
$$

so that $-a+\operatorname{SP}_{n+1}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right) \in p$.
We see now that one cannot necessarily expect to find $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ and $\mathrm{SP}_{1}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)\left(=\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)\right)$ in one cell of a partition, indeed not even $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \cup \mathrm{SP}_{1}\left(\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right)$ with possibly different sequences $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ and $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$. In fact much stronger conclusions are known - see the notes to this chapter.

Theorem 17.27. Let $m \in \mathbb{N} \backslash\{1\}$. There is a finite partition $\mathcal{R}$ of $\mathbb{N}$ such that, given any $A \in \mathcal{R}$, there do not exist one-to-one sequences $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ and $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ with $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$ and $\mathrm{SP}_{1}\left(\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$.

Proof. For $x \in \mathbb{N}$, define $a(x)$ and $d(x)$ in $\omega$ by $m^{a(x)} \leq x<m^{a(x)+1}$ and $d(x)=$ $\max \left\{t \in \omega: m^{t} \mid x\right\}$. Thus when $x$ is written in base $m, a(x)$ is the position of the leftmost nonzero digit and $d(x)$ is the position of the rightmost nonzero digit. Let

$$
\begin{aligned}
& A_{0}=\mathbb{N} \backslash \mathbb{N} m=\{x \in \mathbb{N}: d(x)=0\} \\
& A_{1}=\{x \in \mathbb{N}: d(x)=1\} \\
& A_{2}=\left\{m^{t}: t \in \mathbb{N} \text { and } t>1\right\} \\
& A_{3}=\left\{x \in \mathbb{N}: a(x) \text { is even, } d(x)>1 \text { and } m^{a(x)}<x<m^{a(x)}+m^{a(x)-d(x)}\right\} \\
& A_{4}=\left\{x \in \mathbb{N}: a(x) \text { is even, } d(x)>1 \text { and } m^{a(x)}+m^{a(x)-d(x)} \leq x\right\} \\
& A_{5}=\left\{x \in \mathbb{N}: a(x) \text { is odd, } d(x)>1 \text { and } m^{a(x)+1}-m^{a(x)-d(x)}<x\right\} \\
& A_{6}=\left\{x \in \mathbb{N}: a(x) \text { is odd, } d(x)>1 \text { and } m^{a(x)}<x \leq m^{a(x)+1}-m^{a(x)-d(x)}\right\} .
\end{aligned}
$$

Then $\left\{A_{0}, A_{1}, A_{2}, A_{3}, A_{4}, A_{5}, A_{6}\right\}$ is a partition of $\mathbb{N}$. Trivially, neither $A_{0}$ nor $A_{2}$ contains $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ and $A_{1}$ does not contain $\mathrm{SP}_{1}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)=\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ for any sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ in $\mathbb{N}$.

We now claim that $A_{3}$ does not contain any $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$, so suppose instead we have some one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ with $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{3}$. Then for each $t \in \mathbb{N}, d\left(x_{t}\right)>1$ so pick a product subsystem $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ of $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that for each $t, a\left(y_{t}\right)<d\left(x_{t+1}\right)$. Then $m^{a\left(y_{1}\right)}<y_{1}<m^{a\left(y_{1}\right)+1}$ and $m^{a\left(y_{2}\right)}<y_{2}<$ $m^{a\left(y_{2}\right)+1}$ so $m^{a\left(y_{1}\right)+a\left(y_{2}\right)}<y_{1} y_{2}<m^{a\left(y_{1}\right)+a\left(y_{2}\right)+2}$ and consequently, $a\left(y_{1} y_{2}\right) \in$ $\left\{a\left(y_{1}\right)+a\left(y_{2}\right), a\left(y_{1}\right)+a\left(y_{2}\right)+1\right\}$. Since $a\left(y_{1}\right), a\left(y_{2}\right)$, and $a\left(y_{1} y_{2}\right)$ are even, $a\left(y_{1} y_{2}\right)=a\left(y_{1}\right)+a\left(y_{2}\right)$.

Now $d\left(y_{1} y_{2}\right) \geq d\left(y_{1}\right)+d\left(y_{2}\right)$ so

$$
\begin{aligned}
a\left(y_{1} y_{2}\right)-a\left(y_{1}\right)+d\left(y_{1}\right) & >a\left(y_{1} y_{2}\right)-a\left(y_{1}\right) \\
& >a\left(y_{1} y_{2}\right)-d\left(y_{2}\right)>a\left(y_{1} y_{2}\right)-d\left(y_{1} y_{2}\right)
\end{aligned}
$$

Also, $y_{1} \geq m^{a\left(y_{1}\right)}+m^{d\left(y_{1}\right)}$ and $y_{2}>m^{a\left(y_{2}\right)}$ so

$$
\begin{aligned}
y_{1} y_{2} & >m^{a\left(y_{1}\right)+a\left(y_{2}\right)}+m^{a\left(y_{2}\right)+d\left(y_{1}\right)} \\
& =m^{a\left(y_{1} y_{2}\right)}+m^{a\left(y_{1} y_{2}\right)-a\left(y_{1}\right)+d\left(y_{1}\right)} \\
& >m^{a\left(y_{1} y_{2}\right)}+m^{a\left(y_{1} y_{2}\right)-d\left(y_{1} y_{2}\right)}
\end{aligned}
$$

a contradiction.
Next we claim that $A_{4}$ does not contain any $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$, so suppose that we have a one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ with $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{4}$. If for infinitely many $t$ 's we have $d\left(x_{t}\right)=0$, we may choose $F \in[\mathbb{N}]^{m}$ such that for any $t, s \in F$ one has

$$
x_{t} \equiv x_{s} \not \equiv m\left(\bmod m^{2}\right)
$$

Then $d\left(\sum_{t \in F} x_{t}\right)=1$ so $\sum_{t \in F} x_{t} \in \mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \backslash A_{4}$.

Thus we may assume that each $d\left(x_{t}\right)>0$ and hence, by passing to a product subsystem as we did when discussing $A_{3}$, we may presume that for each $t, a\left(x_{t}\right)<$ $d\left(x_{t+1}\right)$, so that there is no carrying when $x_{t}$ and $x_{t+1}$ are added in base $m$ arithmetic. (Notice that by Exercise 17.3.2, if $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ is a product subsystem of $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$, then $\left.\operatorname{SP}_{m}\left(\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \operatorname{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right).\right)$

We may further assume that for each $t \geq m, a\left(x_{t}\right) \geq a\left(x_{m-1}\right)+d\left(x_{1}\right)+2$. We claim that there is some $t \geq m$ such that $x_{t}<m^{a\left(x_{t}\right)}+m^{a\left(x_{t}\right)-d\left(x_{1}\right)-1}$. Suppose instead that for each $t \geq m, x_{t} \geq m^{a\left(x_{t}\right)}\left(1+m^{-d\left(x_{1}\right)-1}\right)$. Now $1+m^{-d\left(x_{1}\right)-1}>1$ so for some $\ell,\left(1+m^{-d\left(x_{1}\right)-1}\right)^{\bar{\ell}+1}>m$ and hence

$$
\prod_{t=m}^{m+\ell} x_{t}>m^{\sum_{t=m}^{m+\ell} a\left(x_{t}\right)+1}
$$

Pick the first $k$ such that

$$
\prod_{t=m}^{k} x_{t} \geq m^{\sum_{t=m}^{k} a\left(x_{t}\right)+1}
$$

Since

$$
\prod_{t=m}^{k-1} x_{t}<m^{\sum_{t=m}^{k-1} a\left(x_{t}\right)+1} \quad \text { and } \quad x_{k}<m^{a\left(x_{k}\right)+1}
$$

we have that

$$
\prod_{t=m}^{k} x_{t}<m^{\sum_{t=m}^{k} a\left(x_{t}\right)+2}
$$

and consequently $a\left(\prod_{t=m}^{k} x_{t}\right)=\sum_{t=m}^{k} a\left(x_{t}\right)+1$.
Since, for each $t, d\left(x_{t+1}\right)>a\left(x_{t}\right)$, we have that for each $s \in\{m, m+1, \ldots, k\}$, $a\left(x_{1}+x_{2}+\cdots+x_{m-1}+x_{s}\right)=a\left(x_{s}\right)$ and, since

$$
x_{1}+x_{2}+\cdots+x_{m-1}+x_{s} \in \mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{4}
$$

$a\left(x_{s}\right)$ is even. Also $a\left(x_{1}+x_{2}+\cdots+x_{m-1}+\prod_{t=m}^{k} x_{t}\right)=a\left(\prod_{t=m}^{k} x_{t}\right)$, so $a\left(\prod_{t=m}^{k} x_{t}\right)$ is even, a contradiction.

Thus we have some $t \geq m$ such that $x_{t}<m^{a\left(x_{t}\right)}+m^{a\left(x_{t}\right)-d\left(x_{1}\right)-1}$. Let $y=$ $x_{1}+x_{2}+\cdots+x_{m-1}+x_{t}$. Then, $a(y)=a\left(x_{t}\right)$ and $d(y)=d\left(x_{1}\right)$. And because there is no carrying when these numbers are added in base $m$, we have

$$
\begin{aligned}
x_{1}+x_{2}+\cdots+x_{m-1} & <m^{a\left(x_{m-1}\right)+1} \\
& \leq m^{a\left(x_{t}\right)-d\left(x_{1}\right)-1}
\end{aligned}
$$

So

$$
\begin{aligned}
y & <m^{a\left(x_{t}\right)}+m^{a\left(x_{t}\right)-d\left(x_{1}\right)-1}+m^{a\left(x_{t}\right)-d\left(x_{1}\right)-1} \\
& \leq m^{a\left(x_{t}\right)}+m^{a\left(x_{t}\right)-d\left(x_{1}\right)} \\
& =m^{a(y)}+m^{a(y)-d(y)}
\end{aligned}
$$

contradicting the fact that $y \in A_{4}$.
Now we claim that $A_{5}$ does not contain any $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$. So suppose instead that we have a one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that $\mathrm{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{5}$. As before, we may presume that for each $t, d\left(x_{t+1}\right)>a\left(x_{t}\right)$. Now $x_{1} \leq m^{a\left(x_{1}\right)+1}-m^{d\left(x_{1}\right)}$ as can be seen by considering the base $m$ expansion of $x_{1}$. Also, $x_{2}<m^{a\left(x_{2}\right)+1}$ so that $x_{1} x_{2}<m^{a\left(x_{1}\right)+a\left(x_{2}\right)+2}-m^{a\left(x_{2}\right)+d\left(x_{1}\right)+1}$. Since also $x_{1} x_{2}>m^{a\left(x_{1}\right)+a\left(x_{2}\right)}$ and $a\left(x_{1}\right), a\left(x_{2}\right)$, and $a\left(x_{1} x_{2}\right)$ are all odd, we have $a\left(x_{1} x_{2}\right)=a\left(x_{1}\right)+a\left(x_{2}\right)+1$. Also

$$
a\left(x_{2}\right)+d\left(x_{1}\right)+1=a\left(x_{1} x_{2}\right)-a\left(x_{1}\right)+d\left(x_{1}\right)>a\left(x_{1} x_{2}\right)-d\left(x_{1} x_{2}\right)
$$

because $d\left(x_{1} x_{2}\right) \geq d\left(x_{1}\right)+d\left(x_{2}\right)>a\left(x_{1}\right)-d\left(x_{1}\right)$. Thus

$$
x_{1} x_{2}<m^{a\left(x_{1} x_{2}\right)+1}-m^{a\left(x_{1} x_{2}\right)-d\left(x_{1} x_{2}\right)}
$$

contradicting the fact that $x_{1} x_{2} \in A_{5}$.
Finally we show that $A_{6}$ does not contain any $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$, so suppose instead that we have a one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{6}$. As in the consideration of $A_{4}$, we see that we cannot have $d\left(x_{t}\right)=0$ for infinitely many $t$ 's and hence we can assume that for all $t, d\left(x_{t+1}\right)>a\left(x_{t}\right)$.

We claim that there is some $t \geq m$ such that $x_{t}>m^{a\left(x_{t}\right)+1}-m^{a\left(x_{t}\right)-d\left(x_{1}\right)}$. For suppose instead that for each $t \geq m, x_{t} \leq m^{a\left(x_{t}\right)+1}\left(1-m^{-d\left(x_{1}\right)-1}\right)$. Then for some $\ell,\left(1-m^{-d\left(x_{1}\right)-1}\right)^{\ell+1}<1 / m$ so

$$
\prod_{t=m}^{m+\ell} x_{t}<m^{\sum_{t=m}^{m+\ell} a\left(x_{t}\right)+\ell}
$$

Pick the first $k$ such that

$$
\prod_{t=m}^{k} x_{t} \leq m^{\sum_{t=m}^{k} a\left(x_{t}\right)+k-m}
$$

Then

$$
\prod_{t=m}^{k-1} x_{t}>m^{\sum_{t=m}^{k-1} a\left(x_{t}\right)+k-1-m} \quad \text { and } \quad x_{k}>m^{a\left(x_{k}\right)}
$$

so

$$
\prod_{t=m}^{k} x_{t}>m^{\sum_{t=m}^{k} a\left(x_{t}\right)+k-1-m}
$$

and hence

$$
a\left(x_{1}+x_{2}+\cdots+x_{m-1}+\prod_{t=m}^{k} x_{t}\right)=a\left(\prod_{t=m}^{k} x_{t}\right)=\sum_{t=m}^{k} a\left(x_{t}\right)+k-1-m
$$

Also for each $t \in\{m, m+1, \ldots, k\}, a\left(x_{1}+x_{2}+\cdots+x_{m-1}+x_{t}\right)=a\left(x_{t}\right)$ so each $a\left(x_{t}\right)$ as well as $\sum_{t=m}^{k} a\left(x_{t}\right)+k-1-m$ are odd, which is impossible.

Thus we have some $t \geq m$ such that $x_{t}>m^{a\left(x_{t}\right)+1}-m^{a\left(x_{t}\right)-d\left(x_{1}\right)}$. Let $y=$ $x_{1}+x_{2}+\cdots+x_{m-1}+x_{t}$. Then $a(y)=a\left(x_{t}\right)$ and $d(y)=d\left(x_{1}\right)$ and $y>$ $m^{a\left(x_{t}\right)+1}-m^{a\left(x_{t}\right)-d\left(x_{1}\right)}=m^{a(y)+1}-m^{a(y)-d(y)}$, a contradiction.

We see now that we can in fact assume that the partition of Theorem 17.27 has only two cells.

Corollary 17.28. Let $m \in \mathbb{N} \backslash\{1\}$. There is a set $B \subseteq \mathbb{N}$ such that
(1) whenever $p \cdot p=p \in \beta \mathbb{N}, B \in p$,
(2) whenever $p \cdot p=p \in \beta \mathbb{N}, \mathbb{N} \backslash B \in \sigma_{m}(p)$,
(3) there is no one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ in $\mathbb{N}$ with $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B$, and
(4) there is no one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ in $\mathbb{N}$ with $\mathrm{SP}_{1}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \mathbb{N} \backslash B$.

Proof. Let $\mathcal{R}$ be the partition guaranteed by Theorem 17.27 and let

$$
B=\bigcup\left\{A \in \mathcal{R}: \text { there exists }\left\langle x_{t}\right\rangle_{t=1}^{\infty} \text { with } \mathrm{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A\right\}
$$

To verify conclusion (1), let $p \cdot p=p \in \beta \mathbb{N}$ and pick $A \in \mathscr{R}$ such that $A \in p$. Then by Theorem 5.8 there is a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$, so $A \subseteq B$ so $B \in p$.

To verify conclusion (2), let $p \cdot p=p \in \beta \mathbb{N}$ and pick $A \in \mathcal{R}$ such that $A \in$ $\sigma_{m}(p)$. Then by Theorem 17.24 pick a sequence $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ with $\mathrm{SP}_{m}\left(\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$. By Theorem 17.27 there does not exist a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ with $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$, so $A \cap B=\emptyset$.

To verify conclusion (3), suppose that one had a one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ with $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B$. By Lemma 5.11, pick $p \cdot p=p \in \bigcap_{k=1}^{\infty} \overline{\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right)}$. Then by Theorem 17.26 $\mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in \sigma_{m}(p)$ so that $B \in \sigma_{m}(p)$, contradicting conclusion (2).

To verify conclusion (4), suppose that one had a one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ with $\mathrm{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \mathbb{N} \backslash B$. Again using Lemma 5.11, pick $p \cdot p=p \in \bigcap_{k=1}^{\infty} \overline{\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right)}$. Then $\operatorname{FP}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in p$ so $\mathbb{N} \backslash B \in p$, contradicting conclusion (1).

Exercise 17.3.1. Prove Lemma 17.20. (Hint: See the proofs of Corollary 17.17 and Theorem 17.24.)

Exercise 17.3.2. Prove that, if $m \in \mathbb{N}$ and $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ is a product subsystem of $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$, then $\mathrm{SP}_{m}\left(\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$.

Exercise 17.3.3. Let $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$. Modify the proof of Theorem 17.24 to show that if $p \cdot p=p \in \bigcap_{k=1}^{\infty} \overline{\operatorname{FP}\left(\left\langle y_{t}\right\rangle_{t=k}^{\infty}\right)}$ and $A \in \sigma_{m}(p)$, then there is a product subsystem $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ of $\left\langle y_{t}\right\rangle_{t=k}^{\infty}$ such that $\operatorname{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$. (Hint: See the proof of Theorem 17.31.)

Exercise 17.3.4. Let $n, r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. Prove that there is a function $f:\{1,2, \ldots, n\} \rightarrow\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that for each $m \in$ $\{1,2, \ldots, n\}, \mathrm{SP}_{m}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{f(m)}$. (Hint: Use the results of Exercises 17.3.2 and 17.3.3.)

### 17.4 Linear Combinations of Sums - Infinite Partition Regular Matrices

In this section we show that, given a finite sequence of coefficients, one can always find one cell of a partition containing the linear combinations of sums of a sequence which have the specified coefficients. We show further that the cell can depend on the choice of coefficients.

In many respects, the results of this section are similar to those of Section 17.3. However, the motivation is significantly different. In Section 15.4, we characterized the (finite) image partition regular matrices with entries from $\mathbb{Q}$. And in Section 15.6 we extended the definition of image partition regularity to infinite matrices with only finitely many nonzero entries in each row.

We establish here the image partition regularity of certain infinite matrices. We call the systems we are studying "Milliken-Taylor" systems because of their relation to the Milliken-Taylor Theorem, which we shall prove in Chapter 18.

Definition 17.30. (a) $\mathbb{A}=\left\{\left\langle a_{i}\right\rangle_{i=1}^{m} \in \mathbb{N}^{m}: m \in \mathbb{N}\right.$ and for all $i \in\{1,2, \ldots, m-1\}$, $\left.a_{i} \neq a_{i+1}\right\}$.
(b) Given $\vec{a} \in \mathbb{A}$ with length $m$ and a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ in $\mathbb{N}$,

$$
\begin{array}{r}
\operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)=\left\{\sum_{i=1}^{m} a_{i} \sum_{t \in F_{i}} x_{t}: F_{1}, F_{2}, \ldots, F_{m} \in \mathscr{P}_{f}(\mathbb{N})\right. \\
\left.\quad \text { and } F_{1}<F_{2}<\cdots<F_{m}\right\}
\end{array}
$$

The reason for requiring that $a_{i} \neq a_{i+1}$ in the definition of $\mathbb{A}$ is of course that $a \sum_{t \in F} x_{t}+a \sum_{t \in G} x_{t}=a \sum_{t \in F \cup G} x_{t}$ when $F<G$.

Given $\vec{a} \in \mathbb{A}, \operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ is the set of images of a matrix with finitely many nonzero entries in each row and having all rows whose compressed form is $\vec{a}$. (See

Definition 15.35.) We shall call such a matrix a Milliken-Taylor matrix associated with $\vec{a}$. And a matrix is a Milliken-Taylor matrix if it is the Milliken-Taylor matrix associated with $\vec{a}$ for some $\vec{a} \in \mathbb{A}$. For example, if

$$
A=\left(\begin{array}{ccccc}
1 & 2 & 0 & 0 & \cdots \\
1 & 0 & 2 & 0 & \cdots \\
0 & 1 & 2 & 0 & \cdots \\
1 & 1 & 2 & 0 & \cdots \\
1 & 2 & 2 & 0 & \cdots \\
1 & 0 & 0 & 2 & \cdots \\
0 & 1 & 0 & 2 & \cdots \\
1 & 1 & 0 & 2 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right),
$$

then $A$ is a Milliken-Taylor matrix associated with $\langle 1,2\rangle$. And a finite sums matrix as introduced in Section 15.6 is a Milliken-Taylor matrix associated with $\langle 1\rangle$.

As a consequence of Corollary 17.33 below, whenever $\vec{a} \in \mathbb{A}$ and $\mathbb{N}$ is partitioned into finitely many cells, one cell must contain $\operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ for some sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$. This is the same as the assertion that any Milliken-Taylor matrix associated with $\vec{a}$ is image partition regular.

Theorem 17.31. Let $\vec{a}=\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle \in \mathbb{A}$, let $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ be a sequence in $\mathbb{N}$, let $p+p=p \in \bigcap_{k=1}^{\infty} \overline{\mathrm{FS}\left(\left\langle y_{t}\right\rangle_{t=k}^{\infty}\right)}$, and let $A \in a_{1} p+a_{2} p+\cdots+a_{m} p$. There is $a$ sum subsystem $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ of $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ such that $\operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$.

Proof. Assume first that $m=1$. Then $a_{1}^{-1} A \in p$ so by Theorem 5.14 there is a sum subsystem $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ of $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ such that $\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq a_{1}^{-1} A$. This says precisely that $\operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$.

Assume now that $m \geq 2$ and notice that

$$
\left\{x \in \mathbb{N}:-x+A \in a_{2} p+a_{3} p+\cdots+a_{m} p\right\} \in a_{1} p
$$

so that

$$
\left\{x \in \mathbb{N}:-a_{1} x+A \in a_{2} p+a_{3} p+\cdots+a_{m} p\right\} \in p .
$$

Let

$$
B_{1}=\left\{x \in \mathbb{N}:-a_{1} x+A \in a_{2} p+a_{3} p+\cdots+a_{m} p\right\} \cap \mathrm{FS}\left(\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right)
$$

Pick $x_{1} \in B_{1}{ }^{\star}$ and pick $H_{1} \in \mathcal{P}_{f}(\mathbb{N})$ such that $x_{1}=\sum_{t \in H_{1}} y_{t}$. (Here we are using the additive version of $B_{1}{ }^{\star}$. That is, $B_{1}{ }^{\star}=\left\{x \in B_{1}:-x+B_{1} \in p\right\}$.)

Inductively, let $n \in \mathbb{N}$ and assume that we have chosen $\left\langle x_{k}\right\rangle_{k=1}^{n}$ in $\mathbb{N},\left\langle B_{k}\right\rangle_{k=1}^{n}$ in $p$, and $\left\langle H_{k}\right\rangle_{k=1}^{n}$ in $\mathcal{P}_{f}(\mathbb{N})$ so that for each $r \in\{1,2, \ldots, n\}$ :
(I) If $\emptyset \neq F \subseteq\{1,2, \ldots, r\}$ and $k=\min F$, then $\sum_{t \in F} x_{t} \in B_{k}{ }^{\star}$.
(II) If $r<n$, then $B_{r+1} \subseteq B_{r}$ and $H_{r}<H_{r+1}$.
(III) If $\ell \in\{1,2, \ldots, m-1\}, F_{1}, F_{2}, \ldots, F_{\ell} \in \mathscr{P}_{f}(\{1,2, \ldots, r\})$, and $F_{1}<F_{2}<$ $\cdots<F_{\ell}$, then

$$
-\sum_{i=1}^{\ell} a_{i} \sum_{t \in F_{i}} x_{t}+A \in a_{\ell+1} p+a_{\ell+2} p+\cdots+a_{m} p
$$

(IV) If $F_{1}, F_{2}, \ldots, F_{m-1} \in \mathcal{P}_{f}(\{1,2, \ldots, r\}), F_{1}<F_{2}<\cdots<F_{m-1}$, and $r<n$, then

$$
B_{r+1} \subseteq a_{m}^{-1}\left(-\sum_{i=1}^{m-1} a_{i} \sum_{t \in F_{i}} x_{t}+A\right)
$$

(V) If $\ell \in\{1,2, \ldots, m-2\}, F_{1}, F_{2}, \ldots, F_{\ell} \in \mathscr{P}_{f}(\{1,2, \ldots, r\}), F_{1}<F_{2}<$ $\cdots<F_{\ell}$, and $r<n$, then

$$
B_{r+1} \subseteq\left\{x \in \mathbb{N}:-a_{\ell+1} x+\left(-\sum_{i=1}^{\ell} a_{i} \sum_{t \in F_{i}} x_{t}+A\right) \in a_{\ell+2} p+a_{\ell+3} p+\cdots+a_{m} p\right\}
$$

(VI) $x_{r}=\sum_{t \in H_{r}} y_{t}$.

At $n=1$, hypotheses (I) and (VI) hold directly, hypotheses (II), (IV), and (V) are vacuous, and hypothesis (III) says that $-a_{1} x_{1}+A \in a_{2} p+a_{3} p+\cdots+a_{m} p$ which is true because $x_{1} \in B_{1}$.

For $\ell \in\{1,2, \ldots, m-1\}$, let

$$
\begin{aligned}
\mathcal{F}_{\ell}=\left\{\left(F_{1}, F_{2}, \ldots, F_{\ell}\right):\right. & F_{1}, F_{2}, \ldots, F_{\ell} \in \mathcal{P}_{f}(\{1,2, \ldots, n\}) \\
& \text { and } \left.F_{1}<F_{2}<\cdots<F_{\ell}\right\}
\end{aligned}
$$

and for $k \in\{1,2, \ldots, n\}$, let

$$
E_{k}=\left\{\sum_{t \in F} x_{t}: \emptyset \neq F \subseteq\{1,2, \ldots, n\} \text { and } \min F=k\right\}
$$

Given $b \in E_{k}$, we have $b \in B_{k}{ }^{\star}$ by hypothesis (I), and so $-b+B_{k}{ }^{\star} \in p$. If $\left(F_{1}, F_{2}, \ldots, F_{m-1}\right) \in \mathcal{F}_{m-1}$, then by (III) we have $\left(-\sum_{i=1}^{m-1} a_{i} \sum_{t \in F_{i}} x_{t}+A\right) \in$ $a_{m} p$ so that $a_{m}{ }^{-1}\left(-\sum_{i=1}^{m-1} a_{i} \sum_{t \in F_{i}} x_{t}+A\right) \in p$. If $\ell \in\{1,2, \ldots, m-2\}$ and $\left(F_{1}, F_{2}, \ldots, F_{\ell}\right) \in \mathcal{F}_{\ell}$ we have by (III) that

$$
-\sum_{i=1}^{\ell} a_{i} \sum_{t \in F_{i}} x_{t}+A \in a_{\ell+1} p+a_{\ell+2} p+\cdots+a_{m} p
$$

so that

$$
\left\{x \in \mathbb{N}:-a_{\ell+1} x+\left(-\sum_{i=1}^{\ell} a_{i} \sum_{t \in F_{i}} x_{t}+A\right) \in a_{\ell+2} p+a_{\ell+3} p+\cdots+a_{m} p\right\} \in p
$$

Let $s=\max H_{n}+1$. Then we have that $B_{n+1} \in p$, where

$$
\begin{aligned}
& B_{n+1}=B_{n} \cap \operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=s}^{\infty}\right) \cap \bigcap_{k=1}^{n} \bigcap_{b \in E_{k}}\left(-b+B_{k}^{\star}\right) \\
& \cap \bigcap_{\left(F_{1}, F_{2}, \ldots, F_{m-1}\right) \in \mathcal{F}_{m-1}} a_{m}^{-1}\left(-\sum_{i=1}^{m-1} a_{i} \sum_{t \in F_{i}} x_{t}+A\right) \\
& \cap \bigcap_{\ell=1}^{m-2} \bigcap_{\left(F_{1}, F_{2}, \ldots, F_{\ell}\right) \in \mathcal{F}_{\ell}}\left\{\begin{array}{r}
x \in \mathbb{N}:-a_{\ell+1} x+\left(-\sum_{i=1}^{\ell} a_{i} \sum_{t \in F_{i}} x_{t}+A\right) \\
\\
\left.\quad \in a_{\ell+2} p+a_{\ell+3} p+\cdots+a_{m} p\right\} .
\end{array}\right.
\end{aligned}
$$

Here again we use the convention that $\bigcap \emptyset=\mathbb{N}$ so, for example, if $m=2$, then

$$
\begin{aligned}
B_{n+1}= & B_{n} \cap \operatorname{FS}\left(\left\langle y_{t}\right\rangle_{t=s}^{\infty}\right) \cap \bigcap_{k=1}^{n} \bigcap_{b \in E_{k}}\left(-b+B_{k}{ }^{\star}\right) \\
& \cap \bigcap_{\emptyset \neq F \subseteq\{1,2, \ldots, n\}} a_{2}^{-1}\left(-a_{1} \sum_{t \in F} x_{t}+A\right) .
\end{aligned}
$$

Choose $x_{n+1} \in B_{n+1}{ }^{\star}$ and pick $H_{n+1} \subseteq\{s, s+1, s+2, \ldots\}$ such that $x_{n+1}=$ $\sum_{t \in H_{n+1}} y_{t}$.

Hypothesis (I) can be verified as in the second proof of Theorem 5.8 and hypothesis (II) holds trivially.

Hypotheses (IV), (V) and (VI) hold directly.
To verify hypothesis (III), let $\ell \in\{1,2, \ldots, m-1\}$ and let $F_{1}<F_{2}<\cdots<F_{\ell}$ in $\mathcal{P}_{f}(\{1,2, \ldots, n+1\})$. If $\ell=1$, we have by hypotheses (I) and (II) that $\sum_{t \in F_{1}} x_{t} \in$ $B_{1}$ so that $-a_{1} \sum_{t \in F_{1}} x_{t}+A \in a_{2} p+a_{3} p+\cdots+a_{m} p$ as required. So assume that $\ell>1$ and let $k=\min F_{\ell}$ and $j=\max F_{\ell-1}$. Then

$$
\begin{aligned}
\sum_{t \in F_{\ell}} x_{t} \in B_{k}^{\star} \subseteq B_{j+1} \subseteq\{x \in \mathbb{N}: & -a_{\ell} x+\left(-\sum_{i=1}^{\ell-1} a_{i} \sum_{t \in F_{i}} x_{t}+A\right) \\
& \left.\in a_{\ell+1} p+a_{\ell+2} p+\cdots+a_{m} p\right\}
\end{aligned}
$$

(by hypothesis (V) at $r=j$ ) so

$$
-\left(\sum_{i=1}^{\ell} a_{i} \sum_{t \in F_{i}} x_{t}\right)+A \in a_{\ell+1} p+a_{\ell+2} p+\cdots+a_{m} p
$$

as required.

The induction being complete, let $F_{1}<F_{2}<\cdots<F_{m}$ in $\mathcal{P}_{f}(\mathbb{N})$ and let $k=$ $\min F_{m}$ and $j=\max F_{m-1}$. Then

$$
\sum_{t \in F_{m}} x_{t} \in B_{k}{ }^{\star} \subseteq B_{j+1} \subseteq a_{m}^{-1}\left(-\sum_{i=1}^{m-1} a_{i} \sum_{t \in F_{i}} x_{t}+A\right)
$$

so $\sum_{i=1}^{m} a_{i} \sum_{t \in F_{i}} x_{t} \in A$.
Just as Theorem 17.26 was a partial converse to Theorem 17.24, we now obtain a partial converse to Theorem 17.31 . Notice that $p$ is not required to be an idempotent.

Theorem 17.32. Let $\vec{a}=\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle \in \mathbb{A}$, let $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ be a sequence in $\mathbb{N}$, and let $p \in \bigcap_{k=1}^{\infty} \overline{\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right)}$. Then $\operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in a_{1} p+a_{2} p+\cdots+a_{m} p$.

Proof. We show, by downward induction on $\ell \in\{1,2, \ldots, m\}$ that for each $k \in \mathbb{N}$,

$$
\left\{\begin{array}{l}
\left\{\sum_{i=\ell}^{m} a_{i} \sum_{t \in F_{i}} x_{t}: F_{\ell}, F_{\ell+1}, \ldots, F_{m} \in \mathscr{P}_{f}(\{k, k+1, \ldots\})\right. \\
\left.\quad \text { and } F_{\ell}<F_{\ell+1}<\cdots<F_{m}\right\} \in a_{\ell} p+a_{\ell+1} p+\cdots+a_{m} p
\end{array}\right.
$$

For $\ell=m$, we have $\operatorname{FS}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right) \in p$ so that $\operatorname{FS}\left(\left\langle a_{m} x_{t}\right\rangle_{t=k}^{\infty}\right) \in a_{m} p$. So let $\ell \in\{1,2, \ldots, m-1\}$ and assume that the assertion is true for $\ell+1$. Let $k \in \mathbb{N}$ and let

$$
\begin{gathered}
A=\left\{\sum_{i=\ell}^{m} a_{i} \sum_{t \in F_{i}} x_{t}: F_{\ell}, F_{\ell+1}, \ldots, F_{m} \in \mathcal{P}_{f}(\{k, k+1, \ldots\})\right. \\
\text { and } \left.F_{\ell}<F_{\ell+1}<\cdots<F_{m}\right\} .
\end{gathered}
$$

We show that

$$
\mathrm{FS}\left(\left\langle a_{\ell} x_{t}\right\rangle_{t=k}^{\infty}\right) \subseteq\left\{x \in \mathbb{N}:-x+A \in a_{\ell+1} p+a_{\ell+2} p+\cdots+a_{m} p\right\}
$$

So let $b \in \operatorname{FS}\left(\left\langle a_{\ell} x_{t}\right\rangle_{t=k}^{\infty}\right)$ and pick $F_{\ell} \in \mathscr{P}_{f}(\{k, k+1, \ldots\})$ such that $b=$ $a_{\ell} \sum_{t \in F_{\ell}} x_{t}$. Let $r=\max F_{\ell}+1$. Then

$$
\begin{array}{r}
\sum_{i=\ell+1}^{m} a_{i} \sum_{t \in F_{i}} x_{t}: F_{\ell+1}, F_{\ell+2}, \ldots, F_{m} \in \mathcal{P}_{f}(\{r, r+1, \ldots\}) \\
\text { and } \left.F_{\ell+1}<F_{\ell+2}<\cdots<F_{m}\right\} \subseteq-b+A
\end{array}
$$

so $-b+A \in a_{\ell+1} p+a_{\ell+2} p+\cdots+a_{m} p$ as required.
We see now that Milliken-Taylor systems are themselves partition regular.

Corollary 17.33. Let $\vec{a} \in \mathbb{A}$, let $B \subseteq \mathbb{N}$, let $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ be a sequence in $\mathbb{N}$, and assume that $\operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B$. If $r \in \mathbb{N}$ and $B=\bigcup_{i=1}^{r} B_{i}$, then there exist $i \in\{1,2$, $\ldots, r\}$ and a sum subsystem $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ of $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that $\operatorname{MT}\left(\vec{a},\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B_{i}$.

Proof. Pick by Lemma 5.11 some $p+p=p \in \bigcap_{k=1}^{\infty} \overline{\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right)}$. By Theorem 17.32, $\operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \in a_{1} p+a_{2} p+\cdots+a_{m} p$, where $\vec{a}=\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$. Pick $i \in\{1,2, \ldots, r\}$ such that $B_{i} \in a_{1} p+a_{2} p+\cdots+a_{m} p$, and apply Theorem 17.31.

We observe that certain different members of $\mathbb{A}$ always have Milliken-Taylor systems in the same cell of a partition.

Theorem 17.34. Let $\vec{a}, \vec{b} \in \mathbb{A}$, and assume that there is a positive rational $s$ such that $\vec{a}=s \vec{b}$. Then whenever $r \in \mathbb{N}$ and $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$, there exist $i \in\{1,2$, $\ldots, r\}$ and sequences $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ and $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ such that $\mathrm{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{i}$ and $\operatorname{MT}\left(\vec{b},\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{i}$.

Proof. Assume that $s=\frac{m}{n}$ where $m, n \in \mathbb{N}$ and let $\vec{c}=m \vec{b}$. Pick by Corollary 17.33 some $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle z_{t}\right\rangle_{t=1}^{\infty}$ such that $\operatorname{MT}\left(\vec{c},\left\langle z_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{i}$. For each $t \in \mathbb{N}$, let $x_{t}=n z_{t}$ and $y_{t}=m z_{t}$. Then $\operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)=\operatorname{MT}\left(\vec{b},\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right)=$ $\operatorname{MT}\left(\vec{c},\left\langle z_{t}\right\rangle_{t=1}^{\infty}\right)$.

We show now that we can separate certain Milliken-Taylor systems.
Theorem 17.35. There is a set $A \subseteq \mathbb{N}$ such that for any sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ in $\mathbb{N}$, $\mathrm{MT}\left(\langle 1,2\rangle,\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \nsubseteq A$ and $\mathrm{MT}\left(\langle 1,4\rangle,\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \nsubseteq \mathbb{N} \backslash A$.

Proof. For $x \in \mathbb{N}$, let $\operatorname{supp}(x)$ be the binary support of $x$ so that $x=\sum_{t \in \operatorname{supp}(x)} 2^{t}$. For each $x \in \mathbb{N}$, let $a(x)=\max \operatorname{supp}(x)$ and let $d(x)=\min \operatorname{supp}(x)$. We also define a function $z$ so that $z(x)$ counts the number of blocks of zeros of odd length interior to the binary expansion of $x$, that is between $a(x)$ and $d(x)$. Thus, for example, if in binary, $x=1011001010001100000$, then $z(x)=3$. (The blocks of length 1 and 3 were counted, but the block of length 5 is not counted because it is not interior to the expansion of $x$.)

Let $A=\{x \in \mathbb{N}: z(x) \equiv 0(\bmod 4)$ or $z(x) \equiv 3(\bmod 4)\}$. Suppose that we have a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that either

$$
\operatorname{MT}\left(\langle 1,2\rangle,\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A \text { or } \operatorname{MT}\left(\langle 1,4\rangle,\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \mathbb{N} \backslash A
$$

Pick a sum subsystem $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ of $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that for each $t, d\left(y_{t+1}\right)>a\left(y_{t}\right)$. (See Exercise 17.4.1.) For $i \in\{0,1,2,3\}$ let

$$
B_{i}=\{x \in \mathbb{N}: z(x) \equiv i(\bmod 4)\}
$$

By Corollary 17.33 we may presume that if

$$
\operatorname{MT}\left(\langle 1,2\rangle,\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A,
$$

then

$$
\operatorname{MT}\left(\langle 1,2\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B_{0} \quad \text { or } \quad \operatorname{MT}\left(\langle 1,2\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B_{3}
$$

and, if

$$
\operatorname{MT}\left(\langle 1,4\rangle,\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \mathbb{N} \backslash A
$$

then

$$
\operatorname{MT}\left(\langle 1,4\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B_{1} \quad \text { or } \quad \operatorname{MT}\left(\langle 1,4\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B_{2}
$$

By the pigeon hole principle we may presume that for $t, k \in \mathbb{N}$,
$a\left(y_{t}\right) \equiv a\left(y_{k}\right)(\bmod 2), \quad d\left(y_{t}\right) \equiv d\left(y_{k}\right)(\bmod 2), \quad$ and $\quad z\left(y_{t}\right) \equiv z\left(y_{k}\right)(\bmod 4)$.
Assume first that for $t \in \mathbb{N}, a\left(y_{t}\right) \equiv d\left(y_{t}\right)(\bmod 2)$. Now if $\operatorname{MT}\left(\langle 1,2\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq$ $A$, we have $y_{1}+y_{2}+2 y_{3}$ and $y_{2}+2 y_{3}$ are in the same $B_{i}$ so

$$
z\left(y_{1}+y_{2}+2 y_{3}\right) \equiv z\left(y_{2}+2 y_{3}\right)(\bmod 4)
$$

Since $a\left(y_{1}\right) \equiv d\left(y_{2}\right)(\bmod 2)$ there is an odd block of zeros between $y_{1}$ and $y_{2}$ in $y_{1}+y_{2}+2 y_{3}$, so $z\left(y_{1}+y_{2}+2 y_{3}\right)=z\left(y_{1}\right)+1+z\left(y_{2}+2 y_{3}\right)$ and consequently $z\left(y_{1}\right) \equiv 3(\bmod 4)$. But $d\left(2 y_{3}\right)=d\left(y_{3}\right)+1 \not \equiv a\left(y_{2}\right)(\bmod 2)$ so $z\left(y_{2}+2 y_{3}\right)=z\left(y_{2}\right)+z\left(y_{3}\right) \equiv 3+3 \equiv 2(\bmod 4)$, a contradiction to the fact that $\mathrm{MT}\left(\langle 1,2\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$.

If $\operatorname{MT}\left(\langle 1,4\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \mathbb{N} \backslash A$, we have as above that

$$
z\left(y_{1}+y_{2}+4 y_{3}\right) \equiv z\left(y_{2}+4 y_{3}\right)(\bmod 4)
$$

and $z\left(y_{1}+y_{2}+4 y_{3}\right)=z\left(y_{1}\right)+1+z\left(y_{2}+4 y_{3}\right)$ so that $z\left(y_{1}\right) \equiv 3(\bmod 4)$. Since $d\left(4 y_{3}\right)=d\left(y_{3}\right)+2 \equiv a\left(y_{2}\right)(\bmod 2)$ we have $z\left(y_{2}+4 y_{3}\right)=z\left(y_{2}\right)+1+z\left(y_{3}\right) \equiv$ $3(\bmod 4)$, a contradiction to the fact that $\operatorname{MT}\left(\langle 1,4\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \mathbb{N} \backslash A$.

Now assume that for $t \in \mathbb{N}, a\left(y_{t}\right) \not \equiv d\left(y_{t}\right)(\bmod 2)$. If $\operatorname{MT}\left(\langle 1,2\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A$ we have $z\left(y_{1}+y_{2}+2 y_{3}\right) \equiv z\left(y_{2}+2 y_{3}\right)(\bmod 4)$ and, since $d\left(y_{2}\right) \not \equiv a\left(y_{1}\right)(\bmod 2)$, $z\left(y_{1}+y_{2}+2 y_{3}\right)=z\left(y_{1}\right)+z\left(y_{2}+2 y_{3}\right)$ so that $z\left(y_{1}\right) \equiv 0(\bmod 4)$. Since

$$
d\left(2 y_{3}\right)=d\left(y_{3}\right)+1 \equiv a\left(y_{2}\right)(\bmod 2)
$$

we have that $z\left(y_{2}+2 y_{3}\right)=z\left(y_{2}\right)+1+z\left(y_{3}\right) \equiv 1(\bmod 4)$, a contradiction.
If $\operatorname{MT}\left(\langle 1,4\rangle,\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq \mathbb{N} \backslash A$, we have as above that $z\left(y_{1}\right) \equiv 0(\bmod 4)$ and since $d\left(4 y_{3}\right)=d\left(y_{3}\right)+2 \not \equiv a\left(y_{2}\right)(\bmod 2), z\left(y_{2}+4 y_{3}\right)=z\left(y_{2}\right)+z\left(y_{3}\right) \equiv 0$ $(\bmod 4)$, a contradiction.

In fact, a much stronger result holds. Unfortunately, the proof is too long to include here.

Theorem 17.35.1. Let $\vec{a}, \vec{b} \in \mathbb{A}$ and assume that there is no positive rational $\alpha$ such that $\vec{b}=\alpha \cdot \vec{a}$. Then there exist sets $B$ and $C$ such that $\mathbb{N}=B \cup C$, there is no sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ with $\mathrm{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B$, and there is no sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ with $\operatorname{MT}\left(\vec{b},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq C$.

Proof. [125, Theorem 3.14].
By Corollary 17.33 all Milliken-Taylor matrices are image partition regular.
Corollary 17.36. Let $\vec{a}=\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle \in \mathbb{A}$ and let $M$ be an associated Milli-ken-Taylor matrix. Then $M$ is centrally image partition regular if and only if $m=1$. In fact, if $m=1$, and $C$ is any IP set, then there exists $\vec{x} \in \mathbb{N}^{\omega}$ with all entries of $M \vec{x}$ in $C$. And, if $m>1$, then there is an $I P^{*}$ set $C$ such that no $\vec{x} \in \mathbb{N}^{\omega}$ has all entries of $M \vec{x}$ in $C$.

Proof. Assume first $\vec{a}=\langle a\rangle$ and let $C$ be an IP set in $\mathbb{N}$. Pick by Theorem 5.12 an idempotent $p \in \bar{C}$. By Lemma 6.6, $a \mathbb{N} \in p$ so pick by Theorem 5.8 a sequence $\left\langle y_{n}\right\rangle_{n=0}^{\infty}$ such that $\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=0}^{\infty}\right) \subseteq C \cap a \mathbb{N}$. For each $n \in \omega$, let $x_{n}=\frac{y_{n}}{a}$.

Now assume that $m>1$ and pick by Theorem 17.35 .1 sets $B$ and $C$ such that $\mathbb{N}=B \cup C$, there is no sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ with $\operatorname{MT}\left(\langle 1\rangle,\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq B$, and there is no sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ with $\operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq C$. By the $m=1$ case already proved, $B$ is not an IP set, so $C$ is an IP* set.

In Section 15.4, we found several characterizations of finite image partition regular matrices.

Question 17.37. Can one find a reasonable combinatorial characterization of infinite image partition regular matrices?

Exercise 17.4.1. In Exercise 5.2.2, the reader was asked to show combinatorially that given any sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ there is a sum subsystem $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ of $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that whenever $2^{k}<y_{t}$, one has $2^{k+1} \mid y_{t+1}$. Use the fact that, by Lemma 6.8, given any $p+p=p \in \bigcap_{k=1}^{\infty} \overline{\mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=k}^{\infty}\right)}$, one has $p \in \mathbb{H}$, to show that there is a sum subsystem $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$ of $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that for each $t \in \mathbb{N}, a\left(y_{t}\right)+2 \leq d\left(y_{t+1}\right)$.

Exercise 17.4.2. Prove that if $H$ is a finite subset of $\mathbb{A}, r \in \mathbb{N}$, and $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$, then there exist a function $f: H \rightarrow\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ such that for each $\vec{a} \in H, \operatorname{MT}\left(\vec{a},\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right) \subseteq A_{f(\vec{a})}$. (Hint: Use Corollary 17.33.)

### 17.5 Sums and Products in $(0,1)$ - Measurable and Baire Partitions

We show in this section that if one has a finite partition of the real interval $(0,1)$ each member of which is Lebesgue measurable, or each member of which is a Baire set, then one cell will contain $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ for some sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $(0,1)$. (The terminology "Baire set" has different meanings in the literature. We take it to mean members of the smallest $\sigma$-algebra containing the open sets and the nowhere dense sets.) In fact, we show that certain sums of products and products of sums can also be found in the specified cell.

We use the algebraic structure of the subset $0^{+}$of $\beta(0,1)_{d}$ which we discussed in Section 13.3. The results that we obtain are topological in nature, so it is natural to wonder how one can obtain them starting with the discrete topology on $(0,1)$. The answer is that we use certain topologically characterized subsets of $0^{+}$. Recall that a subset $A$ of $\mathbb{R}$ is meager (or first category) if and only if $A$ is the countable union of nowhere dense sets.

Definition 17.38. (a) A set $A \subseteq(0,1)$ is Baire large if and only if for every $\epsilon>0$, $A \cap(0, \epsilon)$ is not meager.
(b) $\mathscr{B}=\left\{p \in 0^{+}\right.$: for all $A \in p, A$ is Baire large $\}$.

Lemma 17.39. $\mathfrak{B}$ is a left ideal of $\left(0^{+}, \cdot\right)$.
Proof. Since the union of finitely many meager sets is meager, one sees easily that whenever $(0,1)$ is partitioned into finitely many sets, one of them is Baire large.

Consequently, by Theorem 5.7, it follows that $\left\{p \in \beta(0,1)_{d}\right.$ : for all $A \in p, A$ is Baire large $\} \neq \emptyset$. On the other hand, if $p \in \beta(0,1)_{d} \backslash 0^{+}$one has some $\epsilon>0$ such that $(\epsilon, 1) \in p$ and $(\epsilon, 1)$ is not Baire large. Thus $\mathcal{B} \neq \emptyset$. To see that $\mathscr{B}$ is a left ideal of $0^{+}$, let $p \in \mathscr{B}$ and $q \in 0^{+}$and let $A \in q \cdot p$. Pick $x \in(0,1)$ such that $x^{-1} A \in p$. Given $\epsilon>0, x^{-1} A \cap(0, \epsilon)$ is not meager so $x\left(x^{-1} A \cap(0, \epsilon)\right)$ is not meager and $x\left(x^{-1} A \cap(0, \epsilon)\right) \subseteq A \cap(0, \epsilon)$.

The following result, and its measurable analogue Theorem 17.46, are the ones that allow us to obtain the combined additive and multiplicative results. Recall that a subset of $\mathbb{R}$ is a Baire set if and only if it can be written as the symmetric difference of an open set and a meager set. (Or do Exercise 17.5.1.)

Theorem 17.40. Let $p$ be a multiplicative idempotent in $\mathscr{B}$ and let $A$ be a Baire set which is a member of $p$. Then $\left\{x \in A: x^{-1} A \in p\right.$ and $\left.-x+A \in p\right\} \in p$.

Proof. Let $B=\left\{x \in A: x^{-1} A \in p\right\}$. Then since $p=p \cdot p, B \in p$. Also $A$ is a Baire set so pick an open set $U$ and a meager set $M$ such that $A=U \Delta M$. Now
$M \backslash U$ is meager so $M \backslash U \notin p$ so $U \backslash M \in p$. We claim that

$$
(U \backslash M) \cap B \subseteq\left\{x \in A: x^{-1} A \in p \text { and }-x+A \in p\right\}
$$

So let $x \in(U \backslash M) \cap B$ and pick $\epsilon>0$ such that $(x, x+\epsilon) \subseteq U$. To see that $-x+A \in p$, we observe that $(0,1) \backslash(-x+A)$ is not Baire large. Indeed one has $((0,1) \backslash(-x+A)) \cap(0, \epsilon) \subseteq-x+M$, a meager set. (Given $y \in(0, \epsilon), x+y \in U$ so, if $x+y \notin A$, then $x+y \in M$.)

Now we turn our attention to deriving the measurable analogue of Theorem 17.40. We denote by $\mu(A)$ the Lebesgue measure of the measurable set $A$, and by $\mu^{*}(B)$ the outer Lebesgue measure of an arbitrary set $B$. We assume familiarity with the basic facts of Lebesgue measure as encountered in any standard introductory analysis course. The notion corresponding to "Baire large" is that of having positive upper density near 0 . We use the same notation for upper density near 0 as we used for upper density of sets of integers.

Definition 17.41. Let $A \subseteq(0,1)$.
(a) The upper density near 0 of $A, \bar{d}(A)$ is defined by

$$
\bar{d}(A)=\underset{h \downarrow 0}{\limsup } \frac{\mu^{*}(A \cap(0, h))}{h}
$$

(b) A point $x \in(0,1)$ is a density point of $A$ if and only if

$$
\lim _{h \downarrow 0} \frac{\mu^{*}(A \cap(x-h, x+h))}{2 h}=1 .
$$

The following result, while quite well known, is not a part of standard introductory analysis courses so we include a proof.

Theorem 17.42 (Lebesgue Density Theorem). Let $A$ be a measurable subset of $(0,1)$.
Then $\mu(\{x \in A: x$ is not a density point of $A\})=0$.
Proof. If $x$ is not a density point of $A$, then there is some $\epsilon>0$ such that

$$
\liminf _{h \downarrow 0} \frac{\mu(A \cap(x-h, x+h))}{2 h}<1-\epsilon
$$

Since the union of countably many sets of measure 0 is again of measure 0 , it suffices to let $\epsilon>0$ be given, let

$$
B=\left\{x \in A: \liminf _{h \downarrow 0} \frac{\mu(A \cap(x-h, x+h))}{2 h}<1-\epsilon\right\}
$$

and show that $\mu(B)=0$. Suppose instead that $\mu^{*}(B)>0$. Pick an open set $U$ such that $B \subseteq U$ and $\mu(U)<\frac{\mu^{*}(B)}{1-\epsilon}$.

We first claim that
if $\left\langle I_{n}\right\rangle_{n \in F}$ is a (finite or countably infinite) indexed family of pairwise disjoint intervals contained in $U$ and for each $n \in F$,

$$
\mu\left(A \cap I_{n}\right)<(1-\epsilon) \mu\left(I_{n}\right), \text { then } \mu^{*}\left(B \backslash \bigcup_{n \in F} I_{n}\right)>0
$$

To see this, since in general $\mu^{*}(C \cup D) \leq \mu^{*}(C)+\mu^{*}(D)$, it suffices to show that $\mu^{*}\left(B \cap \bigcup_{n \in F} I_{n}\right)<\mu^{*}(B)$. And indeed

$$
\begin{aligned}
\mu^{*}\left(B \cap \bigcup_{n \in F} I_{n}\right) & \leq \mu\left(A \cap \bigcup_{n \in F} I_{n}\right) \\
& =\sum_{n \in F} \mu\left(A \cap I_{n}\right) \\
& <\sum_{n \in F}(1-\epsilon) \mu\left(I_{n}\right) \\
& \leq(1-\epsilon) \mu(U) \\
& <\mu^{*}(B)
\end{aligned}
$$

Now choose $x_{1} \in B$ and $h_{1}>0$ such that $\left[x_{1}-h_{1}, x_{1}+h_{1}\right] \subseteq U$ and

$$
\mu\left(A \cap\left(x_{1}-h_{1}, x_{1}+h_{1}\right)\right)<(1-\epsilon) 2 h_{1} .
$$

Inductively, let $n \in \mathbb{N}$ and assume we have chosen $x_{1}, x_{2}, \ldots, x_{n}$ in $B$ and positive $h_{1}, h_{2}, \ldots, h_{n}$ such that each $\left[x_{i}-h_{i}, x_{i}+h_{i}\right] \subseteq U$, each $\mu\left(A \cap\left(x_{i}-h_{i}, x_{i}+h_{i}\right)\right)<$ $(1-\epsilon) 2 h_{i}$, and $\left[x_{i}-h_{i}, x_{i}+h_{i}\right] \cap\left[x_{j}-h_{j}, x_{j}+h_{j}\right]=\emptyset$ for $i \neq j$.

Let

$$
\begin{aligned}
d_{n}=\sup \{h: & \text { there exist } x \in B \text { such that }[x-h, x+h] \subseteq U, \\
& {[x-h, x+h] \cap \bigcup_{i=1}^{n}\left[x_{i}-h_{i}, x_{i}+h_{i}\right]=\emptyset, } \\
& \text { and } \mu(A \cap(x-h, x+h))<(1-\epsilon) 2 h\} .
\end{aligned}
$$

Notice that $d_{n}>0$. Indeed, by $(\dagger)$ one may pick $x \in B \backslash \bigcup_{i=1}^{n}\left[x_{i}-h_{i}, x_{i}+h_{i}\right]$ and then pick $\delta>0$ such that $(x-\delta, x+\delta) \cap \bigcup_{i=1}^{n}\left[x_{i}-h_{i}, x_{i}+h_{i}\right]=\emptyset$ and $(x-\delta, x+\delta) \subseteq U$. Then, since $x \in B$, one may pick positive $h<\delta$ such that $\mu(A \cap(x-h, x+h))<(1-\epsilon) 2 h$.

Pick $x_{n+1} \in B$ and $h_{n+1}>\frac{d_{n}}{2}$ such that $\left[x_{n+1}-h_{n+1}, x_{n+1}+h_{n+1}\right] \subseteq U$,

$$
\left[x_{n+1}-h_{n+1}, x_{n+1}+h_{n+1}\right] \cap \bigcup_{i=1}^{n}\left[x_{i}-h_{i}, x_{i}+h_{i}\right]=\emptyset
$$

and $\mu\left(A \cap\left(x_{n+1}-h_{n+1}, x_{n+1}+h_{n+1}\right)\right)<(1-\epsilon) 2 h_{n+1}$.

The inductive construction being complete, let $C=B \backslash \bigcup_{n=1}^{\infty}\left[x_{n}-h_{n}, x_{n}+h_{n}\right]$. Then by $(\dagger) \mu^{*}(C)>0$. Also, since $\left\langle\left[x_{n}-h_{n}, x_{n}+h_{n}\right]\right\rangle_{n=1}^{\infty}$ is a pairwise disjoint collection contained in $(0,1), \sum_{n=1}^{\infty} h_{n}$ converges, so pick $m \in \mathbb{N}$ such that

$$
\sum_{n=m+1}^{\infty} h_{n}<\mu^{*}(C) / 6
$$

Then $\mu\left(\bigcup_{n=m+1}^{\infty}\left[x_{n}-3 h_{n}, x_{n}+3 h_{n}\right]\right)<\mu^{*}(C)$ so pick $x \in C \backslash\left(\bigcup_{n=m+1}^{\infty}\left[x_{n}-\right.\right.$ $\left.3 h_{n}, x_{n}+3 h_{n}\right]$ ).

Then $x \in B \backslash \bigcup_{n=1}^{m}\left[x_{n}-h_{n}, x_{n}+h_{n}\right]$ so pick $h>0$ such that $[x-h, x+h] \subseteq U$, $[x-h, x+h] \cap \bigcup_{n=1}^{m}\left[x_{n}-h_{n}, x_{n}+h_{n}\right]=\emptyset$, and $\mu(A \cap(x-h, x+h))<(1-\epsilon) 2 h$. Now there is some $k$ such that $[x-h, x+h] \cap \bigcup_{n=1}^{k}\left[x_{n}-h_{n}, x_{n}+h_{n}\right] \neq \emptyset$ (since otherwise each $d_{k} \geq h$ and consequently $\sum_{n=1}^{\infty} h_{n}$ diverges) so pick the first $k$ such that $[x-h, x+h] \cap\left[x_{k}-h_{k}, x_{k}+h_{k}\right] \neq \emptyset$ and notice that $k>m$. Then $h_{k} \geq \frac{d_{k-1}}{2} \geq \frac{h}{2}$ so that $\left|x-x_{k}\right| \leq h+h_{k} \leq 3 h_{k}$ and hence $x \in\left[x_{k}-3 h_{k}, x_{k}+3 h_{k}\right]$, contradicting the fact that $x \notin \bigcup_{n=m+1}^{\infty}\left[x_{n}-3 h_{n}, x_{n}+3 h_{n}\right]$.

We also need another basic result about measurable sets.
Lemma 17.43. Let $A$ be a measurable subset of $(0,1)$ such that $\bar{d}(A)>0$. There exists $B \subseteq A$ such that $B \cup\{0\}$ is compact and $\bar{d}(A \backslash B)=0$.

Proof. For each $n \in \mathbb{N}$, let $A_{n}=A \cap\left(1 / 2^{n}, 1 / 2^{n-1}\right)$ and let $T=\left\{n \in \mathbb{N}: \mu\left(A_{n}\right)>\right.$ $0\}$. As is well known, given any bounded measurable set $C$ and any $\epsilon>0$ there is a compact subset $D$ of $C$ with $\mu(D)>\mu(C)-\epsilon$. Thus for each $n \in T$, pick compact $B_{n} \subseteq A_{n}$ with $\mu\left(B_{n}\right)>\mu\left(A_{n}\right)-\frac{1}{4^{n+1}}$. For $n \in \mathbb{N} \backslash T$, if any, let $B_{n}=\emptyset$. Let $B=\bigcup_{n=1}^{\infty} B_{n}$. Then $B \cup\{0\}$ is compact.

Suppose now that $\bar{d}(A \backslash B)=\alpha>0$. Pick $m \in \mathbb{N}$ such that $\frac{1}{3 \cdot 2^{m}}<\alpha$. Pick $x<$ $1 / 2^{m}$ such that $\mu((A \backslash B) \cap(0, x)) / x>\frac{1}{3 \cdot 2^{m}}$. Pick $n \in \mathbb{N}$ with $1 / 2^{n} \leq x<1 / 2^{n-1}$ and note that $n>m$. Then

$$
\mu((A \backslash B) \cap(0, x)) \leq \sum_{k=n}^{\infty} \mu\left(A_{n} \backslash B_{n}\right)<\sum_{k=n}^{\infty} \frac{1}{4^{k+1}}=\frac{1}{3 \cdot 4^{n}}
$$

and $x \geq \frac{1}{2^{n}}$ so

$$
\mu((A \backslash B) \cap(0, x)) / x<\frac{1}{3 \cdot 2^{n}}<\frac{1}{3 \cdot 2^{m}}
$$

a contradiction.
Definition 17.44. $\mathscr{L}=\left\{p \in 0^{+}\right.$: for all $\left.A \in p, \bar{d}(A)>0\right\}$.
Lemma 17.45. $\mathscr{L}$ is a left ideal of $\left(0^{+}, \cdot\right)$.

Proof. It is an easy exercise to show that if $\bar{d}(A \cup B)>0$ then either $\bar{d}(A)>0$ or $\bar{d}(B)>0$. Consequently, by Theorem 3.11, it follows that $\left\{p \in \beta(0,1)_{d}\right.$ : for all $A \in p, \bar{d}(A)>0\} \neq \emptyset$. On the other hand, if $p \in \beta(0,1)_{d} \backslash 0^{+}$one has some $\epsilon>0$ such that $(\epsilon, 1) \in p$ and $\bar{d}((\epsilon, 1))=0$. Thus $\mathscr{L} \neq \emptyset$. Let $p \in \mathscr{L}$ and let $q \in 0^{+}$. To see that $q \cdot p \in \mathscr{L}$, let $A \in q \cdot p$ and pick $x$ such that $x^{-1} A \in p$. Another easy exercise establishes that $\bar{d}(A)=\bar{d}\left(x^{-1} A\right)>0$.

Theorem 17.46. Let $p$ be a multiplicative idempotent in $\mathscr{L}$ and let $A$ be a measurable member of $p$. Then $\left\{x \in A: x^{-1} A \in p\right.$ and $\left.-x+A \in p\right\} \in p$.

Proof. Let $B=\left\{x \in A: x^{-1} A \in p\right\}$. Then $B \in p$ since $p=p \cdot p$. Let $C=$ $\{y \in A: y$ is not a density point of $A\}$. By Theorem 17.42, $\mu(C)=0$. Consequently since $p \in \mathscr{L}, C \notin p$ so $B \backslash C \in p$. We claim that $B \backslash C \subseteq\left\{x \in A: x^{-1} A \in p\right.$ and $-x+A \in p\}$. Indeed, given $x \notin C$ one has 0 is a density point of $-x+A$ so by an easy computation, $\bar{d}((0,1) \backslash(-x+A))=0$ so $(0,1) \backslash(-x+A) \notin p$ so $-x+A \in p$.

Now let us define the kind of combined additive and multiplicative structures we obtain.

Definition 17.47. Let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in ( 0,1 ). We define $\operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ and $\sigma: \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \rightarrow \mathscr{P}\left(\mathcal{P}_{f}(\mathbb{N})\right)$ inductively to consist of only those objects obtainable by iteration of the following:
(1) If $m \in \mathbb{N}$, then $x_{m} \in \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ and $\{m\} \in \sigma\left(x_{m}\right)$.
(2) If $x \in \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right), m \in \mathbb{N}, F \in \sigma(x)$, and $\min F>m$, then $\left\{x_{m} \cdot x, x_{m}+\right.$ $x\} \subseteq \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right), F \cup\{m\} \in \sigma\left(x_{m} \cdot x\right)$, and $F \cup\{m\} \in \sigma\left(x_{m}+x\right)$.

For example, if $z=x_{3}+x_{5} \cdot x_{7} \cdot\left(x_{8}+x_{10} \cdot x_{11}\right)$, then $z \in \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ and $\{3,5,7,8,10,11\} \in \sigma(z)$. (Of course, it is also possible that $z=x_{4}+x_{12} \cdot x_{13}$, in which case also $\{4,12,13\} \in \sigma(z)$.) Note also that $\left(x_{3}+x_{5}\right) \cdot x_{7}$ is not, on its face, a member of $\operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$. Notice that trivially $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \cup \operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq$ $\operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$.

The proof of the following theorem is reminiscent of the first proof of Theorem 5.8.
Theorem 17.48. Let $p$ be a multiplicative idempotent in $\mathfrak{B}$ and let $A$ be a Baire set which is a member of $p$. Then there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $(0,1)$ such that $\operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$

Proof. Let $A_{1}=A$. By Theorem 17.40, $\left\{x \in A_{1}: x^{-1} A_{1} \in p\right.$ and $\left.-x+A_{1} \in p\right\} \in$ $p$ so pick $x_{1} \in A_{1}$ such that $x_{1}{ }^{-1} A_{1} \in p$ and $-x_{1}+A_{1} \in p$. Let

$$
A_{2}=A_{1} \cap x_{1}{ }^{-1} A_{1} \cap\left(-x_{1}+A_{1}\right)
$$

Then $A_{2} \in p$ and, since multiplication by $x_{1}{ }^{-1}$ and addition of $-x_{1}$ are homeomorphisms, $A_{2}$ is a Baire set.

Inductively, let $n \in \mathbb{N} \backslash\{1\}$ and assume that we have chosen $\left\langle x_{t}\right\rangle_{t=1}^{n-1}$ and $\left\langle A_{t}\right\rangle_{t=1}^{n}$ so that $A_{n}$ is a Baire set which is a member of $p$. Again invoking Theorem 17.40, one has that $\left\{x \in A_{n}: x^{-1} A_{n} \in p\right.$ and $\left.-x+A_{n} \in p\right\} \in p$ so pick $x_{n} \in A_{n}$ such that $x_{n}{ }^{-1} A_{n} \in p$ and $-x_{n}+A_{n} \in p$. Let $A_{n+1}=A_{n} \cap x_{n}{ }^{-1} A_{n} \cap\left(-x_{n}+A_{n}\right)$. Then $A_{n+1}$ is a Baire set which is a member of $p$.

The induction being complete, we show that $\operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A$ by establishing the following stronger assertion: If

$$
z \in \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right), F \in \sigma(z), \quad \text { and } \quad m=\min F
$$

then $z \in A_{m}$. Suppose instead that this conclusion fails, and choose

$$
z \in \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right), F \in \sigma(z), \quad \text { and } \quad m=\min F
$$

such that $z \notin A_{m}$ and $|F|$ is as small as possible among all such counterexamples. Now if $F=\{m\}$, then $z=x_{m} \in A_{m}$, so we must have $|F|>1$. Let $G=F \backslash\{m\}$ and pick $y \in \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ such that $G \in \sigma(y)$ and either $z=x_{m}+y$ or $z=x_{m} \cdot y$. Let $r=\min G$. Since $|G|<|F|$, we have that

$$
y \in A_{r} \subseteq A_{m+1} \subseteq x_{m}{ }^{-1} A_{m} \cap\left(-x_{m}+A_{m}\right)
$$

and hence $x_{m}+y \in A_{m}$ and $x_{m} \cdot y \in A_{m}$, contradicting the choice of $z$.
Corollary 17.49. Let $r \in \mathbb{N}$ and let $(0,1)=\bigcup_{i=1}^{r} A_{i}$. If each $A_{i}$ is a Baire set, then there exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $(0,1)$ such that $\operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$.

Proof. By Lemma $17.39, \mathfrak{B}$ is a left ideal of $\left(0^{+}, \cdot\right)$, which is a compact right topological semigroup by Lemma 13.29. Thus, by Corollary 2.6 we may pick an idempotent $p \in \mathscr{B}$. Pick $i \in\{1,2, \ldots, r\}$ such that $A_{i} \in p$ and apply Theorem 17.48.

We have similar, but stronger, results for measurable sets.
Theorem 17.50. Let $p$ be a multiplicative idempotent in $\mathscr{L}$ and let $A$ be a measurable set which is a member of $p$. Then there is a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $(0,1)$ such that $c \ell \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A \cup\{0\}$

Proof. Since $A \in p, \bar{d}(A)>0$. By Lemma 17.43, pick $B \subseteq A$ such that $B \cup\{0\}$ is compact and $\bar{d}(A \backslash B)=0$. Then $A \backslash B \notin p$ so $B \in p$.

Now, proceeding exactly as in the proof of Theorem 17.48, invoking Theorem 17.46 instead of Theorem 17.40, one obtains a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq$ $B$ and consequently $c \ell \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq B \cup\{0\} \subseteq A \cup\{0\}$.

Notice that if $c \ell \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A \cup\{0\}$, then in particular $c \ell \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq$ $A \cup\{0\}$ and hence, if $F$ is any subset of $\mathbb{N}$, finite or infinite, one has $\sum_{n \in F} x_{n} \in A$.

Corollary 17.51. Let $r \in \mathbb{N}$ and let $(0,1)=\bigcup_{i=1}^{r} A_{i}$. If each $A_{i}$ is a measurable set, then there exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $(0,1)$ such that $c \ell \operatorname{FSP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i} \cup\{0\}$.

Proof. By Lemma 17.45, $\mathscr{L}$ is a left ideal of $\left(0^{+}, \cdot\right)$, which is a compact right topological semigroup by Lemma 13.29. Thus, by Corollary 2.6 we may pick an idempotent $p \in \mathscr{L}$. Pick $i \in\{1,2, \ldots, r\}$ such that $A_{i} \in p$ and apply Theorem 17.50.

Exercise 17.5.1. Let $X$ be a topological space and let $\mathscr{B}=\{U \triangle M: U$ is open in $X$ and $M$ is meager in $X$ \}. Show that $\mathfrak{B}$ is the set of Baire sets in $X$.

### 17.6 Notes

The material in Section 17.1 is from [40], [42], and [46] (results obtained in collaboration with V. Bergelson).

The material in Section 17.2 is from [196]. (In [196], some pains were taken to reduce the number of cells of the partition so that, in lieu of the 4610 cells of the partition we used, only 7 were needed.)

It is a result of R . Graham (presented in [188, Theorem 4.3]) that whenever \{1,2, $\ldots, 252\}=A_{1} \cup A_{2}$, there must be some $x \neq y$ and some $i \in\{1,2\}$ with $\{x, y, x+y$, $x \cdot y\} \subseteq A_{i}$, and consequently the answer to Question 17.18 is "yes" for $n=r=2$.

Theorem 17.21 is from [189] in the case $n=2$. It is shown in [189] that the partition $\mathcal{R}$ can in fact have 3 cells. It is a still unsolved problem of J. Owings [314] as to whether there is a two cell partition of $\mathbb{N}$ such that neither cell contains $\left\{x_{n}+x_{m}\right.$ : $n, m \in \mathbb{N}\}$ for any one-to-one sequence $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ (where, of course, one specifically does allow $n=m$ ).

Theorem 17.24 is due to G. Smith [367] and Theorem 17.27 is a special case of a much more general result from [367], namely that given any $m \neq n$ in $\mathbb{N}$, there is a two cell partition of $\mathbb{N}$ neither cell of which contains both $\mathrm{SP}_{n}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)$ and $\mathrm{SP}_{m}\left(\left\langle y_{t}\right\rangle_{t=1}^{\infty}\right)$ for any sequences $\left\langle x_{t}\right\rangle_{t=1}^{\infty}$ and $\left\langle y_{t}\right\rangle_{t=1}^{\infty}$.

The results of Section 17.4, including Theorem 17.35.1, one of four nonelementary results results used in this book that we do not prove, are from [125], which is a result of collaboration with W. Deuber, H. Lefmann, and I. Leader. It is shown in [225], a result of collaboration with I. Leader, that most of the results of this section remain true if the entries of $\vec{a}$ are allowed to be negative.

Most of the material in Section 17.5 is from [52], results obtained in collaboration with V. Bergelson and I. Leader. The proof of the Lebesgue Density Theorem (Theorem 17.42) is from [315]. The idea of considering Baire or measurable partitions arises from research of Plewik, Prömel, and Voigt: Given a sequence $\left\langle t_{n}\right\rangle_{n=1}^{\infty}$
in $(0,1]$, such that $\sum_{n=1}^{\infty} t_{n}$ converges, define the set of all sums of the sequence by $\operatorname{AS}\left(\left\langle t_{n}\right\rangle_{n=1}^{\infty}\right)=\left\{\sum_{n \in F} t_{n}: \emptyset \neq F \subseteq \mathbb{N}\right\}$. In [324], Prömel and Voigt considered the question: If $(0,1]=\bigcup_{i=1}^{r} A_{i}$, must there exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle t_{n}\right\rangle_{n=1}^{\infty}$ in $(0,1]$ with $\operatorname{AS}\left(\left\langle t_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq A_{i}$ ? As they pointed out, one easily sees (using the Axiom of Choice) that the answer is "no" by a standard diagonalization argument. They showed, however that if one adds the requirement that each $A_{i}$ has the property of Baire, then the answer becomes "yes". In [322] Plewik and Voigt reached the same conclusion in the event that each $A_{i}$ is assumed to be Lebesgue measurable. A unified and simplified proof of both results was presented in [56], a result of collaboration with V. Bergelson and B. Weiss.

## Chapter 18

## Multidimensional Ramsey Theory

Several results in Ramsey Theory, including Ramsey's Theorem itself, naturally apply to more than one "dimension", suitably interpreted. That is, while van der Waerden's Theorem and the Finite Sums Theorem, for example, deal with colorings of the elements of $\mathbb{N}$, Ramsey's Theorem deals with colorings of finite subsets of $\mathbb{N}$, which can be identified with points in Cartesian products.

### 18.1 Ramsey's Theorem and Generalizations

In this section we present a proof of Ramsey's Theorem which utilizes an arbitrary nonprincipal ultrafilter. Then we adapt that proof to obtain some generalizations, including the Milliken-Taylor Theorem. The main feature of the adaptation is that we utilize ultrafilters with special properties. (For example, to obtain the Milliken-Taylor Theorem, we use an idempotent in place of the arbitrary nonprincipal ultrafilter.)

While many of the applications are algebraic, the basic tools are purely set theoretic.
Lemma 18.1. Let $S$ be a set, let $p \in S^{*}$, let $k, r \in \mathbb{N}$, and let $[S]^{k}=\bigcup_{i=1}^{r} A_{i}$. For each $i \in\{1,2, \ldots, r\}$, each $t \in\{1,2, \ldots, k\}$, and each $E \in[S]^{t-1}$, define $B_{t}(E, i)$ by downward induction on $t$ :
(1) For $E \in[S]^{k-1}, B_{k}(E, i)=\left\{y \in S \backslash E: E \cup\{y\} \in A_{i}\right\}$.
(2) For $t \in\{1,2, \ldots, k-1\}$ and $E \in[S]^{t-1}$,

$$
B_{t}(E, i)=\left\{y \in S \backslash E: B_{t+1}(E \cup\{y\}, i) \in p\right\}
$$

Then for each $t \in\{1,2, \ldots, k\}$ and each $E \in[S]^{t-1}, S \backslash E=\bigcup_{i=1}^{r} B_{t}(E, i)$.
Proof. We proceed by downward induction on $t$. If $t=k$, then for each $y \in S \backslash E$, $E \cup\{y\} \in A_{i}$ for some $i$.

So let $t \in\{1,2, \ldots, k-1\}$ and let $E \in[S]^{t-1}$. Then given $y \in S \backslash E$, one has by the induction hypothesis that $S \backslash(E \cup\{y\})=\bigcup_{i=1}^{r} B_{t+1}(E \cup\{y\}, i)$ so for some $i, B_{t+1}(E \cup\{y\}, i) \in p$.

Theorem 18.2 (Ramsey's Theorem). Let $S$ be an infinite set and let $k, r \in \mathbb{N}$. If $[S]^{k}=\bigcup_{i=1}^{r} A_{i}$, then there exist $i \in\{1,2, \ldots, r\}$ and an infinite subset $C$ of $S$ with $[C]^{k} \subseteq A_{i}$.

Proof. If $k=1$, this is just the pigeon hole principle, so assume that $k \geq 2$.
Let $p$ be any nonprincipal ultrafilter on $S$. Define $B_{t}(E, i)$ as in the statement of Lemma 18.1. Then $S=\bigcup_{i=1}^{r} B_{1}(\emptyset, i)$ so pick $i \in\{1,2, \ldots, r\}$ such that $B_{1}(\emptyset, i) \in$ $p$. Pick $x_{1} \in B_{1}(\emptyset, i)$ (so that $B_{2}\left(\left\{x_{1}\right\}, i\right) \in p$.

Inductively, let $n \in \mathbb{N}$ and assume that $\left\langle x_{m}\right\rangle_{m=1}^{n}$ has been chosen so that whenever $t \in\{1,2, \ldots, k-1\}$ and $m_{1}<m_{2}<\cdots<m_{t} \leq n$, one has

$$
B_{t+1}\left(\left\{x_{m_{1}}, x_{m_{2}}, \ldots, x_{m_{t}}\right\}, i\right) \in p
$$

Choose

$$
\begin{aligned}
& x_{n+1} \in\left(B_{1}(\emptyset, i) \backslash\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}\right) \\
& \cap \bigcap\left\{B_{t+1}\left(\left\{x_{m_{1}}, x_{m_{2}}, \ldots, x_{m_{t}}\right\}, i\right): t \in\{1,2, \ldots, k-1\}\right. \\
& \left.\quad \text { and } m_{1}<m_{2}<\cdots<m_{t} \leq n\right\} .
\end{aligned}
$$

To see that $B_{t+1}\left(\left\{x_{m_{1}}, x_{m_{2}}, \ldots, x_{m_{t}}\right\}, i\right) \in p$ whenever $t \in\{1,2, \ldots, k-1\}$ and $m_{1}<m_{2}<\cdots<m_{t} \leq n+1$, let such $t$ and $m_{1}, m_{2}, \ldots, m_{t}$ be given. If $m_{t} \leq n$, then the induction hypothesis applies, so assume that $m_{t}=n+1$. If $t=1$, the conclusion holds because $x_{n+1} \in B_{1}(\emptyset, i)$. If $t>1$, the conclusion holds because $x_{n+1} \in B_{t}\left(\left\{x_{m_{1}}, x_{m_{2}}, \ldots, x_{m_{t-1}}\right\}, i\right)$.

The sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ having been chosen, let $m_{1}<m_{2}<\cdots<m_{k}$. Then $x_{m_{k}} \in B_{k}\left(\left\{x_{m_{1}}, x_{m_{2}}, \ldots, x_{m_{k-1}}\right\}, i\right)$ so $\left\{x_{m_{1}}, x_{m_{2}}, \ldots, x_{m_{k}}\right\} \in A_{i}$.

In order to establish some generalizations of Ramsey's Theorem, we introduce some special notation.

Definition 18.3. Let $S$ be a set, let $k \in \mathbb{N}$, and let $\varphi: S \rightarrow \mathbb{N}$.
(a) If $\left\langle D_{n}\right\rangle_{n=1}^{\infty}$ is a sequence of subsets of $S$, then

$$
\begin{aligned}
{\left[\left\langle D_{n}\right\rangle_{n=1}^{\infty}, \varphi\right]_{<}^{k}=\left\{\left\{x_{1},\right.\right.} & \left.x_{2}, \ldots, x_{k}\right\}: x_{i} \neq x_{j} \text { for } i \neq j \text { in }\{1,2, \ldots, k\} \\
& \text { and there exist } m_{1}<m_{2}<\cdots<m_{k} \text { in } \mathbb{N} \\
& \text { such that for each } j \in\{1,2, \ldots, k\}, x_{j} \in D_{m_{j}} \\
& \text { and for each } \left.j \in\{2,3, \ldots, k\}, m_{j}>\varphi\left(x_{j-1}\right)\right\} .
\end{aligned}
$$

(b) If $t \in \mathbb{N}$ and $\left\langle D_{n}\right\rangle_{n=1}^{t}$ is a sequence of subsets of $S$, then

$$
\begin{aligned}
{\left[\left\langle D_{n}\right\rangle_{n=1}^{t}, \varphi\right]_{<}^{k}=\left\{\left\{x_{1},\right.\right.} & \left.x_{2}, \ldots, x_{k}\right\}: x_{i} \neq x_{j} \text { for } i \neq j \text { in }\{1,2, \ldots, k\} \\
& \text { and there exist } m_{1}<m_{2}<\cdots<m_{k} \text { in }\{1,2, \ldots, t\} \\
& \text { such that for each } j \in\{1,2, \ldots, k\}, x_{j} \in D_{m_{j}} \\
& \text { and for each } \left.j \in\{2,3, \ldots, k\}, m_{j}>\varphi\left(x_{j-1}\right)\right\} .
\end{aligned}
$$

For example, if $S=\mathbb{N}, \varphi(n)=n$, and $D_{n}=\{m \in \mathbb{N}: m \geq n\}$ for each $n \in \mathbb{N}$, then

$$
\left[\left\langle D_{n}\right\rangle_{n=1}^{\infty}, \varphi\right]_{<}^{k}=\left\{\left\{x_{1}, x_{2}, \ldots, x_{k}\right\} \subseteq \mathbb{N}: x_{1}<x_{2}<\cdots<x_{k}\right\}=[\mathbb{N}]^{k}
$$

Theorem 18.4. Let $S$ be an infinite set, let $p \in S^{*}$, let $k, r \in \mathbb{N}$, and assume that $[S]^{k}=\bigcup_{i=1}^{r} A_{i}$. Let $\varphi: S \rightarrow \mathbb{N}$ and assume that there is some $C \in p$ on which $\varphi$ is finite-to-one. Then there exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle D_{n}\right\rangle_{n=1}^{\infty}$ of members of $p$ such that $D_{n+1} \subseteq D_{n}$ for each $n$ and $\left[\left\langle D_{n}\right\rangle_{n=1}^{\infty}, \varphi\right]_{<}^{k} \subseteq A_{i}$.

Proof. First assume that $k=1$. Pick $i \in\{1,2, \ldots, r\}$ such that

$$
E=\left\{x \in S:\{x\} \in A_{i}\right\} \in p
$$

and let $D_{n}=E$ for each $n$. Then $\left[\left\langle D_{n}\right\rangle_{n=1}^{\infty}, \varphi\right]_{<}^{1}=A_{i}$.
Now assume that $k>1$ and let $B_{t}(E, i)$ be defined for each $i \in\{1,2, \ldots, r\}$, each $t \in\{1,2, \ldots, k\}$, and each $E \in[S]^{t-1}$ as in Lemma 18.1. Then by Lemma 18.1, $S=\bigcup_{i=1}^{r} B_{1}(\emptyset, i)$, so pick $i \in\{1,2, \ldots, r\}$ such that $B_{1}(\emptyset, i) \in p$.

For each $\ell \in \mathbb{N}$, let $H_{\ell}=\{x \in S: \varphi(x) \leq \ell\}$. Then by assumption, for each $\ell$, $H_{\ell} \cap C$ is finite. Let $D_{1}=C \cap B_{1}(\emptyset, i)$. Inductively let $n \in \mathbb{N}$ and assume that we have chosen $\left\langle D_{m}\right\rangle_{m=1}^{n}$ in $p$ such that for each $m \in\{1,2, \ldots, n\}$ :
(1) If $m<n$, then $D_{m+1} \subseteq D_{m}$.
(2) If $m>1$, then for each $t \in\{1,2, \ldots, k-1\}$ and each $E \in\left[\left\langle D_{j} \cap H_{m-1}\right\rangle_{j=1}^{m-1}, \varphi\right]_{<}^{t}$, $D_{m} \subseteq B_{t+1}(E, i)$.
Notice that both hypotheses are vacuous when $n=1$.
We now claim that if $t \in\{1,2, \ldots, k-1\}$ and $E \in\left[\left\langle D_{j} \cap H_{n}\right\rangle_{j=1}^{n}, \varphi\right]_{<}^{t}$, then $B_{t+1}(E, i) \in p$. So let such $t$ and $E$ be given. Then there exist $x_{1}, x_{2}, \ldots, x_{t}$ in $S$ and $m_{1}<m_{2}<\cdots<m_{t}$ in $\{1,2, \ldots, n\}$ such that $E=\left\{x_{1}, x_{2}, \ldots, x_{t}\right\}, x_{j} \in$ $D_{m_{j}} \cap H_{n}$ for each $j \in\{1,2, \ldots, t\}$, and for each $j \in\{2,3, \ldots, t\}, m_{j}>\varphi\left(x_{j-1}\right)$.

If $t=1$, we have $x_{1} \in D_{m_{1}} \subseteq D_{1} \subseteq B_{1}(\emptyset, i)$, so $B_{2}\left(\left\{x_{1}\right\}, i\right) \in p$. So now assume that $t>1$ and let $F=\left\{x_{1}, x_{2}, \ldots, x_{t-1}\right\}$. We claim that $F \in\left[\left\langle D_{j} \cap\right.\right.$ $\left.\left.H_{m_{t}-1}\right\rangle_{j=1}^{m_{t}-1}, \varphi\right]_{<}^{t-1}$. Indeed, one only needs to verify that for each $j \in\{1,2, \ldots, t-1\}$, $x_{j} \in H_{m_{t}-1}$. To see this, notice that $\varphi\left(x_{j}\right)<m_{j+1} \leq m_{t}$.

Since $F \in\left[\left\langle D_{j} \cap H_{m_{t}-1}\right\rangle_{j=1}^{m_{t}-1}, \varphi\right]_{<}^{t-1}$, we have by hypothesis (2) that

$$
x_{t} \in D_{m_{t}} \subseteq B_{t}(F, i)
$$

so that $B_{t+1}(E, i) \in p$ as required.
Now for each $t \in\{1,2, \ldots, k-1\},\left[\left\langle D_{j} \cap H_{n}\right\rangle_{j=1}^{n}, \varphi\right]_{<}^{t}$ is finite (because $C \cap H_{n}$ is finite), so we may choose $D_{n+1} \in p$ such that $D_{n+1} \subseteq D_{n}$ and for each $t \in$ $\{1,2, \ldots, k-1\}$ and for each $E \in\left[\left\langle D_{j} \cap H_{n}\right\rangle_{j=1}^{n}, \varphi\right]_{<}^{t}, D_{n+1} \subseteq B_{t+1}(E, i)$.

The construction being complete, we now only need to show that $\left[\left\langle D_{n}\right\rangle_{n=1}^{\infty}, \varphi\right]_{<}^{k} \subseteq$ $A_{i}$. So let $E \in\left[\left\langle D_{n}\right\rangle_{n=1}^{\infty}, \varphi\right]_{<}^{k}$ and pick $x_{1}, x_{2}, \ldots, x_{k}$, and $m_{1}<m_{2}<\cdots<m_{k}$
such that for each $j \in\{1,2, \ldots, k\}, x_{j} \in D_{m_{j}}$, and for each $j \in\{2,3, \ldots, k\}$, $m_{j}>\varphi\left(x_{j-1}\right)$, and $E=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$.

Let $F=\left\{x_{1}, x_{2}, \ldots, x_{k-1}\right\}$. Then for each $j \in\{1,2, \ldots, k-1\}, \varphi\left(x_{j}\right)<$ $m_{j+1} \leq m_{k}$ so $F \in\left[\left\langle D_{j} \cap H_{m_{k}-1}\right\rangle_{j=1}^{m_{k}-1}, \varphi\right]_{<}^{k-1}$ so $x_{k} \in D_{m_{k}} \subseteq B_{k}(F, i)$, so $E \in A_{i}$ as required.

As the first application of Theorem 18.4, consider the following theorem which is a common generalization of Ramsey's Theorem and van der Waerden's Theorem (Corollary 14.2). To prove this generalization, we use an ultrafilter which has the property that every member contains an arbitrarily long arithmetic progression.

Theorem 18.5. Let $k, r \in \mathbb{N}$ and let $[\mathbb{N}]^{k}=\bigcup_{i=1}^{r} A_{i}$. Then there exist sequences $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle d_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that whenever $n_{1}<n_{2}<\cdots<n_{k}$ and for each $j \in\{1,2, \ldots, k\}, t_{j} \in\left\{0,1, \ldots, n_{j}\right\}$, one has

$$
\left\{a_{n_{1}}+t_{1} d_{n_{1}}, a_{n_{2}}+t_{2} d_{n_{2}}, \ldots, a_{n_{k}}+t_{k} d_{n_{k}}\right\} \in A_{i}
$$

Proof. Let $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ be the identity map and pick $p \in \mathcal{A} \mathcal{P}$ (which is nonempty by Theorem 14.5). Pick $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle D_{n}\right\rangle_{n=1}^{\infty}$ of members of $p$ as guaranteed by Theorem 18.4.

Pick $a_{1}$ and $d_{1}$ such that $\left\{a_{1}, a_{1}+d_{1}\right\} \subseteq D_{1}$ and let $\ell(1)=1$. Inductively assume that $\left\langle a_{m}\right\rangle_{m=1}^{n},\left\langle d_{m}\right\rangle_{m=1}^{n}$, and $\langle\ell(m)\rangle_{m=1}^{n}$ have been chosen so that for each $m \in\{1,2, \ldots, n\},\left\{a_{m}, a_{m}+d_{m}, a_{m}+2 d_{m}, \ldots, a_{m}+m d_{m}\right\} \subseteq D_{\ell(m)}$. Let $\ell(n+$ $1)=\max \left\{\ell(n)+1, a_{n}+n d_{n}+1\right\}$ and pick $a_{n+1}$ and $d_{n+1}$ such that

$$
\left\{a_{n+1}, a_{n+1}+d_{n+1}, a_{n+1}+2 d_{n+1}, \ldots, a_{n+1}+(n+1) d_{n+1}\right\} \subseteq D_{\ell(n+1)}
$$

Assume now that $n_{1}<n_{2}<\cdots<n_{k}$ and for each $j \in\{1,2, \ldots, k\} t_{j} \in$ $\left\{0,1, \ldots, n_{j}\right\}$. Then

$$
\left\{a_{n_{1}}+t_{1} d_{n_{1}}, a_{n_{2}}+t_{2} d_{n_{2}}, \ldots, a_{n_{k}}+t_{k} d_{n_{k}}\right\} \in\left[\left\langle D_{n}\right\rangle_{n=1}^{\infty}, \varphi\right]_{<}^{k} \subseteq A_{i}
$$

The case $k=2$ of Theorem 18.5 is illustrated in Figure 18.1, where pairs of integers are identified with points below the diagonal. In this figure arithmetic progressions of length 2,3 , and 4 are indicated and the points which are guaranteed to be monochrome are circled. It is the content of Exercise 18.1.1 to show that Theorem 18.5 cannot be extended in the case $k=2$ to require that pairs from the same arithmetic progression be included.

A significant generalization of Ramsey's Theorem, which has often been applied to obtain other results, is the Milliken-Taylor Theorem. To state it, we introduce some notation similar to that introduced in Definition 18.3. We state it in three forms, depending on whether the operation of the semigroup is written as " + ", ".", or " $\cup$ ".


Figure 18.1 Monochrome products of arithmetic progressions.

Definition 18.6. (a) Let $(S,+)$ be a semigroup, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$, and let $k \in \mathbb{N}$. Then

$$
\begin{aligned}
{\left[\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k}=\left\{\left\{\sum_{t \in H_{1}} x_{t},\right.\right.} & \left.\sum_{t \in H_{2}} x_{t}, \ldots, \sum_{t \in H_{k}} x_{t}\right\}: \\
& \text { for each } j \in\{1,2, \ldots, k\}, H_{t} \in \mathcal{P}_{f}(\mathbb{N}) \\
& \text { and if } \left.j<k, \text { then } \max H_{j}<\min H_{j+1}\right\} .
\end{aligned}
$$

(b) Let $(S, \cdot)$ be a semigroup, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$, and let $k \in \mathbb{N}$. Then

$$
\begin{aligned}
{\left[\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k}=\left\{\left\{\prod_{t \in H_{1}} x_{t}\right.\right.} & \left., \prod_{t \in H_{2}} x_{t}, \ldots, \prod_{t \in H_{k}} x_{t}\right\}: \\
& \text { for each } j \in\{1,2, \ldots, k\}, H_{t} \in \mathcal{P}_{f}(\mathbb{N}) \\
& \text { and if } \left.j<k, \text { then } \max H_{j}<\min H_{j+1}\right\}
\end{aligned}
$$

(c) Let $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in the semigroup $\left(\mathcal{P}_{f}(\mathbb{N}), \cup\right)$ and let $k \in \mathbb{N}$. Then

$$
\begin{aligned}
{\left[\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k}=\left\{\left\{\bigcup_{t \in H_{1}} F_{t}\right.\right.} & \left., \bigcup_{t \in H_{2}} F_{t}, \ldots, \bigcup_{t \in H_{k}} F_{t}\right\}: \\
& \text { for each } j \in\{1,2, \ldots, k\}, H_{t} \in \mathscr{P}_{f}(\mathbb{N}) \\
& \text { and if } \left.j<k, \text { then } \max H_{j}<\min H_{j+1}\right\} .
\end{aligned}
$$

The Milliken-Taylor Theorem is proved by replacing the arbitrary nonprincipal ultrafilter used in the proof of Theorem 18.2 by an idempotent.

Theorem 18.7 (Milliken-Taylor Theorem - Version 1). Let $k, r \in \mathbb{N}$, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$, and assume that $[\mathbb{N}]^{k}=\bigcup_{i=1}^{r} A_{i}$. Then there exist $i \in\{1,2, \ldots, r\}$ and a sum subsystem $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that

$$
\left[\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq A_{i}
$$

Proof. By passing to a suitable sum subsystem if necessary, we may assume that $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ satisfies uniqueness of finite sums. (That is, if $F, G \in \mathcal{P}_{f}(\mathbb{N})$ and $\sum_{n \in F} x_{n}=\sum_{n \in G} x_{n}$, then $F=G$.) Define $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ so that for each $F \in \mathcal{P}_{f}(\mathbb{N}), \varphi\left(\sum_{n \in F} x_{n}\right)=\max F$, defining $\varphi$ arbitrarily on $\mathbb{N} \backslash \operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$. Notice that $\varphi$ is finite-to-one on $\operatorname{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$.

Pick by Lemma 5.11 an idempotent $p \in \beta \mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{m}\right\rangle_{m=n}^{\infty}\right) \in p$ for every $n \in \mathbb{N}$. Pick by Theorem 18.4 some $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle D_{n}\right\rangle_{n=1}^{\infty}$ of members of $p$ such that $D_{n+1} \subseteq D_{n}$ for each $n$ and $\left[\left\langle D_{n}\right\rangle_{n=1}^{\infty}, \varphi\right]_{<}^{k} \subseteq A_{i}$.

Let $B_{1}=D_{1} \cap \mathrm{FS}\left(\left\langle x_{m}\right\rangle_{m=1}^{\infty}\right)$ and pick $y_{1} \in B_{1}{ }^{\star}$. Inductively, let $n \in \mathbb{N}$ and assume that we have chosen $\left\langle y_{t}\right\rangle_{t=1}^{n}$ in $\mathbb{N}$ and $\left\langle B_{t}\right\rangle_{t=1}^{n}$ in $p$. Let

$$
B_{n+1}=B_{n} \cap\left(-y_{n}+B_{n}\right) \cap D_{\varphi\left(y_{n}\right)+1} \cap \mathrm{FS}\left(\left\langle x_{m}\right\rangle_{m=\varphi\left(y_{n}\right)+1}^{\infty}\right)
$$

and pick $y_{n+1} \in B_{n+1}{ }^{\star}$.
Since, for each $n \in \mathbb{N}, y_{n+1} \in \operatorname{FS}\left(\left\langle x_{m}\right\rangle_{m=\varphi\left(y_{n}\right)+1}^{\infty}\right)$, we have immediately that $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ is a sum subsystem of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$.

One can verify as in the first proof of Theorem 5.8 that whenever $F \in \mathcal{P}_{f}(\mathbb{N})$ and $m=\min F$, one has $\sum_{n \in F} y_{n} \in B_{m}$.

To complete the proof, it suffices to show that

$$
\left[\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq\left[\left\langle D_{n}\right\rangle_{n=1}^{\infty}, \varphi\right]_{<}^{k}
$$

So, let $a \in\left[\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k}$ and pick $F_{1}, F_{2}, \ldots, F_{k} \in \mathcal{P}_{f}(\mathbb{N})$ such that

$$
\begin{aligned}
\max F_{j}<\min F_{j+1} & \text { for each } j \in\{1,2, \ldots, k-1\} \quad \text { and } \\
& a=\left\{\sum_{t \in F_{1}} y_{t}, \sum_{t \in F_{2}} y_{t}, \ldots, \sum_{t \in F_{k}} y_{t}\right\} .
\end{aligned}
$$

For each $j \in\{1,2, \ldots, k\}$, let $t_{j}=\min F_{j}$, let $\ell_{j}=\max F_{j}$, and let $m_{j}=$ $\varphi\left(y_{t_{j}-1}\right)+1$. Then $\sum_{t \in F_{j}} y_{t} \in B_{t_{j}} \subseteq D_{m_{j}}$. Further, if $j \in\{2,3, \ldots, k\}$, then

$$
\varphi\left(\sum_{t \in F_{j-1}} y_{t}\right)=\varphi\left(y_{\ell_{j-1}}\right) \leq \varphi\left(y_{t_{j}-1}\right)<m_{j}
$$

Corollary 18.8 (Milliken-Taylor Theorem - Version 2). Let $k, r \in \mathbb{N}$ and let $\left[\mathcal{P}_{f}(\mathbb{N})\right]^{k}=\bigcup_{i=1}^{r} A_{i}$. Then there exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $\max F_{n}<\min F_{n+1}$ for all $n$ and $\left[\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq A_{i}$.

Proof. For each $i \in\{1,2, \ldots, r\}$, let

$$
B_{i}=\left\{\left\{\sum_{t \in H_{1}} 2^{t-1}, \sum_{t \in H_{2}} 2^{t-1}, \ldots, \sum_{t \in H_{k}} 2^{t-1}\right\}:\left\{H_{1}, H_{2}, \ldots, H_{k}\right\} \in A_{i}\right\}
$$

Then $[\mathbb{N}]^{k}=\bigcup_{i=1}^{r} B_{i}$ so pick by Theorem 18.7, $i \in\{1,2, \ldots, r\}$ and a sum subsystem $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle 2^{n-1}\right\rangle_{n=1}^{\infty}$ such that $\left[\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq B_{i}$. Since $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ is a sum subsystem of $\left\langle 2^{n-1}\right\rangle_{n=1}^{\infty}$, pick for each $n$, some $F_{n} \in \mathcal{P}_{f}(\mathbb{N})$ such that $y_{n}=\sum_{t \in F_{n}} 2^{t-1}$ and $\max F_{n}<\min F_{n+1}$.

To see that $\left[\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq A_{i}$, let $H_{1}, H_{2}, \ldots, H_{k} \in \mathscr{P}_{f}(\mathbb{N})$ with max $H_{j}<$ $\min H_{j+1}$ for each $j \in\{1,2, \ldots, k-1\}$. Then

$$
\left\{\sum_{t \in H_{1}} y_{t}, \sum_{t \in H_{2}} y_{t}, \ldots, \sum_{t \in H_{k}} y_{t}\right\} \in\left[\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq B_{i}
$$

so there exist $\left\{K_{1}, K_{2}, \ldots, K_{k}\right\} \in A_{i}$ such that

$$
\left\{\sum_{t \in H_{1}} y_{t}, \sum_{t \in H_{2}} y_{t}, \ldots, \sum_{t \in H_{k}} y_{t}\right\}=\left\{\sum_{t \in K_{1}} 2^{t-1}, \sum_{t \in K_{2}} 2^{t-1}, \ldots, \sum_{t \in K_{k}} 2^{t-1}\right\}
$$

Now, given $j \in\{1,2, \ldots, k\}$, let $G_{j}=\bigcup_{n \in H_{j}} F_{n}$. Then $\sum_{t \in H_{j}} y_{t}=\sum_{t \in G_{j}} 2^{t-1}$ and if $j<k$, then $\max G_{j}<\min G_{j+1}$. Thus

$$
\left\{\sum_{t \in K_{1}} 2^{t-1}, \sum_{t \in K_{2}} 2^{t-1}, \ldots, \sum_{t \in K_{k}} 2^{t-1}\right\}=\left\{\sum_{t \in G_{1}} 2^{t-1}, \sum_{t \in G_{2}} 2^{t-1}, \ldots, \sum_{t \in G_{k}} 2^{t-1}\right\}
$$

so $\left\{G_{1}, G_{2}, \ldots, G_{k}\right\}=\left\{K_{1}, K_{2}, \ldots, K_{k}\right\}$ (although, we don't know for example that $G_{1}=K_{1}$ ) so that $\left\{G_{1}, G_{2}, \ldots, G_{k}\right\} \in A_{i}$ as required.

It is interesting to note that we obtain the following version of the Milliken-Taylor Theorem (which trivially implies the first two versions) as a corollary to Corollary 18.8, which was in turn a corollary to Theorem 18.7, but cannot prove it using the straight forward modification of the proof of Theorem 18.7 which simply replaces sums by products. The reason is that the function $\varphi$ may not be definable if the sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in the semigroup ( $S, \cdot \cdot$ ) does not have a product subsystem which satisfies uniqueness of finite products.

Corollary 18.9 (Milliken-Taylor Theorem - Version 3). Let $k, r \in \mathbb{N}$, let (S, $\cdot$ ) be a semigroup, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$, and assume that $\bigcup_{t=1}^{k}[S]^{t}=\bigcup_{i=1}^{r} A_{i}$. Then there exist $i \in\{1,2, \ldots, r\}$ and a product subsystem $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that $\left[\operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq A_{i}$.

Proof. For each $i \in\{1,2, \ldots, r\}$, let

$$
B_{i}=\left\{\left\{F_{1}, F_{2}, \ldots, F_{k}\right\} \in\left[\mathcal{P}_{f}(\mathbb{N})\right]^{k}:\left\{\prod_{t \in F_{1}} x_{t}, \prod_{t \in F_{2}} x_{t}, \ldots, \prod_{t \in F_{k}} x_{t}\right\} \in A_{i}\right\} .
$$

Then $\left[\mathcal{P}_{f}(\mathbb{N})\right]^{k}=\bigcup_{i=1}^{r} B_{i}$ so pick by Corollary $18.8 i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle F_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $\max F_{n}<\min F_{n+1}$ for all $n$ and $\left[\mathrm{FU}\left(\left\langle F_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq B_{i}$.

For each $n \in \mathbb{N}$, let $y_{n}=\prod_{t \in F_{n}} x_{t}$. Then $\left[\operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq A_{i}$. (The verification of this assertion is Exercise 18.1.2.)

Exercise 18.1.1. Let

$$
A_{1}=\left\{\{x, y\} \in[\mathbb{N}]^{2}: x<y<2 x\right\}
$$

and let

$$
A_{2}=\left\{\{x, y\} \in[\mathbb{N}]^{2}: y \geq 2 x\right\}
$$

Then $[\mathbb{N}]^{2}=A_{1} \cup A_{2}$. Prove that there do not exist $i \in\{1,2\}$ and sequences $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle d_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that
(1) whenever $n_{1}<n_{2}$ and for each $j \in\{1,2\}$ and $t_{j} \in\left\{1,2, \ldots, n_{j}\right\}$ one has $\left\{a_{n_{1}}+t_{1} d_{n_{1}}, a_{n_{2}}+t_{2} d_{n_{2}}\right\} \in A_{i}$ and
(2) whenever $n \in \mathbb{N}$ and $1 \leq t<s \leq n$ one has $\left\{a_{n}+t d_{n}, a_{n}+s d_{n}\right\} \in A_{i}$.

Exercise 18.1.2. Complete the proof of Corollary 18.9 by verifying that

$$
\left[\mathrm{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq A_{i}
$$

Exercise 18.1.3. Apply Theorem 18.4 using a minimal idempotent in a countable semigroup $S$. See what kind of statements you can come up with. Do the same thing using a combinatorially rich ultrafilter in $\beta \mathbb{N}$. (See Section 17.1.) (This is an open ended exercise.)

### 18.2 IP* Sets in Product Spaces

We show in this section that IP* sets in any finite product of commutative semigroups contain products of finite subsystems of sequences in the coordinates. We first extend the notion of product subsystems to finite sequences.

Definition 18.10. Let $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in a semigroup $S$ and let $k, m \in \mathbb{N}$. Then $\left\langle x_{n}\right\rangle_{n=1}^{m}$ is a product subsystem of $\operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=k}^{\infty}\right)$ if and only if there exists a sequence $\left\langle H_{n}\right\rangle_{n=1}^{m}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that
(a) $\min H_{1} \geq k$,
(b) $\max H_{n}<\min H_{n+1}$ for each $n \in\{1,2, \ldots, m-1\}$, and
(c) $x_{n}=\prod_{t \in H_{n}} y_{t}$ for each $n \in\{1,2, \ldots, m\}$.

The proof of the following theorem is analogous to the proof of Theorem 18.4.

Theorem 18.11. Let $\ell \in \mathbb{N} \backslash\{1\}$ and for each $i \in\{1,2, \ldots, \ell\}$ let $S_{i}$ be a semigroup and let $\left\langle y_{i, n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S_{i}$. Let $m, r \in \mathbb{N}$ and let $\times_{i=1}^{\ell} S_{i}=\bigcup_{j=1}^{r} C_{j}$. There exists $j \in\{1,2, \ldots, r\}$ and for each $i \in\{1,2, \ldots, \ell-1\}$, there exists a product subsystem $\left\langle x_{i, n}\right\rangle_{n=1}^{m}$ of $\mathrm{FP}\left(\left\langle y_{i, n}\right\rangle_{n=1}^{\infty}\right)$ and there exists a product subsystem $\left\langle x_{\ell, n}\right\rangle_{n=1}^{\infty}$ of $\operatorname{FP}\left(\left\langle y_{\ell, n}\right\rangle_{n=1}^{\infty}\right)$ such that

$$
\left({\left.\underset{i=1}{\ell-1} \mathrm{FP}\left(\left\langle x_{i, n}\right\rangle_{n=1}^{m}\right)\right) \times \mathrm{FP}\left(\left\langle x_{\ell, n}\right\rangle_{n=1}^{\infty}\right) \subseteq C_{j} . . . . .}^{x}\right.
$$

Proof. Given $i \in\{1,2, \ldots, \ell\}$, pick by Lemma 5.11 an idempotent $p_{i}$ with

$$
p_{i} \in \bigcap_{k=1}^{\infty} c \ell_{\beta S_{i}} \operatorname{FP}\left(\left\langle y_{i, n}\right\rangle_{n=k}^{\infty}\right)
$$

For $\left(x_{1}, x_{2}, \ldots, x_{\ell-1}\right) \in \times_{i=1}^{\ell-1} S_{i}$ and $j \in\{1,2, \ldots, r\}$, let

$$
B_{\ell}\left(x_{1}, x_{2}, \ldots, x_{\ell-1}, j\right)=\left\{y \in S_{\ell}:\left(x_{1}, x_{2}, \ldots, x_{\ell-1}, y\right) \in C_{j}\right\}
$$

Now given $t \in\{2,3, \ldots, \ell-1\}$, assume that $B_{t+1}\left(x_{1}, x_{2}, \ldots, x_{t}, j\right)$ has been defined for each $\left(x_{1}, x_{2}, \ldots, x_{t}\right) \in \times_{i=1}^{t} S_{i}$ and each $j \in\{1,2, \ldots, r\}$. Given

$$
\begin{gathered}
\left(x_{1}, x_{2}, \ldots, x_{t-1}\right) \in \stackrel{t-1}{X} S_{i=1} \quad \text { and } \quad j \in\{1,2, \ldots, r\}, \quad \text { let } \\
B_{t}\left(x_{1}, x_{2}, \ldots, x_{t-1}, j\right)=\left\{y \in S_{t}: B_{t+1}\left(x_{1}, x_{2}, \ldots, x_{t-1}, y, j\right) \in p_{t+1}\right\} .
\end{gathered}
$$

Finally, given that $B_{2}(x, j)$ has been defined for each $x \in S_{1}$ and each $j \in\{1,2, \ldots, r\}$, let $B_{1}(j)=\left\{x \in S_{1}: B_{2}(x, j) \in p_{2}\right\}$.

We show by downward induction on $t$ that for each $t \in\{2,3, \ldots, \ell\}$ and each $\left(x_{1}, x_{2}, \ldots, x_{t-1}\right) \in \times_{i=1}^{t-1} S_{i}, S_{t}=\bigcup_{j=1}^{r} B_{t}\left(x_{1}, x_{2}, \ldots, x_{t-1}, j\right)$. This is trivially true for $t=\ell$. Assume $t \in\{2,3, \ldots, \ell-1\}$ and the statement is true for $t+1$. Let $\left(x_{1}, x_{2}, \ldots, x_{t-1}\right) \in \times_{i=1}^{t-1} S_{i}$. Given $y \in S_{t}$, one has that

$$
S_{t+1}=\bigcup_{j=1}^{r} B_{t+1}\left(x_{1}, x_{2}, \ldots, x_{t-1}, y, j\right)
$$

so one may pick $j \in\{1,2, \ldots, r\}$ such that $B_{t+1}\left(x_{1}, x_{2}, \ldots, x_{t-1}, y, j\right) \in p_{t+1}$. Then $y \in B_{t}\left(x_{1}, x_{2}, \ldots, x_{t-1}, j\right)$.

Since for each $x \in S_{1}, S_{2}=\bigcup_{j=1}^{r} B_{2}(x, j)$, one sees similarly that $S_{1}=$ $\bigcup_{j=1}^{r} B_{1}(j)$. Pick $j \in\{1,2, \ldots, r\}$ such that $B_{1}(j) \in p_{1}$.

Pick by Theorem 5.14 a product subsystem $\left\langle x_{1, n}\right\rangle_{n=1}^{\infty}$ of $\operatorname{FP}\left(\left\langle y_{1, n}\right\rangle_{n=1}^{\infty}\right)$ such that $\mathrm{FP}\left(\left\langle x_{1, n}\right\rangle_{n=1}^{\infty}\right) \subseteq B_{1}(j)$. Let $D_{2}=\bigcap\left\{B_{2}(a, j): a \in \mathrm{FP}\left(\left\langle x_{1, n}\right\rangle_{n=1}^{m}\right)\right\}$. Since $\operatorname{FP}\left(\left\langle x_{1, n}\right\rangle_{n=1}^{m}\right)$ is finite, we have $D_{2} \in p_{2}$ so pick by Theorem 5.14 a product subsystem $\left\langle x_{2, n}\right\rangle_{n=1}^{\infty}$ of $\operatorname{FP}\left(\left\langle y_{2, n}\right\rangle_{n=1}^{\infty}\right)$ such that $\operatorname{FP}\left(\left\langle x_{2, n}\right\rangle_{n=1}^{\infty} \subseteq D_{2}\right.$.

Let $t \in\{2,3, \ldots, \ell-1\}$ and assume $\left\langle x_{t, n}\right\rangle_{n=1}^{\infty}$ has been chosen. Let

Then $D_{t+1} \in p_{t+1}$ so pick by Theorem 5.14 a product subsystem $\left\langle x_{t+1, n}\right\rangle_{n=1}^{\infty}$ of $\operatorname{FP}\left(\left\langle y_{t+1, n}\right\rangle_{n=1}^{\infty}\right)$ such that $\operatorname{FP}\left(\left\langle x_{t+1, n}\right\rangle_{n=1}^{\infty}\right) \subseteq D_{t+1}$.

Then

$$
\left({\left.\underset{i=1}{\ell-1} \mathrm{FP}\left(\left\langle x_{i, n}\right\rangle_{n=1}^{m}\right)\right) \times \operatorname{FP}\left(\left\langle x_{\ell, n}\right\rangle_{n=1}^{\infty}\right) \subseteq C_{j}, ~}_{\text {in }}\right.
$$

as required.
In contrast with Theorem 18.11, where the partition conclusion applied to products of arbitrary semigroups, we now restrict ourselves to products of commutative semigroups. We shall see in Theorem 18.16 that this restriction is necessary.

Definition 18.12. Let $S$ be a semigroup, let $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$, and let $m \in \mathbb{N}$. The sequence $\left\langle x_{n}\right\rangle_{n=1}^{m}$ is a weak product subsystem of $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ if and only if there exists a sequence $\left\langle H_{n}\right\rangle_{n=1}^{m}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $H_{n} \cap H_{k}=\emptyset$ when $n \neq k$ in $\{1,2, \ldots, m\}$ and $x_{n}=\prod_{t \in H_{n}} y_{t}$ for each $n \in\{1,2, \ldots, m\}$.

Recall by way of contrast, that in a product subsystem one requires that max $H_{n}<$ $\min H_{n+1}$.

Lemma 18.13. Let $\ell \in \mathbb{N}$ and for each $i \in\{1,2, \ldots, \ell\}$, let $S_{i}$ be a commutative semigroup and let $\left\langle y_{i, n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S_{i}$. Let

$$
\begin{aligned}
\mathscr{L}=\left\{p \in \beta\left(\stackrel{\ell}{i=1}_{X} S_{i}\right):\right. & \text { for each } A \in p \text { and each } m, k \in \mathbb{N} \text { there exist for each } \\
& i \in\{1,2, \ldots, \ell\} \text { a weak product subsystem }\left\langle x_{i, n}\right\rangle_{n=1}^{m} \\
& \text { of } \operatorname{FS}\left(\left\langle y_{i, n}\right\rangle_{n=k}^{\infty}\right) \text { such that }{\underset{i=1}{\ell}}_{\left.\underset{X}{\operatorname{FP}}\left(\left\langle x_{i, n}\right\rangle_{n=1}^{m}\right) \subseteq A\right\}}
\end{aligned}
$$

Then $\mathscr{L}$ is a compact subsemigroup of $\beta\left(\times_{i=1}^{\ell} S_{i}\right)$.

Proof. Since any product subsystem is also a weak product subsystem, we have by Theorems 18.11 and 5.7 that $\mathscr{L} \neq \emptyset$. Since $\mathscr{L}$ is defined as the set of ultrafilters all of whose members satisfy a given property, $\mathscr{L}$ is closed, hence compact. To see that $\mathscr{L}$ is a semigroup, let $p, q \in \mathscr{L}$, let $A \in p \cdot q$ and let $m, k \in \mathbb{N}$. Then $\left\{\vec{a} \in \times_{i=1}^{\ell} S_{i}\right.$ : $\left.\vec{a}^{-1} A \in q\right\} \in p$ so choose for each $i \in\{1,2, \ldots, \ell\}$ a weak product subsystem $\left\langle x_{i, n}\right\rangle_{n=1}^{m}$ of $\operatorname{FP}\left(\left\langle y_{i, n}\right\rangle_{n=k}^{\infty}\right)$ such that

$$
\underset{i=1}{\ell} \mathrm{FP}\left(\left\langle x_{i, n}\right\rangle_{n=1}^{m}\right) \subseteq\left\{\vec{a} \in \underset{i=1}{\chi} S_{i}: \vec{a}^{-1} A \in q\right\}
$$

Given $i \in\{1,2, \ldots, \ell\}$ and $n \in\{1,2, \ldots, m\}$, pick $H_{i, n} \in \mathcal{P}_{f}(\mathbb{N})$ with min $H_{i, n} \geq k$ such that $x_{i, n}=\prod_{t \in H_{i, n}} y_{i, t}$ and if $1 \leq n<s \leq m$, then $H_{i, n} \cap H_{i, s}=\emptyset$.

Let $r=\max \left(\bigcup_{i=1}^{\ell} \bigcup_{n=1}^{m} H_{i, n}\right)+1$ and let

$$
B=\bigcap\left\{\vec{a}^{-1} A: \vec{a} \in \underset{i=1}{\ell} \operatorname{FP}\left(\left\langle x_{i, n}\right\rangle_{n=1}^{m}\right)\right\}
$$

Then $B \in q$ so choose for each $i \in\{1,2, \ldots, \ell\}$ a weak product subsystem $\left\langle z_{i, n}\right\rangle_{n=1}^{m}$ of $\mathrm{FP}\left(\left\langle y_{i, n}\right\rangle_{n=r}^{\infty}\right)$ such that $\times_{i=1}^{\ell} \mathrm{FP}\left(\left\langle z_{i, n}\right\rangle_{n=1}^{m}\right) \subseteq B$. Given $i \in\{1,2, \ldots, \ell\}$ and $n \in$ $\{1,2, \ldots, m\}$, pick $K_{i, n} \in \mathcal{P}_{f}(\mathbb{N})$ with min $K_{i, n} \geq r$ such that $z_{i, n}=\prod_{t \in K_{i, n}} y_{i, t}$ and if $1 \leq n<s \leq m$, then $K_{i, n} \cap K_{i, s}=\emptyset$.

For $i \in\{1,2, \ldots, \ell\}$ and $n \in\{1,2, \ldots, m\}$, let $L_{i, n}=H_{i, n} \cup K_{i, n}$. Then

$$
\prod_{t \in L_{i, n}} y_{i, t}=\prod_{t \in H_{i, n}} y_{i, t} \cdot \prod_{t \in K_{i, n}} y_{i, t}=x_{i, t} \cdot z_{i, t}
$$

and if $1 \leq n<s \leq m$, then $L_{i, n} \cap L_{i, s}=\emptyset$. Thus for each $i \in\{1,2, \ldots, \ell\}$, $\left\langle x_{i, t} \cdot z_{i, t}\right\rangle_{n=1}^{m}$ is a weak product subsystem of $\mathrm{FP}\left(\left\langle y_{i, n}\right\rangle_{n=k}^{\infty}\right)$.

Finally we claim that $\times_{i=1}^{\ell} \operatorname{FP}\left(\left\langle x_{i, n} \cdot z_{i, n}\right\rangle_{n=1}^{m}\right) \subseteq A$. To this end let

$$
\vec{c} \in \underset{i=1}{\ell} \mathrm{FP}\left(\left\langle x_{i, n} \cdot z_{i, n}\right\rangle_{n=1}^{m}\right)
$$

be given. For each $i \in\{1,2, \ldots, \ell\}$, pick $F_{i} \subseteq\{1,2, \ldots, m\}$ such that $c_{i}=$ $\prod_{t \in F_{i}}\left(x_{i, t} \cdot z_{i, t}\right)$ and let $a_{i}=\prod_{t \in F_{i}} x_{i, t}$ and $b_{i}=\prod_{t \in F_{i}} z_{i, t}$. Then

$$
\vec{b} \in \underset{i=1}{\ell} \mathrm{FP}\left(\left\langle z_{i, n}\right\rangle_{n=1}^{m}\right)
$$

so $\vec{b} \in B$. Since $\vec{a} \in X_{i=1}^{\ell} \operatorname{FP}\left(\left\langle x_{i, n}\right\rangle_{n=1}^{m}\right)$ one has that $\vec{b} \in \vec{a}^{-1} A$ so that $\vec{a} \cdot \vec{b} \in A$. Since each $S_{i}$ is commutative, we have for each $i \in\{1,2, \ldots, \ell\}$ that $\prod_{t \in F_{i}}\left(x_{i, t}\right.$. $\left.z_{i, t}\right)=\left(\prod_{t \in F_{i}} x_{i, t}\right) \cdot\left(\prod_{t \in F_{i}} z_{i, t}\right)$ so that $\vec{c}=\vec{a} \cdot \vec{b}$ as required.

Theorem 18.14. Let $\ell \in \mathbb{N}$ and for each $i \in\{1,2, \ldots, \ell\}$, let $S_{i}$ be a commutative semigroup and let $\left\langle y_{i, n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S_{i}$. Let $C$ be an $I P^{*}$ set in $\times_{i=1}^{\ell} S_{i}$ and let $m \in \mathbb{N}$. Then for each $i \in\{1,2, \ldots, \ell\}$ there is a weak product subsystem $\left\langle x_{i, n}\right\rangle_{n=1}^{m}$ of $\mathrm{FP}\left(\left\langle y_{i, n}\right\rangle_{n=1}^{\infty}\right)$ such that $\times_{i=1}^{\ell} \mathrm{FP}\left(\left\langle x_{i, n}\right\rangle_{n=1}^{m}\right) \subseteq C$.

Proof. Let $\mathscr{L}$ be as in Lemma 18.13. Then $\mathscr{L}$ is a compact subsemigroup of $\times_{i=1}^{\ell} S_{i}$ so by Theorem 2.5 there is an idempotent $p \in \mathscr{L}$. By Theorem $16.6, C \in p$. Thus by the definition of $\mathscr{L}$ for each $i \in\{1,2, \ldots, \ell\}$ there is a weak product subsystem $\left\langle x_{i, n}\right\rangle_{n=1}^{m}$ of $\operatorname{FP}\left(\left\langle y_{i, n}\right\rangle_{n=1}^{\infty}\right)$ such that $\times_{i=1}^{\ell} \operatorname{FP}\left(\left\langle x_{i, n}\right\rangle_{n=1}^{m}\right) \subseteq C$.

Three natural questions are raised by Theorem 18.14.
(1) Can one obtain infinite weak product subsystems (defined in the obvious fashion) such that $\times_{i=1}^{\ell} \operatorname{FP}\left(\left\langle x_{i, n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$ ?
(2) Can one replace "weak product subsystems" with "product subsystems"?
(3) Can one omit the requirement that the semigroups $S_{i}$ be commutative?

We answer all three of these questions in the negative.
The first two questions are answered in Theorem 18.15 using the semigroup ( $\mathbb{N} \times$ $\mathbb{N},+$ ). Since the operation is addition we refer to "sum subsystems" rather than "product subsystems".

Theorem 18.15. There is an $I P^{*}$ set $C$ in $\mathbb{N} \times \mathbb{N}$ such that:
(a) There do not exist $z \in \mathbb{N}$ and a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that either $\{z\} \times$ $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$ or $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \times\{z\} \subseteq C$. (In particular there do not exist infinite weak sum subsystems $\left\langle x_{1, n}\right\rangle_{n=1}^{\infty}$ and $\left\langle x_{2, n}\right\rangle_{n=1}^{\infty}$ of $\mathrm{FS}\left(\left\langle 2^{n}\right\rangle_{n=1}^{\infty}\right)$ with $\left.\mathrm{FS}\left(\left\langle x_{1, n}\right\rangle_{n=1}^{\infty}\right) \times \mathrm{FS}\left(\left\langle x_{2, n}\right\rangle_{n=1}^{\infty}\right) \subseteq C.\right)$
(b) There do not exist sum subsystems $\left\langle x_{n}\right\rangle_{n=1}^{2}$ and $\left\langle y_{n}\right\rangle_{n=1}^{2}$ of $\mathrm{FS}\left(\left\langle 2^{n}\right\rangle_{n=1}^{\infty}\right)$ with $\left\{x_{1}, x_{2}\right\} \times\left\{y_{1}, y_{2}\right\} \subseteq C$.

## Proof. Let

$$
\begin{gathered}
C=(\mathbb{N} \times \mathbb{N}) \backslash\left\{\left(\sum_{n \in F} 2^{n}, \sum_{n \in G} 2^{n}\right): F, G \in \mathscr{P}(\omega) \text { and } \max F<\min G\right. \\
\quad \text { or } \max G<\min F\} .
\end{gathered}
$$

To see that $C$ is an IP* set in $\mathbb{N} \times \mathbb{N}$, suppose instead that we have a sequence $\left\langle\left(x_{n}, y_{n}\right)\right\rangle_{n=1}^{\infty}$ in $\mathbb{N} \times \mathbb{N}$ with

$$
\begin{aligned}
\mathrm{FS}\left(\left\langle\left(x_{n}, y_{n}\right)\right\rangle_{n=1}^{\infty}\right) \subseteq\left\{\left(\sum_{n \in F} 2^{n}, \sum_{n \in G} 2^{n}\right):\right. & F, G \in \mathcal{P}(\omega) \text { and } \max F<\min G \\
& \text { or } \max G<\min F\}
\end{aligned}
$$

Pick $F_{1}$ and $G_{1}$ in $\mathscr{P}(\omega)$ such that $x_{1}=\sum_{t \in F_{1}} 2^{t}$ and $y_{1}=\sum_{t \in G_{1}} 2^{t}$. Let $k=$ $\max \left(F_{1} \cup G_{1}\right)$. Choose, by Lemma 14.16, $H \in \mathcal{P}_{f}(\mathbb{N})$ such that $\min H>1$, $2^{k+1} \mid \sum_{n \in H} x_{n}$, and $2^{k+1} \mid \sum_{n \in H} y_{n}$. Pick $F^{\prime}, G^{\prime} \in \mathcal{P}(\omega)$ such that $\sum_{n \in H} x_{n}=$ $\sum_{n \in F^{\prime}} 2^{n}$ and $\sum_{n \in H} y_{n}=\sum_{n \in G^{\prime}} 2^{n}$. Then $k+1 \leq \min \left(F^{\prime} \cup G^{\prime}\right)$, so $x_{1}+$ $\sum_{n \in H} x_{n}=\sum_{n \in F_{1} \cup F^{\prime}} 2^{n}$ and $y_{1}+\sum_{n \in H} y_{n}=\sum_{n \in G_{1} \cup G^{\prime}} 2^{n}$. Also

$$
\begin{aligned}
& \sum_{n \in\{1\} \cup H}\left(x_{n}, y_{n}\right)=\left(x_{1}+\sum_{n \in H} x_{n}, y_{1}+\sum_{n \in H} y_{n}\right) \\
& \in\left\{\left(\sum_{n \in F} 2^{n}, \sum_{n \in G} 2^{n}\right): F, G \in \mathcal{P}(\omega) \text { and } \max F<\min G\right. \\
& \quad\text { or } \max G<\min F\}
\end{aligned}
$$

Thus $k+1 \leq \max \left(F_{1} \cup F^{\prime}\right)<\min \left(G_{1} \cup G^{\prime}\right) \leq k$ or $k+1 \leq \max \left(G_{1} \cup G^{\prime}\right)<$ $\min \left(F_{1} \cup F^{\prime}\right) \leq k$, a contradiction.

To establish (a), suppose that one has $z \in \mathbb{N}$ and a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that either $\{z\} \times \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$ or $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \times\{z\} \subseteq C$ and assume without loss of generality that $\{z\} \times \mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$. Pick $F \in \mathcal{P}(\omega)$ such that $z=\sum_{t \in F} 2^{t}$ and let $k=\max F$. Pick $H \in \mathcal{P}_{f}(\mathbb{N})$ such that $2^{k+1} \mid \sum_{n \in H} x_{n}$. Pick $G \in \mathscr{P}(\omega)$ such that $\sum_{n \in H} x_{n}=\sum_{t \in G} 2^{t}$. Then max $F<\min G$ so $\left(z, \sum_{n \in H} x_{n}\right) \notin C$.

To establish (b) suppose that one has sum subsystems $\left\langle x_{n}\right\rangle_{n=1}^{2}$ and $\left\langle y_{n}\right\rangle_{n=1}^{2}$ of $\mathrm{FS}\left(\left\langle 2^{n}\right\rangle_{n=1}^{\infty}\right)$ with $\left\{x_{1}, x_{2}\right\} \times\left\{y_{1}, y_{2}\right\} \subseteq C$. Pick $F_{1}, G_{1}, F_{2}, G_{2} \in \mathcal{P}(\omega)$ such that $x_{1}=\sum_{n \in F_{1}} 2^{n}, x_{2}=\sum_{n \in F_{2}} 2^{n}, y_{1}=\sum_{n \in G_{1}} 2^{n}, y_{2}=\sum_{n \in G_{2}} 2^{n}, \max F_{1}<$ $\min F_{2}$, and $\max G_{1}<\min G_{2}$. Without loss of generality, $\max F_{1} \geq \max G_{1}$. But then we have $\max G_{1} \leq \max F_{1}<\min F_{2}$ so $\left(x_{2}, y_{1}\right) \notin C$, a contradiction.

A striking contrast is provided by Theorem 18.15 (b) and the case $\ell=2$ of Theorem 18.11. That is IP* sets are not in general partition regular. It is easy to divide most semigroups into two classes, neither of which is an IP* set. Consequently it is not too surprising when one finds a property that must be satisfied by an IP* set in a semigroup $S$ (such as containing a sequence with all of its sums and products when $S=\mathbb{N}$ ) which need not be satisfied by any cell of a partition of $S$. In this case we have a property, namely containing $\operatorname{FS}\left(\left\langle x_{1, n}\right\rangle_{n=1}^{m}\right) \times \operatorname{FS}\left(\left\langle x_{2, n}\right\rangle_{n=1}^{\infty}\right)$ for some sum subsystems of any given sequences, which must be satisfied by some cell of a partition of $\mathbb{N} \times \mathbb{N}$, but need not be satisfied by $\mathrm{IP}^{*}$ sets in $\mathbb{N} \times \mathbb{N}$.

The third question raised by Theorem 18.14 is answered with an example very similar to that used in the proof of Theorem 18.15.

Theorem 18.16. Let $S$ be the free semigroup on the alphabet $\left\{y_{1}, y_{2}, y_{3}, \ldots\right\}$. There is an $I P^{*}$ set $C$ in $S \times S$ such that there do not exist weak product subsystems $\left\langle x_{n}\right\rangle_{n=1}^{2}$ and $\left\langle w_{n}\right\rangle_{n=1}^{2}$ of $\mathrm{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)$ such that $\left\{x_{1}, x_{2}\right\} \times\left\{w_{1}, w_{2}\right\} \subseteq C$.

## Proof. Let

$$
\begin{gathered}
C=(S \times S) \backslash\left\{\left(\prod_{n \in F} y_{n}, \prod_{n \in G} y_{n}\right): F, G \in \mathcal{P}_{f}(\mathbb{N}) \text { and } \max F<\min G\right. \\
\quad \text { or } \max G<\min F\}
\end{gathered}
$$

To see that $C$ is an IP* set, suppose one has a sequence $\left\langle\left(x_{n}, w_{n}\right)\right\rangle_{n=1}^{\infty}$ with

$$
\begin{gathered}
\operatorname{FP}\left(\left\langle\left(x_{n}, w_{n}\right)\right\rangle_{n=1}^{\infty}\right) \subseteq\left\{\left(\prod_{n \in F} y_{n}, \prod_{n \in G} y_{n}\right): F, G \in \mathcal{P}_{f}(\mathbb{N}) \text { and } \max F<\min G\right. \\
\quad \text { or } \max G<\min F\}
\end{gathered}
$$

Given any $i<j$ in $\mathbb{N}$, pick $F_{i}, F_{j}, G_{i}, G_{j}, F_{i, j}, G_{i, j} \in \mathcal{P}_{f}(\mathbb{N})$ such that $x_{i}=$ $\prod_{n \in F_{i}} y_{n}, x_{j}=\prod_{n \in F_{j}} y_{n}, w_{i}=\prod_{n \in G_{i}} y_{n}, w_{j}=\prod_{n \in G_{j}} y_{n}, x_{i} x_{j}=\prod_{n \in F_{i, j}} y_{n}$, and $w_{i} w_{j}=\prod_{n \in G_{i, j}} y_{n}$. Since $x_{i} x_{j}=\prod_{n \in F_{i, j}} y_{n}$, we have that $\max F_{i}<\min F_{j}$ and $F_{i, j}=F_{i} \cup F_{j}$ and similarly $\max G_{i}<\min G_{j}$ and $G_{i, j}=G_{i} \cup G_{j}$. Thus we may pick $j \in \mathbb{N}$ such that $\max \left(F_{1} \cup G_{1}\right)<\min \left(F_{j} \cup G_{j}\right)$. Then

$$
\begin{gathered}
\left(x_{1} x_{j}, w_{1} w_{j}\right) \notin\left\{\left(\prod_{n \in F} y_{n}, \prod_{n \in G} y_{n}\right): F, G \in \mathcal{P}_{f}(\mathbb{N}) \text { and } \max F<\min G\right. \\
\text { or } \max G<\min F\}
\end{gathered}
$$

a contradiction.
Now suppose we have weak product subsystems $\left\langle x_{n}\right\rangle_{n=1}^{2}$ and $\left\langle w_{n}\right\rangle_{n=1}^{2}$ of $\operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)$ such that $\left\{x_{1}, x_{2}\right\} \times\left\{w_{1}, w_{2}\right\} \subseteq C$. Pick $F_{1}, F_{2}, G_{1}, G_{2} \in \mathcal{P}_{f}(\mathbb{N})$ such that $x_{1}=\prod_{n \in F_{1}} y_{n}, x_{2}=\prod_{n \in F_{2}} y_{n}, w_{1}=\prod_{n \in G_{1}} y_{n}$, and $w_{2}=\prod_{n \in G_{2}} y_{n}$. Since $x_{1} x_{2} \in \mathrm{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)$, we must have $\max F_{1}<\min F_{2}$ and similarly $\max G_{1}<$ $\min G_{2}$. Without loss of generality, $\max F_{1} \geq \max G_{1}$. But then we have $\max G_{1} \leq$ $\max F_{1}<\min F_{2}$ so $\left(x_{2}, w_{1}\right) \notin C$, a contradiction.

### 18.3 Spaces of Variable Words

In this section we obtain some infinite dimensional (or infinite parameter) extensions of the Hales-Jewett Theorem (Corollary 14.8) including the "main lemma" to the proof of Carlson's Theorem. (We shall prove Carlson's Theorem itself in Section 18.4.) These extensions involve sequences of variable words. Recall that we have defined a variable word over an alphabet $\Psi$ to be a word over $\Psi \cup\{v\}$ in which $v$ actually occurs (where $v$ is a "variable" not in $\Psi$ ).

We introduce new notation (differing from that previously used) for variable words and nonvariable words, since we shall be dealing simultaneously with both.

Definition 18.17. Let $\Psi$ be a (possibly empty) set (alphabet).
(a) $W(\Psi ; v)$ is the set of variable words over $\Psi$.
(b) $W(\Psi)$ is the set of (nonvariable) words over $\Psi$.

Notice that $W(\Psi ; v) \cup W(\Psi)=W(\Psi \cup\{v\})$.

Definition 18.18. Let $\Psi$ be a set and let $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ be a sequence in $W(\Psi ; v)$.
(a) The sequence $\left\langle t_{n}(v)\right\rangle_{n=1}^{\infty}$ is a variable reduction of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ if and only if there exist an increasing sequence of integers $\left\langle n_{i}\right\rangle_{i=1}^{\infty}$ with $n_{1}=1$ and a sequence $\left\langle a_{i}\right\rangle_{i=1}^{\infty}$ in $\Psi \cup\{v\}$ such that for each $i$,

$$
\begin{gathered}
v \in\left\{a_{n_{i}}, a_{n_{i}+1}, \ldots, a_{n_{i+1}-1}\right\} \quad \text { and } \\
t_{i}(v)=s_{n_{i}}\left(a_{n_{i}}\right)^{\frown} s_{n_{i}+1}\left(a_{n_{i}+1}\right) \frown \ldots \frown s_{n_{i+1}-1}\left(a_{n_{i+1}-1}\right) .
\end{gathered}
$$

(b) The sequence $\left\langle t_{n}(v)\right\rangle_{n=1}^{\infty}$ is a variable extraction of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ if and only if $\left\langle t_{n}(v)\right\rangle_{n=1}^{\infty}$ is a variable reduction of some subsequence of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$.

Thus, a variable reduction of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ is any infinite sequence of variable words obtained from $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ by replacing each $s_{i}(v)$ by one of its instances, dividing the resulting sequence (of words over $\Psi \cup\{v\}$ ) into (infinitely many) finite blocks of consecutive words, and concatenating the members of each block, with the additional requirement that each of the resulting words has an occurrence of $v$. For example, if $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ were the sequence $(a v b v, v, b a v, a b v b, v a v v, \ldots)$ then $\left\langle t_{n}(v)\right\rangle_{n=1}^{\infty}$ might be (aabavbab, abvbbabb,...).

Definition 18.19. Let $\Psi$ be a set and let $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ be a sequence in $W(\Psi ; v)$.
(a) The word $w$ is a reduced word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ if and only if there exist $k \in \mathbb{N}$ and $a_{1}, a_{2}, \ldots, a_{k}$ in $\Psi \cup\{v\}$ such that $w=s_{1}\left(a_{1}\right) \frown_{2}\left(a_{2}\right) \frown \ldots \frown s_{k}\left(a_{k}\right)$.
(b) A variable reduced word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ is a variable word which is a reduced word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$.
(c) A constant reduced word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ is a reduced word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ which is not a variable reduced word.

Reduced words, variable reduced words and constant reduced words of a finite sequence $\left\langle s_{n}(v)\right\rangle_{n=1}^{k}$ are defined analogously.

Notice that a word is a variable reduced word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ if and only if it occurs as the first term in some variable reduction of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$.

Definition 18.20. Let $\Psi$ be a set and let $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ be a sequence in $W(\Psi ; v)$.
(a) The word $w$ is an extracted word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ if and only if $w$ is a reduced word of some subsequence of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$.
(b) A variable extracted word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ is a variable word which is an extracted word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$.
(c) A constant extracted word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ is an extracted word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ which is not a variable extracted word.

Notice that $w$ is an extracted word of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ if and only if there exist $k \in \mathbb{N}$, $n_{1}<n_{2}<\cdots<n_{k}$ in $\mathbb{N}$, and $a_{1}, a_{2}, \ldots, a_{k} \in \Psi \cup\{v\}$ such that

$$
w=s_{n_{1}}\left(a_{1}\right) \frown s_{n_{2}}\left(a_{2}\right) \frown \ldots \frown s_{n_{k}}\left(a_{k}\right)
$$

Extracted words are defined in the analogous way for a finite sequence $\left\langle s_{n}(v)\right\rangle_{n=1}^{k}$.
We now introduce some special notation which will be used in the proof of the main theorem of this section. The notions defined depend on the choice of the alphabet $\Psi$, but the notation does not reflect this dependence.

Definition 18.21. Let $\Psi$ be a set, let $k \in \mathbb{N} \cup\{\infty\}$ and let $\left\langle s_{n}(v)\right\rangle_{n=1}^{k}$ be a sequence in $W(\Psi ; v)$. Let $S$ be the semigroup $(W(\Psi \cup\{v\}), \frown)$.
(a) For each $m \in \mathbb{N}, A\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{k}\right)$ is the set of extracted words of $\left\langle s_{n}(v)\right\rangle_{n=m}^{k}$.
(b) For each $m \in \mathbb{N}, V\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{k}\right)$ is the set of variable extracted words of $\left\langle s_{n}(v)\right\rangle_{n=m}^{k}$.
(c) For each $m \in \mathbb{N}, C\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{k}\right)$ is the set of constant extracted words of $\left\langle s_{n}(v)\right\rangle_{n=m}^{k}$.
(d) $\mathcal{A}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)=\bigcap_{m=1}^{\infty} c \ell_{\beta S} A\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)$.
(e) $\mathcal{V}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)=\bigcap_{m=1}^{\infty} c \ell_{\beta S} V\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)$.
(f) $\varphi\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)=\bigcap_{m=1}^{\infty} c \ell_{\beta S} C\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)$.

Notice that $\mathcal{A}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)=\mathcal{V}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right) \cup \mathscr{C}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$. Notice also that if $\Psi=\emptyset$, then each $C\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{k}\right)=\emptyset$.

Lemma 18.22. Let $\Psi$ be a set, let $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ be a sequence in $W(\Psi ; v)$, and let $S$ be the semigroup $(W(\Psi \cup\{v\}), \frown)$. Then $\mathcal{A}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ is a compact subsemigroup of $\beta S$, and $\mathcal{V}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ is an ideal of $\mathcal{A}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$. If $\Psi \neq \emptyset$, then $\mathcal{C}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ is a compact subsemigroup of $\beta S$.

Proof. We use Lemma 14.9 with $J=\{1\}, D=\mathbb{N}$, and $T_{m}=S$ for each $m \in \mathbb{N}$.
To see that $\mathcal{A}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ is a subsemigroup of $\beta S$ and $\mathcal{V}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ is an ideal of $\mathcal{A}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$, for each $m \in \mathbb{N}$ let $E_{m}=A\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)$ and let $I_{m}=$ $V\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)$. In order to invoke Lemma 14.9 we need to show that
(1) for each $m \in \mathbb{N}, I_{m} \subseteq E_{m} \subseteq T_{m}$,
(2) for each $m \in \mathbb{N}$ and each $w \in I_{m}$, there is some $k \in \mathbb{N}$ such that $w^{\frown} E_{k} \subseteq I_{m}$, and
(3) for each $m \in \mathbb{N}$ and each $w \in E_{m} \backslash I_{m}$, there is some $k \in \mathbb{N}$ such that $w^{\frown} E_{k} \subseteq E_{m}$ and $w \frown I_{k} \subseteq I_{m}$.

Statement (1) is trivial. To verify statement (2), let $m \in \mathbb{N}$ and $w \in I_{m}$ be given. Pick $t \in \mathbb{N}, n_{1}<n_{2}<\cdots<n_{t}$ in $\mathbb{N}$ with $n_{1} \geq m$, and $a_{1}, a_{2}, \ldots, a_{t} \in \Psi \cup\{v\}$ (with at least one $a_{i}=v$ ) such that

$$
w=s_{n_{1}}\left(a_{1}\right) \frown s_{n_{2}}\left(a_{2}\right) \frown \ldots \frown s_{n_{t}}\left(a_{t}\right)
$$

Let $k=n_{t}+1$. Then $w^{\frown} E_{k} \subseteq I_{m}$ as required. The verification of statement (3) is identical except that $a_{1}, a_{2}, \ldots, a_{t} \in \Psi$.

Now assume that $\Psi \neq \emptyset$. To show that $\mathcal{C}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ is a subsemigroup it suffices by Theorem 4.20 to show that for each $m \in \mathbb{N}$ and each $w \in C\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)$ there is some $k \in \mathbb{N}$ such that $w^{\frown} C\left(\left\langle s_{n}(v)\right\rangle_{n=k}^{\infty}\right) \subseteq C\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)$. The verification of this assertion is nearly identical to the verification of statement (2) above.

By now we are accustomed to using idempotents to obtain Ramsey Theoretic results. In the following theorem, we utilize two related idempotents in the case $\Psi \neq \emptyset$.

Theorem 18.23. Let $\Psi$ be a finite set and let $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ be a sequence in $W(\Psi ; v)$. Let $\mathcal{F}$ and $\mathcal{G}$ be finite partitions of $W(\Psi ; v)$ and $W(\Psi)$, respectively. There exist $V \in \mathcal{F}$ and $C \in \mathcal{G}$ and a variable extraction $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ such that all variable extracted words of $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ are in $V$ and all constant extracted words of $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ are in $C$.

Proof. Assume first that $\Psi=\emptyset$. Then $W(\psi ; v)=\left\{v^{k}: k \in \mathbb{N}\right\}$ and $W(\Psi)=$ $\{\emptyset\}$. Given $n \in \mathbb{N}$, pick $k(n) \in \mathbb{N}$ such that $s_{n}(v)=v^{k(n)}$. For each $V \in \mathcal{F}$ let $B(V)=\left\{k \in \mathbb{N}: v^{k} \in V\right\}$. Pick by Corollary $5.15 V \in \mathcal{F}$ and a sum subsystem $\langle\ell(n)\rangle_{n=1}^{\infty}$ of $\langle k(n)\rangle_{n=1}^{\infty}$ such that $\mathrm{FS}\left(\langle\ell(n)\rangle_{n=1}^{\infty}\right) \subseteq B(V)$. For each $n \in \mathbb{N}$ let $w_{n}(v)=v^{\ell(n)}$. Then $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ is a variable extraction of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ and the variable extracted words of $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ correspond to the elements of $\operatorname{FS}\left(\langle\ell(n)\rangle_{n=1}^{\infty}\right)$ so that all variable extracted words of $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ are in $V$. The conclusion about constant extracted words of $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ holds vacuously.

Now assume that $\Psi \neq \emptyset$. By Lemma 18.22, $\bigodot\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ is a compact subsemigroup of $\beta S$, where $S$ is the semigroup $(W(\Psi \cup\{v\}), \frown)$. Pick by Theorem 1.60 an idempotent $p$ which is minimal in $\mathcal{C}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$. Then $p \in \mathcal{A}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ so pick, again by Theorem 1.60, an idempotent $q$ which is minimal in $\mathcal{A}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ such that $q \leq p$. Since, by Lemma 18.22, $\mathcal{V}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$ is an ideal of $\mathcal{A}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$, we have that $q \in \mathcal{V}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$.

Now, for each $a \in \Psi$, define the evaluation map $\epsilon_{a}: W(\Psi \cup\{v\}) \rightarrow W(\Psi)$ as follows. Given $w \in W(\Psi \cup\{v\}), \epsilon_{a}(w)$ is $w$ with all occurrences of $v$ (if any) replaced by $a$. Thus, if $w=w(v) \in W(\Psi ; v)$, then $\epsilon_{a}(w(v))=w(a)$, while if $w \in W(\Psi)$, then $\epsilon_{a}(w)=w$. Notice that $\epsilon_{a}$ is a homomorphism from $W(\Psi \cup\{v\})$ to $W(\Psi)$ and hence, by Corollary 4.22, $\widetilde{\epsilon_{a}}$ is a homomorphism from $\beta(W(\Psi \cup\{v\}))$ to $\beta(W(\Psi))$.

We claim that for each $a \in \Psi, \widetilde{\epsilon_{a}}(q)=p$. Since $\widetilde{\epsilon_{a}}$ is a homomorphism, we have that $\widetilde{\epsilon_{a}}(q) \leq \widetilde{\epsilon_{a}}(p)$. Since $\epsilon_{a}$ is equal to the identity on $W(\psi)$, we have $\widetilde{\epsilon_{a}}(p)=p$ and consequently $\widetilde{\epsilon_{a}}(q) \leq p$. Since $p$ is minimal in $\smile\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$, to verify that $\widetilde{\epsilon_{a}}(q)=p$ we need only show that $\widetilde{\epsilon_{a}}(q) \in \mathscr{C}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$.

To see that $\widetilde{\epsilon_{a}}(q) \in \mathscr{}\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$, let $m \in \mathbb{N}$ be given. Now $V\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right) \in q$ so $\epsilon_{a}\left[V\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)\right] \in \widetilde{\epsilon_{a}}(q)$ by Lemma 3.30. It is routine to verify that

$$
\epsilon_{a}\left[V\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)\right] \subseteq C\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right)
$$

so $C\left(\left\langle s_{n}(v)\right\rangle_{n=m}^{\infty}\right) \in \widetilde{\epsilon_{a}}(q)$ as required.
We shall, according to our usual custom, use $\frown$ for the binary operation on $\beta S$ which extends the operation ${ }^{\wedge}$ on $S$.

Let $V \in \mathcal{F} \cap q$ and let $C \in \mathcal{E} \cap p$. We put $V^{\sharp}=\left\{y \in V: y^{\frown} p \in \bar{V}\right.$ and $y^{\frown} q \in$ $\bar{V}\}$ and $C^{\sharp}=\{x \in C: x \frown p \in \bar{C}$ and $x \frown q \in \bar{V}\}$. Since $q \frown q=p \frown q=q \frown p=q$ and $p^{\frown} p=p$, it follows that $V^{\sharp} \in q$ and $C^{\#} \in p$.
We claim that for each $y \in V^{\sharp}$ and each $x \in C^{\sharp}, y^{-1}\left(V^{\sharp}\right) \in q, y^{-1}\left(V^{\sharp}\right) \in p$, $x^{-1}\left(V^{\#}\right) \in q$, and $x^{-1}\left(C^{\#}\right) \in p$. To see this, let $y \in V^{\#}$ and $x \in C^{\#}$ be given. To see that $y^{-1}\left(V^{\#}\right) \in q$, we observe that $\lambda_{y}^{-1} \rho_{p}^{-1}[\bar{V}]$ is a neighborhood of $q$ in $\beta S$, and so is $\lambda_{y}^{-1} \rho_{q}^{-1}[\bar{V}]$. Also $y^{-1} V \in q$. Since $y^{-1}\left(V^{\sharp}\right)=y^{-1} V \cap \lambda_{y}^{-1} \rho_{p}^{-1}[\bar{V}] \cap \lambda_{y}^{-1} \rho_{q}^{-1}[\bar{V}]$, it follows that $y^{-1}\left(V^{\sharp}\right) \in q$. Likewise, since $p \in \lambda_{y}^{-1} \rho_{p}^{-1}[\bar{V}] \cap \lambda_{y}^{-1} \rho_{q}^{-1}[\bar{V}]$, and $y^{-1} V \in p, y^{-1}\left(V^{\sharp}\right) \in p$. Similarly $x^{-1}\left(V^{\sharp}\right)=x^{-1} V \cap \lambda_{x}^{-1} \rho_{p}^{-1}[\bar{V}] \cap \lambda_{x}^{-1} \rho_{q}^{-1}[\bar{V}] \in$ $q$ and $x^{-1}\left(C^{\sharp}\right)=x^{-1} C \cap \lambda_{x}^{-1} \rho_{p}^{-1}[\bar{C}] \cap \lambda_{x}^{-1} \rho_{q}^{-1}[\bar{V}] \in p$.

If $x, y \in A\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right)$, we shall write $x \ll y$ if there exists $m \in \mathbb{N}$ for which $x \in A\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{m}\right)$ and $y \in A\left(\left\langle s_{n}(v)\right\rangle_{n=m+1}^{\infty}\right)$. We observe that, for any given $x \in A\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right),\left\{y \in A\left(\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}\right): x \ll y\right\} \in q$.

We now inductively construct a variable extraction $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ for which $V\left(\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}\right) \subseteq V^{\#}$ and $C\left(\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}\right) \subseteq C^{\#}$.

We first choose $w_{1}(v) \in V^{\sharp} \cap \bigcap$|  |
| :---: |
| $\epsilon_{a}^{-1}\left[C^{\sharp}\right]$. We note that this is possible because | $\epsilon_{a}^{-1}\left[C^{\sharp}\right] \in q$ for every $a \in \Psi$.

We then let $n \in \mathbb{N}$ and assume that we have chosen $w_{i}(v)$ for each $i \in\{1,2, \ldots, n\}$ so that $w_{i}(v) \ll w_{i+1}(v)$ for every $i \in\{1,2, \ldots, n-1\}, V\left(\left\langle w_{i}(v)\right\rangle_{i=1}^{n}\right) \subseteq V^{\sharp}$ and $C\left(\left\langle w_{i}(v)\right\rangle_{i=1}^{n}\right) \subseteq C^{\#}$. We can then choose $w_{n+1}(v)$ satisfying the following conditions.
(i) $w_{n+1}(v) \in V^{\sharp} \cap \bigcap_{a \in \Psi} \epsilon_{a}^{-1}\left[C^{\sharp}\right]$,
(ii) $w_{n}(v) \ll w_{n+1}(v)$,
(iii) $w_{n+1}(v) \in y^{-1}\left(V^{\#}\right)$ for every $y \in V\left(\left\langle w_{i}(v)\right\rangle_{i=1}^{n}\right)$,
(iv) $w_{n+1}(v) \in \epsilon_{a}^{-1}\left[y^{-1}\left(V^{\#}\right)\right]$ for every $y \in V\left(\left\langle w_{i}(v)\right\rangle_{i=1}^{n}\right)$ and every $a \in \Psi$,
(v) $w_{n+1}(v) \in x^{-1}\left(V^{\#}\right)$ for every $x \in C\left(\left\langle w_{i}(v)\right\rangle_{i=1}^{n}\right)$, and
(vi) $w_{n+1}(v) \in \epsilon_{a}^{-1}\left[x^{-1}\left(C^{\#}\right)\right]$ for every $x \in C\left(\left\langle w_{i}(v)\right\rangle_{i=1}^{n}\right)$ and every $a \in \Psi$.

This choice is possible, because each of these conditions for $w_{n+1}(v)$ is satisfied by all the elements of some member of $q$.

To see that $V\left(\left\langle w_{i}(v)\right\rangle_{i=1}^{n+1}\right) \subseteq V^{\sharp}$, let $u \in V\left(\left\langle w_{i}(v)\right\rangle_{i=1}^{n+1}\right)$ and pick $k$ and $m_{1}<$ $m_{2}<\cdots<m_{k}$ in $\mathbb{N}$ and $a_{1}, a_{2}, \ldots, a_{k} \in \Psi \cup\{v\}$ such that some $a_{i}=v$ and

$$
u=w_{m_{1}}\left(a_{1}\right) \frown w_{m_{2}}\left(a_{2}\right) \frown \ldots \frown w_{m_{k}}\left(a_{k}\right)
$$

If $m_{k}<n+1$, then $u \in V^{\#}$ by the induction hypothesis so assume that $m_{k}=n+1$. If $k=1$, then $u \in V^{\sharp}$ by condition (i), so assume that $k>1$. If $a_{k} \in \Psi$, then $u \in V^{\#}$ by condition (iv). If $a_{k}=v$ and $\left\{a_{1}, a_{2}, \ldots, a_{k-1}\right\} \subseteq \Psi$, then $u \in V^{\sharp}$ by condition (v). If $a_{k}=v$ and $v \in\left\{a_{1}, a_{2}, \ldots, a_{k-1}\right\}$, then $u \in V^{\#}$ by condition (iii).

That $C\left(\left\langle w_{i}(v)\right\rangle_{i=1}^{n+1}\right) \subseteq C^{\#}$ follows from the induction hypotheses and conditions (i) and (vi).

Finally, notice that $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ is a variable extraction of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ by conditions (i) and (ii).

The following corollary includes the "main lemma" to the proof of Carlson's Theorem.

Corollary 18.24. Let $\Psi$ be a finite set and let $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ be a sequence in $W(\Psi ; v)$. Let $\mathcal{F}$ and $\mathcal{E}$ be finite partitions of $W(\Psi ; v)$ and $W(\Psi)$, respectively. There exist $V \in \mathscr{F}$ and $C \in \mathcal{E}$ and a variable reduction $\left\langle t_{n}(v)\right\rangle_{n=1}^{\infty}$ of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ such that all variable reduced words of $\left\langle t_{n}(v)\right\rangle_{n=1}^{\infty}$ are in $V$ and all constant reduced words of $\left\langle t_{n}(v)\right\rangle_{n=1}^{\infty}$ are in $C$.

Proof. Define $\varphi: W(\Psi \cup\{v\}) \rightarrow W(\Psi \cup\{v\})$ by

$$
\varphi\left(a_{1} a_{2} \cdots a_{k}\right)=s_{1}\left(a_{1}\right) \frown s_{2}\left(a_{2}\right) \frown \cdots \frown s_{k}\left(a_{k}\right)
$$

where $a_{1}, a_{2}, \ldots, a_{k}$ are in $\Psi \cup\{v\}$. Notice that $\varphi[W(\Psi ; v)] \subseteq W(\Psi ; v)$ and $\varphi[W(\Psi)] \subseteq W(\Psi)$. Let $\mathscr{H}=\left\{\varphi^{-1}[B]: B \in \mathscr{F}\right\}$ and $\mathcal{K}=\left\{\varphi^{-1}[B]: B \in \mathcal{E}\right\}$. Then $\mathscr{H}$ and $\mathcal{K}$ are finite partitions of $W(\Psi ; v)$ and $W(\Psi)$, respectively. Pick $V^{\prime} \in \mathscr{H}$, $C^{\prime} \in \mathcal{K}$, and a variable extraction $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ of the sequence $\langle v, v, v, \ldots\rangle$ as guaranteed by Theorem 18.23. (That is, $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ is simply a sequence of variable words, all of whose variable extracted words are in $V^{\prime}$ and all of whose constant extracted words are in $C^{\prime}$.) Pick $V \in \mathcal{F}$ and $C \in \mathcal{E}$ such that $V^{\prime}=\varphi^{-1}[V]$ and $C^{\prime}=\varphi^{-1}[C]$.

For each $n \in \mathbb{N}$ pick $k_{n} \in \mathbb{N}$ and $a_{n, 1}, a_{n, 2}, \ldots, a_{n, k_{n}} \in \Psi \cup\{v\}$ such that

$$
w_{n}=a_{n, 1} a_{n, 2} \cdots a_{n, k_{n}}
$$

Let $\ell_{1}=0$ and for each $n>1$, let $\ell_{n}=\sum_{i=1}^{n-1} k_{i}$. For each $n \in \mathbb{N}$ let

$$
t_{n}(v)=s_{\ell_{n}+1}\left(a_{n, 1}\right) \frown s_{\ell_{n}+2}\left(a_{n, 2}\right) \frown \ldots \frown_{\ell_{n}+k_{n}}\left(a_{n, k_{n}}\right)
$$

and notice that $\left\langle t_{n}(v)\right\rangle_{n=1}^{\infty}$ is a variable reduction of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$. Notice further that if $b_{1}, b_{2}, \ldots, b_{n} \in \Psi \cup\{v\}$, then

$$
\varphi\left(w_{1}\left(b_{1}\right) \frown w_{2}\left(b_{2}\right) \frown \cdots \frown w_{n}\left(b_{n}\right)\right)=t_{1}\left(b_{1}\right) \frown t_{2}\left(b_{2}\right) \frown \ldots \frown t_{n}\left(b_{n}\right)
$$

so if $b_{1} b_{2} \cdots b_{n} \in W(\Psi ; v)$, then $t_{1}\left(b_{1}\right) \frown t_{2}\left(b_{2}\right) \frown \cdots \frown t_{n}\left(b_{n}\right) \in V$ and if $b_{1} b_{2} \cdots b_{n} \in$ $W(\Psi)$, then $t_{1}\left(b_{1}\right) \frown t_{2}\left(b_{2}\right) \frown \ldots \frown t_{n}\left(b_{n}\right) \in C$.

Theorem 18.23 produces a sequence $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ with a stronger homogeneity property than that in Corollary 18.24, but to obtain such a $\left\langle w_{n}(v)\right\rangle_{n=1}^{\infty}$ we must take an extraction of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$; a reduction won't do. (To see why it won't do, consider $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}=\langle a v, b v, b v, b v, \ldots\rangle$ and partition the variable words according to whether the first letter is $a$ or not.)

Exercise 18.3.1. Derive the Finite Sums Theorem (Corollary 5.10) as a consequence of Corollary 18.24. (Hint: Consider the function $f: W(\Psi ; v) \rightarrow \mathbb{N}$ defined by the condition that $f(w)$ is the number of occurrences of $v$ in $w$.)

### 18.4 Carlson's Theorem

In 1988 T. Carlson published [90] a theorem which has as corollaries many earlier Ramsey Theoretic results. We prove this theorem in this section.

Definition 18.25. Let $\Psi$ be a (possibly empty) finite set and let $\delta$ be the set of all infinite sequences in $W(\Psi ; v)$. Denote the sequence $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$ by $\vec{s}$. For $\vec{s} \in \mathcal{S}$, let

$$
B_{0}(\vec{s})=\{\vec{t} \in \mathcal{S}: \vec{t} \text { is a variable reduction of } \vec{s}\}
$$

and, for each $n \in \mathbb{N}$, let

$$
B_{n}(\vec{s})=\left\{\vec{t} \in B_{0}(\vec{s}): \text { for each } i \in\{1,2, \ldots, n\}, t_{i}=s_{i}\right\} .
$$

Remark 18.26. For every $\vec{s}, \vec{t} \in \delta$ and $m, n \in \omega$, if $\vec{t} \in B_{m}(\vec{s})$ and if $m \leq n$, then $B_{n}(\vec{t}) \subseteq B_{m}(\vec{s})$.

The following lemma is an easy consequence of Remark 18.26.
Lemma 18.27. A topology can be defined on 8 by choosing $\left\{B_{n}(\vec{s}): \vec{s} \in \&\right.$ and $n \in$ $\omega\}$ as a basis for the open sets.

Proof. Let $\vec{s}, \vec{t} \in 8$, let $m, n \in \omega$, and let $\vec{u} \in B_{m}(\vec{s}) \cap B_{n}(\vec{t})$. Let $k=\max \{m, n\}$. Then by Remark $18.26 B_{k}(\vec{u}) \subseteq B_{m}(\vec{s}) \cap B_{n}(\vec{t})$.

Definition 18.28. The Ellentuck topology on $\delta$ is the topology with basis $\left\{B_{n}(\vec{s})\right.$ : $\vec{s} \in \wp$ and $n \in \omega\}$.

For the remainder of this section, we shall assume that $\delta$ has the Ellentuck topology.
Definition 18.29. A set $X \subseteq \delta$ is said to be completely Ramsey if and only if for every $n \in \omega$ and every $\vec{s} \in \mathcal{S}$, there is some $\vec{t} \in B_{n}(\vec{s})$ such that either $B_{n}(\vec{t}) \subseteq X$ or $B_{n}(\vec{t}) \cap X=\emptyset$.

Recall that we take the Baire sets in a topological space to be the $\sigma$-algebra generated by the open sets and the nowhere dense sets. (Other meanings for the term Baire sets also exist in the literature.) Recall also (see Exercise 17.5.1) that a set is a Baire set if and only if it can be written as the symmetric difference of an open set and a meager set, where the meager (or first category) sets are those sets that are the countable union of nowhere dense sets.

Carlson's Theorem (Theorem 18.44) is the assertion that a subset of $\delta$ is completely Ramsey if and only if it is a Baire set (with respect to the Ellentuck topology). The proof in one direction is simple.

Theorem 18.30. If $X$ is a completely Ramsey subset of $\mathcal{8}$, then $X$ is a Baire set. In fact $X$ is the union of an open set and a nowhere dense set.

Proof. Let $X^{\circ}$ denote the interior of $X$. We shall show that $X$ is a Baire set by showing that $X \backslash X^{\circ}$ is nowhere dense so that $X$ is the union of an open set and a nowhere dense set.

If we assume the contrary, there exists $\vec{s} \in \delta$ and $n \in \omega$ for which $B_{n}(\vec{s}) \subseteq c \ell_{g}(X \backslash$ $\left.X^{\circ}\right)$. Since $X$ is completely Ramsey, there exists $\vec{t} \in B_{n}(\vec{s})$ such that $B_{n}(\vec{t}) \subseteq X$ or $B_{n}(\vec{t}) \subseteq s \backslash X$.

However, if $B_{n}(\vec{t}) \subseteq X$, then $B_{n}(\vec{t}) \subseteq X^{\circ}$ and hence $B_{n}(\vec{t}) \cap c \ell_{g}\left(X \backslash X^{\circ}\right)=\emptyset$. This is a contradiction, because $B_{n}(\vec{t}) \subseteq B_{n}(\vec{s})$.

If $B_{n}(\vec{t}) \subseteq s \backslash X$, then $B_{n}(\vec{t}) \cap c \ell_{s}(X)=\emptyset$. This is again a contradiction, because $B_{n}(\vec{t}) \subseteq B_{n}(\vec{s}) \subseteq c \ell_{g}(X)$.

Lemma 18.31. The completely Ramsey subsets of $\mathcal{S}$ form a subalgebra of $\mathcal{P}(\mathcal{S})$.
Proof. It is immediate from the definition of a completely Ramsey set that a subset of $\delta$ is completely Ramsey if and only if its complement is. So it is sufficient to show that the completely Ramsey subsets of $\delta$ are closed under finite unions.

To this end let $X$ and $Y$ be completely Ramsey subsets of 8 . To see that $X \cup Y$ is completely Ramsey, let $\vec{s} \in \delta$ and $n \in \omega$ be given. Pick $\vec{t} \in B_{n}(\vec{s})$ such that $B_{n}(\vec{t}) \subseteq X$ or $B_{n}(\vec{t}) \subseteq s \backslash X$. If $B_{n}(\vec{t}) \subseteq X$, then $B_{n}(\vec{t}) \subseteq X \cup Y$ and we are done, so assume that $B_{n}(\vec{t}) \subseteq s \backslash X$. Since $Y$ is completely Ramsey, pick $\vec{u} \in B_{n}(\vec{t})$ such that $B_{n}(\vec{u}) \subseteq Y$ or $B_{n}(\vec{u}) \subseteq s \backslash Y$. Now $B_{n}(\vec{u}) \subseteq B_{n}(\vec{t})$ and so if $B_{n}(\vec{u}) \subseteq Y$, then $B_{n}(\vec{u}) \subseteq X \cup Y$ and if $B_{n}(\vec{u}) \subseteq 8 \backslash Y$, then $B_{n}(\vec{u}) \subseteq 8 \backslash(X \cup Y)$.

Remark 18.32. Let $\left\langle\vec{t}^{m}\right\rangle_{m=1}^{\infty}$ be a sequence in $\delta$ with the property that $\vec{t}^{m+1} \in$ $B_{m+1}\left(\vec{t}^{m}\right)$ for every $m \in \mathbb{N}$, and let $\vec{t}=\left\langle t^{1}{ }_{1}, t^{2}{ }_{2}, t^{3}{ }_{3}, \ldots\right\rangle$. Then $\vec{t} \in B_{m}\left(\vec{t}^{m}\right)$ for every $m \in \omega$.

We now need to introduce some more notation.

Definition 18.33. Let $n \in \omega$.
(a) If $\vec{s} \in \mathscr{S}$ and $n>0$, then $\vec{s}_{\mid n}=\left\langle s_{1}, s_{2}, \ldots, s_{n}\right\rangle$ and $\vec{s}_{\mid 0}=\emptyset$.
(b) If $\vec{s} \in \mathcal{S}$, then $\operatorname{tail}_{n}(\vec{s})=\left\langle s_{n+1}, s_{n+2}, \ldots\right\rangle$.
(c) If $\vec{s} \in W(\Psi ; v)^{n}$, then $|\vec{s}|=n$.
(d) If $\vec{s}$ is a finite sequence and $\vec{t}$ is a finite or infinite sequence, then $\langle\vec{s}, \vec{t}\rangle$ will denote the sequence in which $\vec{s}$ is followed by $\vec{t}$. (Thus, if $\vec{s}=\left\langle s_{1}, s_{2}, \ldots, s_{m}\right\rangle$ and $\vec{t}=\left\langle t_{1}, t_{2}, \ldots\right\rangle$, then $\langle\vec{s}, \vec{t}\rangle=\left\langle s_{1}, s_{2}, \ldots, s_{m}, t_{1}, t_{2}, \ldots\right\rangle$.)
(e) A subset $X$ of $\delta$ is said to be almost dense in $B_{n}(\vec{s})$ if $X \cap B_{n}(\vec{t}) \neq \emptyset$ whenever $\vec{t} \in B_{n}(\vec{s})$.

Notice that the notation $\vec{s}_{\mid n}$ differs slightly from our formal viewpoint since formally $n=\{0,1, \ldots, n-1\}$ and $\{0,1, \ldots, n-1\}$ is not a subset of the domain of the function $\vec{s}$.

Definition 18.34. We define a condition $(*)$ on a sequence $\left\langle T^{n}\right\rangle_{n \in \omega}$ of subsets of $\mathscr{S}$ as follows:

For every $n \in \omega$ and every $\vec{s} \in \mathcal{S} \quad$ (a) $B_{n}(\vec{s}) \cap T^{n} \neq \emptyset$ and
(b) if $\vec{s} \in T^{n}$, then $B_{n}(\vec{s}) \subseteq T^{n}$.

We make some simple observations which will be useful in the proof of Carlson's Theorem.

Remark 18.35. Let $\vec{s} \in \mathscr{S}$.
(a) If $X$ is almost dense in $B_{n}(\vec{s})$, then $X$ is almost dense in $B_{n}(\vec{t})$ for every $\vec{t} \in$ $B_{n}(\vec{s})$.
(b) If $X \cap B_{n}(\vec{s})=\emptyset$, then $X \cap B_{n}(\vec{t})=\emptyset$ for every $\vec{t} \in B_{n}(\vec{s})$.
(c) For any $\vec{t} \in \mathcal{S}, \vec{t} \in B_{n}(\vec{s})$ if and only if $\vec{t}_{\mid n}=\vec{s}_{\mid n}$ and $\operatorname{tail}_{n}(\vec{t}) \in B_{0}\left(\operatorname{tail}_{n}(\vec{s})\right)$.

Lemma 18.36. Let $\left\langle T^{n}\right\rangle_{n \in \omega}$ be a sequence of subsets of 8 which satisfies ( $*$ ) and let $\vec{s} \in \rho$. Then for each $k \in \omega$, there exists $\vec{t} \in B_{k}(\vec{s})$ such that, for every $n>k$ in $\mathbb{N}$ and every variable reduction $\vec{r}$ of $\vec{t}_{\mid n}$, we have $\left\langle\vec{r}, \operatorname{tail}_{n}(\vec{t})\right\rangle \in T^{|\vec{r}|}$.

Proof. We first show that

> for every $\vec{t} \in S$ and every $n \in \mathbb{N}$, there exists $\vec{\sigma} \in B_{n}(\vec{t})$ such that $\left\langle\vec{r}, \operatorname{tail}_{n}(\vec{\sigma})\right\rangle \in T^{|\vec{r}|}$ for every variable reduction $\vec{r}$ of $\vec{t}_{\mid n}$

We enumerate the finite set of variable reductions of $\vec{t}_{\mid n}$ as $\left\{\vec{r}^{1}, \vec{r}^{2}, \ldots, \vec{r}^{m}\right\}$.
We put $\vec{\tau}^{0}=\operatorname{tail}_{n}(\vec{t})$ and then inductively choose $\vec{\tau}^{1}, \vec{\tau}^{2}, \ldots, \vec{\tau}^{m} \in S$ so that the following properties hold for each $i \in\{1,2, \ldots, m\}$ :
(i) $\vec{\tau}^{i} \in B_{0}\left(\vec{\tau}^{i-1}\right)$ and
(ii) $\left\langle\vec{r}^{i}, \vec{\tau}^{i}\right\rangle \in T^{\left|\vec{r}^{i}\right|}$.

Suppose that $i \in\{0,1,2, \ldots, m-1\}$ and that we have chosen $\vec{\tau}^{i}$. Let $l=\left|\vec{r}^{i+1}\right|$. By condition (a) of (*), we can choose $\vec{u} \in B_{l}\left(\left\langle\vec{r}^{i+1}, \vec{\tau}^{i}\right\rangle\right) \cap T^{l}$. Let $\vec{\tau}^{i+1}=\operatorname{tail}_{l}(\vec{u})$. Then $\vec{\tau}^{i+1} \in B_{0}\left(\vec{\tau}^{i}\right)$ and $\left\langle\vec{r}^{i+1}, \vec{\tau}^{i+1}\right\rangle=\vec{u} \in T^{\left|\vec{r}^{i+1}\right|}$.

Having chosen $\vec{\tau}^{m}$, we put $\vec{\sigma}=\left\langle\vec{t}_{\mid n}, \vec{\tau}^{m}\right\rangle$. Since $\vec{\tau}^{m} \in B_{0}\left(\operatorname{tail}_{n}(\vec{t})\right)$, we have $\vec{\sigma} \in B_{n}(\vec{t})$.

Now let $\vec{r}$ be a variable reduction of $\vec{t}_{\mid n}$. Then $\vec{r}=\vec{r}^{i}$ for some $i \in\{1,2, \ldots, m\}$. We note that $\vec{\tau}^{m} \in B_{0}\left(\vec{\tau}^{i}\right)$, and hence that $\left\langle\vec{r}^{i}, \vec{\tau}^{m}\right\rangle \in B_{\left|\vec{r}^{i}\right|}\left(\left\langle\vec{r}^{i}, \vec{\tau}^{i}\right)\right\rangle$. So $\left\langle\vec{r}^{i}, \vec{\tau}^{m}\right\rangle=$ $\left\langle\vec{r}^{i}, \operatorname{tail}_{n}(\vec{\sigma})\right\rangle \in T^{\left|\vec{r}^{i}\right|}$, by condition (b) of (*). Thus ( $\dagger$ ) is established.

Now let $k \in \omega$ be given. By ( $\dagger$ ) we can inductively define elements $\vec{t}^{0}, \vec{t}^{1}, \vec{t}^{2}, \ldots$ of $\delta$ with the following properties:
(i) $\vec{t}^{0}=\vec{t}^{1}=\cdots=\vec{t}^{k}=\vec{s}$,
(ii) $\vec{t}^{n} \in B_{n}\left(\vec{t}^{n-1}\right)$ for every $n>k$, and
(iii) for every $n>k$ and every variable reduction $\vec{r}$ of $\vec{t}_{\mid n}^{n-1},\left\langle\vec{r}, \operatorname{tail}_{n}\left(\vec{t}^{n}\right)\right\rangle \in T^{|\vec{r}|}$.

Let $\vec{t}=\left\langle t^{1}{ }_{1}, t^{2}{ }_{2}, t^{3}{ }_{3}, \ldots\right\rangle$. Then $\vec{t} \in B_{k}(\vec{s})$. Let $n>k$ be given and let $\vec{r}$ be a variable reduction of $\vec{t}_{\mid n}$. Now $\vec{t}_{\mid n}=\vec{t}_{\mid n}^{n-1}$ so $\vec{r}$ is a variable reduction of $\vec{t}_{\mid n}^{n-1}$ and thus $\left\langle\vec{r}, \operatorname{tail}_{n}\left(\vec{t}^{n}\right)\right\rangle \in T^{|\vec{r}|}$. Also $\left\langle\vec{r}, \operatorname{tail}_{n}(\vec{t})\right\rangle \in B_{|\vec{r}|}\left(\left\langle\vec{r}, \operatorname{tail}_{n}\left(\vec{t}^{n}\right)\right\rangle\right)$ and so by condition (b) of $(*),\left\langle\vec{r}, \operatorname{tail}_{n}(\vec{t})\right\rangle \in T^{|\vec{r}|}$.

Corollary 18.37. Let $\vec{s} \in 8, k \in \omega$, and $X \subseteq 8$. Then there exists $\vec{t} \in B_{k}(\vec{s})$ such that, for every $n>k$ and every variable reduction $\vec{r}$ of $\vec{t}_{\mid n}$, either $X$ is almost dense in $B_{|\vec{r}|}\left(\left\langle\vec{r}, \operatorname{tail}_{n}(\vec{t})\right\rangle\right)$ or else $X \cap B_{|\vec{r}|}\left(\left\langle\vec{r}, \operatorname{tail}_{n}(\vec{t})\right\rangle\right)=\emptyset$.

Proof. For each $n \in \omega$ we define $T^{n} \subseteq \&$ by stating that $\vec{\tau} \in T^{n}$ if and only if either $X$ is almost dense in $B_{n}(\vec{\tau})$ or $X \cap B_{n}(\vec{\tau})=\emptyset$. We shall show that $\left\langle T^{n}\right\rangle_{n \in \omega}$ satisfies $(*)$, and our claim will then follow from Lemma 18.36.

Let $n \in \omega$ and $\vec{\tau} \in \mathcal{S}$. If $X$ is almost dense in $B_{n}(\vec{\tau})$, then $\vec{\tau} \in B_{n}(\vec{\tau}) \cap T^{n}$. Otherwise there exists $\vec{u} \in B_{n}(\vec{\tau})$ for which $B_{n}(\vec{u}) \cap X=\emptyset$ and so $\vec{u} \in B_{n}(\vec{\tau}) \cap T^{n}$. Thus $\left\langle T^{n}\right\rangle_{n \in \omega}$ satisfies condition (a) of (*).

To see that $\left\langle T^{n}\right\rangle_{n \in \omega}$ satisfies condition (b) of (*), let $n \in \omega$, let $\vec{\tau} \in T^{n}$ and let $\vec{u} \in B_{n}(\vec{\tau})$. Then $B_{n}(\vec{u}) \subseteq B_{n}(\vec{\tau})$. Consequently, if $X$ is almost dense in $B_{n}(\vec{\tau})$, then $X$ is almost dense in $B_{n}(\vec{u})$ and if $X \cap B_{n}(\vec{\tau})=\emptyset$, then $X \cap B_{n}(\vec{u})=\emptyset$.

Definition 18.38. (a) Let $\vec{t} \in f$. then $R(\vec{t})=\{w \in W(\Psi ; v): w$ is a variable reduced word of $\vec{t}\}$.
(b) Let $\vec{t} \in S$ and let $w \in R(\vec{t})$. Then $N(w, \vec{t})$ is that $l \in \mathbb{N}$ for which there exist $a_{1}, a_{2}, \ldots, a_{l} \in \Psi \cup\{v\}$ such that $w=t_{1}\left(a_{1}\right) \frown t_{2}\left(a_{2}\right) \frown \ldots \frown t_{l}\left(a_{l}\right)$.

Remark 18.39. Let $\vec{s} \in \mathcal{S}, \vec{t} \in B_{0}(\vec{s})$ and $w \in R(\vec{t})$. Then $\left\langle w, \operatorname{tail}_{N(w, \vec{t})}(\vec{t})\right\rangle \in$ $B_{0}\left(\left\langle w, \operatorname{tail}_{N(w, \vec{s})}(\vec{s})\right\rangle\right)$.

Lemma 18.40. Let $\vec{s} \in \mathcal{S}, k \in \omega$ and $X \subseteq \delta$. Then there exists $\vec{t} \in B_{k}(\vec{s})$ such that, for every $n \in \mathbb{N}$ satisfying $n>k$ and every variable reduction $\vec{r}$ of $\vec{t}_{\mid n}$, either
(1) for every $w \in R\left(\operatorname{tail}_{n}(\vec{t})\right), X$ is almost dense in $B_{|\vec{r}|+1}\left(\left\langle\vec{r}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{t})\right)+n}(\vec{t})\right\rangle\right.$ or
(2) for every $w \in R\left(\operatorname{tail}_{n}(\vec{t})\right), X \cap B_{|\vec{r}|+1}\left(\left\langle\vec{r}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{t})\right)+n}(\vec{t})\right\rangle\right)=\emptyset$.

Proof. We define a sequence $\left\langle T^{n}\right\rangle_{n \in \omega}$ of subsets of $\delta$ by stating that $\vec{\tau} \in T^{n}$ if and only if either $X \cap B_{n+1}\left(\left\langle\vec{\tau}_{n}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{\tau})\right)+n}(\vec{\tau})\right\rangle\right)=\emptyset$ for every $w \in$ $R\left(\operatorname{tail}_{n}(\vec{\tau})\right)$, or else $X$ is almost dense in $B_{n+1}\left(\left\langle\vec{\tau}_{\mid n}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{\tau})\right)+n}(\vec{\tau})\right\rangle\right.$ for every $w \in R\left(\operatorname{tail}_{n}(\vec{\tau})\right)$. We shall show that $\left\langle T^{n}\right\rangle_{n \in \omega}$ satisfies $(*)$. The claim then follows from Lemma 18.36.

Let $n \in \omega$ and $\vec{\tau} \in \mathcal{8}$. We shall show that $T^{n}$ and $\vec{\tau}$ satisfy conditions (a) and (b) of $(*)$. By Corollary 18.37, there exists $\vec{u} \in B_{n}(\vec{\tau})$ such that, for every $m>n$ in $\mathbb{N}$ and every variable reduction $\vec{r}$ of $\vec{u}_{\mid m}, X \cap B_{|\vec{r}|}\left(\left\langle\vec{r}, \operatorname{tail}_{m}(\vec{u})\right\rangle\right)=\emptyset$ or else $X$ is almost dense in $B_{|\vec{r}|}\left(\left\langle\vec{r}, \operatorname{tail}_{m}(\vec{u})\right\rangle\right)$. Let

$$
\begin{aligned}
& V_{0}=\left\{w \in R\left(\operatorname{tail}_{n}(\vec{u})\right): X \cap B_{n+1}\left(\left\langle\vec{u}_{\mid n}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{u})\right)+n}(\vec{u})\right\rangle\right)=\emptyset\right\}, \\
& V_{1}=R\left(\operatorname{tail}_{n}(\vec{u})\right) \backslash V_{0}, \text { and } \\
& V_{2}=W(\Psi ; v) \backslash R\left(\operatorname{tail}_{n}(\vec{u})\right) .
\end{aligned}
$$

We note that, if $w \in R\left(\operatorname{tail}_{n}(\vec{u})\right)$, then $w \in V_{1}$ if and only if $X$ is almost dense in $B_{n+1}\left(\left\langle\vec{u}_{\mid n}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{u})\right)+n}(\vec{u})\right\rangle\right)$.

By Corollary 18.24, there exists $i \in\{0,1,2\}$ and $\vec{\sigma} \in B_{0}\left(\operatorname{tail}_{n}(\vec{u})\right)$ such that $R(\vec{\sigma}) \subseteq V_{i}$. Since $R(\vec{\sigma}) \subseteq R\left(\operatorname{tail}_{n}(\vec{u})\right), i \neq 2$.

Let $\vec{\rho}=\langle\vec{u} \mid n, \vec{\sigma}\rangle$. Then $\vec{\rho} \in B_{n}(\vec{\tau}) \cap T^{n}$. So $T^{n}$ and $\vec{\tau}$ satisfy condition (a) of (*).
To verify that $T^{n}$ and $\vec{\tau}$ satisfy condition (b) of (*), assume that $\vec{\tau} \in T^{n}$ and let $\vec{v} \in B_{n}(\vec{\tau})$. Then $\operatorname{tail}_{n}(\vec{v}) \in B_{0}\left(\operatorname{tail}_{n}(\vec{\tau})\right)$ and $R\left(\operatorname{tail}_{n}(\vec{v})\right) \subseteq R\left(\operatorname{tail}_{n}(\vec{\tau})\right)$. If $w \in R\left(\operatorname{tail}_{n}(\vec{v})\right)$, then

$$
\left\langle\vec{v}_{\mid n}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{v})\right)+n}(\vec{v})\right\rangle \in B_{n+1}\left(\left\langle\vec{\tau}_{n}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{\tau})\right)+n}(\vec{\tau})\right\rangle\right)
$$

so that

$$
B_{n+1}\left(\left\langle\vec{v}_{\mid n}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{v})\right)+n}(\vec{v})\right\rangle\right) \subseteq B_{n+1}\left(\left\langle\vec{\tau}_{\mid n}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{n}(\vec{\tau})\right)+n}(\vec{\tau})\right\rangle\right)
$$

It follows easily that $\vec{v} \in T^{n}$.

Lemma 18.41. Every closed subset $X$ of 8 is completely Ramsey.
Proof. Let $\vec{s} \in \mathcal{S}$ and $k \in \omega$. We need to show that there exists $\vec{\sigma} \in B_{k}(\vec{s})$ for which $B_{k}(\vec{\sigma}) \subseteq X$ or $B_{k}(\vec{\sigma}) \cap X=\emptyset$. We suppose, on the contrary, that no such element $\vec{\sigma}$ exists. So $X$ is almost dense in $B_{k}(\vec{s})$.

Let $\vec{t} \in B_{k}(\vec{s})$ be the element guaranteed by Lemma 18.40. We shall show that, for every $\vec{u} \in B_{k}(\vec{t})$ and every $n \geq k$ in $\omega, X$ is almost dense in $B_{n}(\vec{u})$. This is true if $n=k$. We shall assume that it is true for $n$ and deduce that it is also true for $n+1$.

Suppose then that $\vec{u} \in B_{k}(\vec{t})$ and let $m \in \mathbb{N}$ be the integer for which $\vec{u}_{\mid n}$ is a variable reduction of $\vec{t}_{\mid m}$. By our inductive assumption, there exists $\vec{x} \in X \cap B_{n}(\vec{u})$. Let $w=x_{n+1} \in R\left(\operatorname{tail}_{m}(\vec{t})\right)$. Since $\vec{x} \in B_{n+1}\left(\left\langle\vec{u}_{\mid n}, w, \operatorname{tail}_{N\left(w, \operatorname{tail}_{m}(\vec{t})\right)+m}(\vec{t})\right\rangle\right) \cap X$, it follows from our choice of $\vec{t}$ that $X$ is almost dense in $B_{n+1}\left(\langle\vec{u}| n, w^{\prime}\right.$, $\left.\left.\operatorname{tail}_{N\left(w^{\prime}, \operatorname{tail}_{m}(\vec{t})\right)+m}(\vec{t})\right\rangle\right)$ for every $w^{\prime} \in R\left(\operatorname{tail}_{m}(\vec{t})\right)$. In particular, this holds if we put $w^{\prime}=u_{n+1}$. We then have $\vec{u} \in B_{n+1}\left(\left\langle\vec{u}_{\mid n}, w^{\prime}, \operatorname{tail}_{N\left(w^{\prime}, \operatorname{tail}_{m}(\vec{t})\right)+m}(\vec{t})\right\rangle\right)$, and so $X$ is almost dense in $B_{n+1}(\vec{u})$.

We have thus shown that, for every $\vec{u} \in B_{k}(\vec{t})$ and every $n>k$ in $\omega, B_{n}(\vec{u}) \cap X \neq$ $\emptyset$. Since $X$ is closed, this implies that $\vec{u} \in X$. Thus $B_{k}(\vec{t}) \subseteq X$, a contradiction.

Lemma 18.42. Let $\left\langle F_{n}\right\rangle_{n=0}^{\infty}$ be an increasing sequence of closed nowhere dense subsets of 8 and let $N=\bigcup_{n=0}^{\infty} F_{n}$. Then $N$ is nowhere dense in $ร$.

Proof. For each $n \in \omega$, let $T^{n}=\left\{\vec{\tau} \in \mathcal{S}: B_{n}(\vec{\tau}) \cap F_{n}=\emptyset\right\}$. Since each $F_{n}$ is completely Ramsey (by Lemma 18.41) and nowhere dense, $\left\langle T^{n}\right\rangle_{n \in \omega}$ satisfies condition (a) of $(*)$. It clearly satisfies condition (b) of $(*)$.

To see that $N$ is nowhere dense in $\delta$, suppose instead that we have some $\vec{s}$ in the interior of $c \ell N$. Pick $k \in \omega$ such that $B_{k}(\vec{s}) \subseteq c \ell N$. By Lemma 18.36, there exists $\vec{t} \in B_{k}(\vec{s})$ such that, for every $m>k$ in $\omega$ and every variable reduction $\vec{r}$ of $\vec{t}_{\mid m}$, we have $\left\langle\vec{r}, \operatorname{tail}_{m}(\vec{t})\right\rangle \in T^{|\vec{r}|}$.

Then $\vec{t} \in c \ell N$ so pick $\vec{u} \in B_{k}(\vec{t}) \cap N$ and pick $n>k$ such that $\vec{u} \in F_{n}$. Pick $m>k$ such that $\vec{u}_{\mid n}$ is a variable reduction of $\vec{t}_{\mid m}$. Then $\vec{u} \in B_{n}\left(\left\langle\vec{u}_{\mid n}, \operatorname{tail}_{m}(\vec{t})\right\rangle\right)$ and $\left\langle\vec{u} \mid n, \operatorname{tail}_{m}(\vec{t})\right\rangle \in T^{n}$ so $\vec{u} \notin F_{n}$, a contradiction.

Corollary 18.43. If $N$ is a meager subset of 8 , then $N$ is completely Ramsey.
Proof. We have that $N$ is the union of an increasing sequence $\left\langle X_{n}\right\rangle_{n=0}^{\infty}$ of nowhere dense subsets of $\delta$. Let $X=c \ell\left(\bigcup_{n=0}^{\infty} \overline{X_{n}}\right)$. Then $X$ is nowhere dense, by Lemma 18.42, and $X$ is completely Ramsey, by Lemma 18.41. It follows that, for each $\vec{s} \in \mathcal{S}$ and $n \in \omega$, there exists $\vec{t} \in B_{n}(\vec{s})$ for which $B_{n}(\vec{t}) \cap X=\emptyset$. Since $N \subseteq X$, this implies that $B_{n}(\vec{t}) \cap N=\emptyset$.

Theorem 18.44 (Carlson's Theorem). A subset of 8 is completely Ramsey if and only if it is Baire.

Proof. By Theorem 18.30, every completely Ramsey subset of $S$ is Baire. Now assume that $X$ is a Baire set and pick an open set $U$ and a meager set $M$ such that $X=U \triangle M$. By Lemmas 18.41 and $18.31, U$ is completely Ramsey and by Corollary 18.43, $M$ is completely Ramsey. Applying Lemma 18.31 again, one has that $X$ is completely Ramsey.

As an amusing consequence of Theorems 18.30 and 18.44 one sees that in 8 , every Baire set is the union of an open set and a nowhere dense set.

Notice that one has an immediate partition corollary to Carlson's Theorem.
Corollary 18.45. Let $r \in \mathbb{N}$ and assume that $\delta=\bigcup_{i=1}^{r} X_{i}$. If each $X_{i}$ is a Baire set, then for every $n \in \omega$ and every $\vec{s} \in 8$, there exist some $i \in\{1,2, \ldots, r\}$ and some $\vec{t} \in B_{n}(\vec{s})$ such that $B_{n}(\vec{t}) \subseteq X_{i}$.

Proof. Let $n \in \omega$ and $\vec{s} \in S$ and suppose that for each $i \in\{1,2, \ldots, r\}$ and each $\vec{t} \in B_{n}(\vec{s})$ one does not have $B_{n}(\vec{t}) \subseteq X_{i}$. Pick $\vec{t}^{1} \in B_{n}(\vec{s})$ as guaranteed by the fact that $X_{1}$ is completely Ramsey. (So $B_{n}\left(\vec{t}^{1}\right) \cap X_{1}=\emptyset$.) For $i \in\{1,2, \ldots, r-1\}$, assume that $\vec{t}^{i}$ has been chosen and pick $\vec{t}^{i+1} \in B_{n}\left(\vec{t}^{i}\right)$ as guaranteed by the fact that $X_{i+1}$ is completely Ramsey. (So $B_{n}\left(\vec{t}^{i+1}\right) \cap X_{i+1}=\emptyset$.) Then $B_{n}\left(\vec{t}^{r}\right) \subseteq \emptyset$, a contradiction.

An extensive array of Theorems in Ramsey Theory are a consequence of Carlson's Theorem. For example, Ellentuck's Theorem [129] is the special case of Carlson's Theorem which has the alphabet $\Psi=\emptyset$.

We have already seen in Exercise 18.3.1 that the Finite Sums Theorem is derivable from the "main lemma" to Carlson's Theorem. To illustrate a more typical application, we shall show how the Milliken-Taylor Theorem (Theorem 18.7) is derivable from Carlson's Theorem. As is common in such applications, one only uses the fact that open sets are completely Ramsey.

Corollary 18.46 (Milliken-Taylor Theorem). Let $k, r \in \mathbb{N}$, let $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $\mathbb{N}$, and assume that $[\mathbb{N}]^{k}=\bigcup_{i=1}^{r} A_{i}$. Then there exist $i \in\{1,2, \ldots, r\}$ and a sum subsystem $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that

$$
\left[\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq A_{i}
$$

Proof. Let $\Psi=\{a\}$ and define the function $f: W(\Psi ; v) \rightarrow \mathbb{N}$ by letting $f(w)$ be the number of occurrences of $v$ in $w$.

For each $i \in\{1,2, \ldots, r\}$ let

$$
X_{i}=\left\{\vec{s} \in \mathcal{S}:\left\{f\left(s_{1}\right), f\left(s_{2}\right), \ldots, f\left(s_{k}\right)\right\} \in A_{i}\right\}
$$

and let

$$
X_{r+1}=\left\{\vec{s} \in 8:\left|\left\{f\left(s_{1}\right), f\left(s_{2}\right), \ldots, f\left(s_{k}\right)\right\}\right|<k\right\} .
$$

Then $\mathcal{S}=\bigcup_{i=1}^{r+1} X_{i}$. Now, given $i \in\{1,2, \ldots, r+1\}$ and $\vec{s} \in X_{i}$, one has that $B_{k}(\vec{s}) \subseteq X_{i}$ so $X_{i}$ is open.

For each $n \in \mathbb{N}$, let $s_{n}=v^{x_{n}}$, so that $f\left(s_{n}\right)=x_{n}$. Pick by Corollary 18.45 some $i \in\{1,2, \ldots, r+1\}$ and some $\vec{t} \in B_{0}(\vec{s})$ such that $B_{0}(\vec{t}) \subseteq X_{i}$. Since $B_{0}(\vec{t}) \subseteq X_{i}$, $i \neq r+1$. For each $n \in \mathbb{N}$, let $y_{n}=f\left(t_{n}\right)$. Then $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ is a sum subsystem of $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$.

To see that $\left[\mathrm{FS}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)\right]_{<}^{k} \subseteq A_{i}$, let $H_{1}, H_{2}, \ldots, H_{k} \in \mathscr{P}_{f}(\mathbb{N})$ be given such that $\max H_{j}<\min H_{j+1}$ for each $j \in\{1,2, \ldots, k-1\}$. For each $j \in\{1,2, \ldots, k\}$, let $\ell_{j}=\max H_{j}$ and let $\ell_{0}=0$. For each $n \in\left\{1,2, \ldots, \ell_{k}\right\}$, let

$$
b_{n}= \begin{cases}a & \text { if } n \notin \bigcup_{i=1}^{k} H_{i} \\ v & \text { if } n \in \bigcup_{i=1}^{k} H_{i}\end{cases}
$$

and for $j \in\{1,2, \ldots, k\}$, let

$$
w_{j}=t_{\ell_{j-1}+1}\left(b_{\ell_{j-1}+1}\right) \frown t_{\ell_{j-1}+2}\left(b_{\ell_{j-1}+2}\right) \frown \ldots \frown t_{\ell_{j}}\left(b_{\ell_{j}}\right) .
$$

For $j>k$, let $w_{j}=t_{l_{k}+j-k}$. Then $\vec{w} \in B_{0}(\vec{t})$ so $\left\{f\left(w_{1}\right), f\left(w_{2}\right), \ldots, f\left(w_{k}\right)\right\} \in A_{i}$. Since

$$
\left\{f\left(w_{1}\right), f\left(w_{2}\right), \ldots, f\left(w_{k}\right)\right\}=\left\{\sum_{n \in H_{1}} y_{n}, \sum_{n \in H_{2}} y_{n}, \ldots, \sum_{n \in H_{k}} y_{n}\right\}
$$

we are done.

### 18.5 Notes

The ultrafilter proof of Ramsey's Theorem (Theorem 18.2) is by now classical. See [106, p. 39] for a discussion of its origins. Version 1 of the Milliken-Taylor Theorem is essentially the version proved by K. Milliken [306] while Version 2 is that proved by A. Taylor [375]. The rest of the results of Section 18.1 are from [41] and were obtained in collaboration with V. Bergelson.

The results of Section 18.2 are from [47], a result of collaboration with V. Bergelson.

Theorem 18.23 and Corollary 18.24 are from [34], a result of collaboration with V. Bergelson and A. Blass. The part of Corollary 18.24 that corresponds to $W(\Psi)$ is [43, Corollary 3.7], a result of collaboration with V. Bergelson. It is a modification of a result of T. Carlson and S. Simpson [96, Theorem 6.3]. The part of Corollary 18.24 that refers to $W(\Psi ; v)$ is due to T. Carlson.

Carlson's Theorem is of course due to T. Carlson and is from [90]. The Ellentuck topology on the set of sequences of variable words was introduced by T. Carlson and S. Simpson in [96, Section 6]. It is analagous to a topology on the set of infinite subsets of $\omega$ which was introduced by E. Ellentuck in [129].

Given a finite alphabet $\Psi$, call $L$ an infinite dimensional subspace of $W(\Psi)$ if and only if there is a sequence $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$ in $W(\Psi ; v)$ such that $L$ is the set of all constant reduced words of $\left\langle s_{n}(v)\right\rangle_{n=1}^{\infty}$. Similarly, given a finite sequence $\left\langle w_{n}(v)\right\rangle_{n=1}^{d}$ in $W(\Psi ; v)$, call $L$ a $d$-dimensional subspace of $W(\Psi)$ if and only if

$$
L=\left\{w_{1}\left(a_{1}\right) \frown w_{2}\left(a_{2}\right) \frown \ldots \frown w_{d}\left(a_{d}\right): a_{1}, a_{2}, \ldots, a_{d} \in \Psi\right\} .
$$

It is a result of H. Furstenberg and Y. Katznelson [158, Theorem 3.1] that whenever the collection of all $d$-dimensional subspaces of $W(\Psi)$ are partitioned into finitely many pieces, there exists an infinite dimensional subspace of $W(\Psi)$ all of whose $d$-dimensional subspaces lie in the same cell of the partition. This result can be established by methods similar to those of Section 18.3. (See [34].)

## Part IV

## Connections With Other Structures

## Chapter 19

## Relations With Topological Dynamics

We have already seen that the notions of syndetic and piecewise syndetic, which have their origins in topological dynamics, are important in the theory of $\beta S$ for a discrete semigroup $S$. We have also remarked that the notion of central, which is very important in the theory of $\beta S$ and has a very simple algebraic definition, originated in topological dynamics. In this chapter we investigate additional relations between these theories. In particular, we establish the equivalence of the algebraic and dynamical definitions of "central".

### 19.1 Minimal Dynamical Systems

The most fundamental notion in the study of topological dynamics is that of dynamical system. We remind the reader that we take all hypothesized topological spaces to be Hausdorff.

Definition 19.1. A dynamical system is a pair $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ such that
(1) $X$ is a compact topological space (called the phase space of the system);
(2) $S$ is a semigroup;
(3) for each $s \in S, T_{s}$ is a continuous function from $X$ to $X$; and
(4) for all $s, t \in S, T_{s} \circ T_{t}=T_{s t}$.

If ( $X,\left\langle T_{S}\right\rangle_{s \in S}$ ) is a dynamical system, one says that the semigroup $S$ acts on $X$ via $\left\langle T_{S}\right\rangle_{s \in S}$.

We observe that we are indeed familiar with certain dynamical systems.

Remark 19.2. Let $S$ be a discrete semigroup. Then $\left(\beta S,\left\langle\lambda_{s}\right\rangle_{s \in S}\right)$ is a dynamical system.

Definition 19.3. Let $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a dynamical system. A subset $Y$ of $X$ is invariant if and only if for every $s \in S, T_{S}[Y] \subseteq Y$.

Lemma 19.4. Let $S$ be a semigroup. The closed invariant subsets of the dynamical system $\left(\beta S,\left\langle\lambda_{s}\right\rangle_{s \in S}\right)$ are precisely the closed left ideals of $\beta S$.

Proof. Given a left ideal $L$ of $\beta S, p \in L$, and $s \in S$, one has $\lambda_{s}(p)=s p \in L$ so left ideals are invariant.

Given a closed invariant subset $Y$ of $\beta S$ and $p \in Y$ one has that $(\beta S) p=$ $c \ell(S p) \subseteq c \ell Y=Y$.

Definition 19.5. The dynamical system $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ is minimal if and only if there are no nonempty closed proper invariant subsets of $X$.

Definition 19.5.1. Let ( $X,\left\langle T_{S}\right\rangle_{s \in S}$ ) be a dynamical system. The orbit of a point $x \in X$ is $\left\{T_{s}(x): s \in S\right\}$.

Lemma 19.5.2. The dynamical system $\left(X,\left\langle T_{s}\right\rangle_{s \in S}\right)$ is minimal if and only if the orbit of each point of $X$ is dense.

Proof. Necessity. Let $x \in X$. It is routine to verify that $c \ell\left\{T_{s}(x): s \in S\right\}$ is an invariant subset of $X$ so is equal to $X$.

Sufficiency. Let $Y$ be a nonempty closed invariant subset of $X$ and pick $x \in Y$. Then $X=c \ell\left\{T_{s}(x): s \in S\right\} \subseteq Y$.

A simple application of Zorn's Lemma shows that, given any dynamical system $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right), X$ contains a minimal nonempty closed invariant subset $Y$, and consequently $\left(Y,\left\langle T_{s}^{\prime}\right\rangle_{s \in S}\right)$ is a minimal dynamical system, where $T_{s}^{\prime}$ is the restriction of $T_{s}$ to $Y$.

Lemma 19.6. Let $S$ be a semigroup. The minimal closed invariant subsets of the dynamical system $\left(\beta S,\left\langle\lambda_{s}\right\rangle_{s \in S}\right)$ are precisely the minimal left ideals of $\beta S$.

Proof. This is an immediate consequence of Lemma 19.4 and the fact that minimal left ideals of $\beta S$ are closed (Corollary 2.6).

Of course, a given semigroup can act on many different topological spaces. For example, if $X$ is any topological space, $f$ is any continuous function from $X$ to $X$, and for each $n \in \mathbb{N}, T_{n}=f^{n}$, then $\left(X,\left\langle T_{n}\right\rangle_{n \in \mathbb{N}}\right)$ is a dynamical system. And, since any dynamical system contains a minimal dynamical system, a given semigroup may act minimally on many different spaces.

Definition 19.7. Let $S$ be a semigroup. Then ( $X,\left\langle T_{S}\right\rangle_{s \in S}$ ) is a universal minimal dynamical system for $S$ if and only if $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ is a minimal dynamical system and, whenever $\left(Y,\left\langle R_{S}\right\rangle_{s \in S}\right)$ is a minimal dynamical system, there is a continuous function $\varphi$ from $X$ onto $Y$ such that for each $s \in S$ one has that $R_{s} \circ \varphi=\varphi \circ T_{s}$.
(That is, given any $s \in S$, the diagram

commutes.)
Theorem 19.8. Let $S$ be a semigroup, let $L$ be a minimal left ideal of $\beta S$, and for each $s \in S$, let $\lambda_{s}^{\prime}$ be the restriction of $\lambda_{s}$ to $L$. Then $\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$ is a universal minimal dynamical system for $S$.

Proof. Let $\left(Y,\left\langle R_{S}\right\rangle_{s \in S}\right)$ be a minimal dynamical system and fix $y \in Y$. Define $g: S \rightarrow Y$ by $g(s)=R_{S}(y)$ and let $\varphi=\widetilde{g}_{\mid L}$. Then immediately we have that $\varphi$ is a continuous function from $L$ to $Y$. To complete the proof it suffices to show that for all $s \in S$ and all $p \in L, \varphi\left(\lambda_{s}^{\prime}(p)\right)=R_{S}\left(\varphi(p)\right.$ ). (For then $R_{S}[\varphi[L]] \subseteq \varphi[L]$ so $\varphi[L]$ is invariant and thus by minimality $\varphi[L]=Y$.)

To see that $\varphi\left(\lambda_{s}^{\prime}(p)\right)=R_{s}(\varphi(p))$ for all $s \in S$ and all $p \in L$, it suffices to show that for each $s \in S, \widetilde{g} \circ \lambda_{s}=R_{s} \circ \widetilde{g}$ on $\beta S$ for which it in turn suffices to show that $\widetilde{g} \circ \lambda_{s}=R_{S} \circ \widetilde{g}$ on $S$. So let $t \in S$ be given. Then

$$
g\left(\lambda_{s}(t)\right)=g(s t)=R_{s t}(y)=R_{s}\left(R_{t}(y)\right)=R_{s}(g(t)) .
$$

We now wish to show that $\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$ is the unique universal minimal dynamical system for $S$. For this we need the following lemma which is interesting in its own right.

Lemma 19.9. Let $S$ be a semigroup and let $L$ and $L^{\prime}$ be minimal left ideals of $\beta S$. If $\varphi$ is a continuous function from $L$ to $L^{\prime}$ such that $\lambda_{s} \circ \varphi=\varphi \circ \lambda_{s}^{\prime}$ for all $s \in S$ (where $\lambda_{s}^{\prime}$ is the restriction of $\lambda_{s}$ to $L$ ), then there is some $p \in L^{\prime}$ such that $\varphi$ is the restriction of $\rho_{p}$ to $L$.

Proof. Pick by Corollary 2.6 some idempotent $q \in L$ and let $p=\varphi(q)$. Then $\rho_{p}$ and $\varphi \circ \rho_{q}$ are continuous functions from $\beta S$ to $L^{\prime}$. Further, given any $s \in S$,

$$
\rho_{p}(s)=s p=s \varphi(q)=\left(\lambda_{s} \circ \varphi\right)(q)=\left(\varphi \circ \lambda_{s}^{\prime}\right)(q)=\varphi(s q)=\left(\varphi \circ \rho_{q}\right)(s)
$$

and thus $\rho_{p}$ and $\varphi \circ \rho_{q}$ are continuous functions agreeing on $S$ and are therefore equal. In particular, $\rho_{p \mid L}=\left(\varphi \circ \rho_{q}\right)_{\mid L}$. Now, by Lemma 1.30 and Theorem 1.59, $q$ is a right identity for $L$, so $\left(\varphi \circ \rho_{q}\right)_{\mid L}=\varphi$ and thus $\varphi=\rho_{p \mid L}$ as required.

The following theorem is in many respects similar to Remark 3.26 which asserted the uniqueness of the Stone-Čech compactification. However, unlike that remark, the proof of Theorem 19.10 is not trivial. That is, given another universal minimal dynamical system ( $X,\left\langle T_{S}\right\rangle_{s \in S}$ ) and given $s \in S$, one obtains the following diagram

and would like to use it to show that $\varphi$ is one to one. However, if for example $S$ is a left zero semigroup, so that $\beta S$ is also a left zero semigroup, then $\lambda_{s}(p)=\lambda_{s}(q)$ for all $p$ and $q$ in $\beta S$, and the above diagram is of no use in showing that $\varphi$ is one to one.

Theorem 19.10. Let $S$ be a semigroup and let $L$ be a minimal left ideal of $\beta S$. Then, up to a homeomorphism respecting the action of $S,\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$ is the unique universal minimal dynamical system for $S$. That is, given any universal minimal dynamical system $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ for $S$ there is a homeomorphism $\varphi: L \rightarrow X$ such that $\varphi \circ \lambda_{s}^{\prime}=T_{s} \circ \varphi$ for every $s \in S$.

Proof. Pick $\varphi: L \rightarrow X$ as guaranteed by the fact that $\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$ is a universal minimal dynamical system for $S$ and pick $\tau: X \rightarrow L$ as guaranteed by the fact that $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ is a universal minimal dynamical system for $S$.

Then one has immediately that $\varphi \circ \lambda_{s}^{\prime}=T_{s} \circ \varphi$ for every $s \in S$ and that $\varphi$ is a continuous function on a compact space to a Hausdorff space and is thus closed. Therefore, it suffices to show that $\varphi$ is one to one. Now $\tau \circ \varphi: L \rightarrow L$ and for each $s \in S$,

$$
\lambda_{s} \circ(\tau \circ \varphi)=\lambda_{s}^{\prime} \circ(\tau \circ \varphi)=(\tau \circ \varphi) \circ \lambda_{s}^{\prime}
$$

so by Lemma 19.9 there is some $p \in L$ such that $\tau \circ \varphi$ is the restriction of $\rho_{p}$ to $L$. Since, by Theorem 2.11 (c), the restriction of $\rho_{p}$ to $L$ is one to one, we are done.

### 19.2 Enveloping Semigroups

We saw in Theorem 2.29 that if $X$ is a topological space and $\mathcal{T}$ is a semigroup contained in $X_{X}$ (with the product topology) and each member of $\mathcal{T}$ is continuous, then
the closure of $\mathcal{T}$ in $X_{X}$ is a semigroup under o, called the enveloping semigroup of $\mathcal{T}$. In particular (and this is the origin of the notion of enveloping semigroup), if $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ is a dynamical system, then the closure of $\left\{T_{S}: s \in S\right\}$ in $X_{X}$ is a semigroup which is referred to as the enveloping semigroup of the dynamical system.

Theorem 19.11. Let $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a dynamical system and define $\theta: S \rightarrow X_{X}$ by $\theta(s)=T_{s}$. Then $\widetilde{\theta}$ is a continuous homomorphism from $\beta S$ onto the enveloping semigroup of $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$.

Proof. Immediately one has that $\widetilde{\theta}$ is continuous and that $\widetilde{\theta}[\beta S]=c \ell\left\{T_{s}: s \in S\right\}$. Also by Theorem 2.2, each $T_{x}$ is in the topological center of ${ }^{X} X$ so by Corollary 4.22, $\theta$ is a homomorphism.

The following notation will be convenient in the next section.
Definition 19.12. Let $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a dynamical system and define $\theta: S \rightarrow X_{X}$ by $\theta(s)=T_{s}$. For each $p \in \beta S$, let $T_{p}=\widetilde{\theta}(p)$.

As an immediate consequence of Theorem 19.11 we have the following. Be cautioned however that $T_{p}$ is usually not continuous, so ( $X,\left\langle T_{p}\right\rangle_{p \in \beta S}$ ) is usually not a dynamical system.

Remark 19.13. Let $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a dynamical system and let $p, q \in \beta S$. Then $T_{p} \circ T_{q}=T_{p q}$ and for each $x \in X, T_{p}(x)=\underset{s \in S}{p-\lim _{S}} T_{S}(x)$.

How close the enveloping semigroup comes to being a copy of $\beta S$ can be viewed as a measure of the complexity of the action $\left\langle T_{S}\right\rangle_{s \in S}$ of $S$ on $X$. With certain weak cancellation requirements on $S$, we see that there is one dynamical system for which $\beta S$ is guaranteed to be the enveloping semigroup.

Lemma 19.14. Let $Q$ be a semigroup, let $S$ be a subsemigroup of $Q$, and let $\Omega=$ $Q_{\{0,1\}}$ with the product topology. For each $s \in S$, define $T_{s}: \Omega \rightarrow \Omega$ by $T_{s}(f)=$ $f \circ \rho_{s}$. Then $\left(\Omega,\left\langle T_{S}\right\rangle_{s \in S}\right)$ is a dynamical system. Furthermore, for each $p \in \beta S$, $f \in \Omega$, and $s \in S$,

$$
\left(T_{p}(f)\right)(s)=1 \quad \Leftrightarrow \quad\{t \in S: f(t)=1\} \in s p
$$

Proof. Let $s \in S$. To see that $T_{s}$ is continuous it is enough to show that $\pi_{t} \circ T_{S}$ is continuous for each $t \in Q$. So, let $t \in Q$ and let $f \in \Omega$. Then

$$
\left(\pi_{t} \circ T_{s}\right)(f)=\pi_{t}\left(f \circ \rho_{s}\right)=\left(f \circ \rho_{s}\right)(t)=f(t s)=\pi_{t s}(f)
$$

That is to say that $\pi_{t} \circ T_{s}=\pi_{t s}$ and is therefore continuous.

Now let $s, t \in S$. To see that $T_{s} \circ T_{t}=T_{s t}$, let $f \in \Omega$. Then

$$
\left(T_{s} \circ T_{t}\right)(f)=T_{s}\left(T_{t}(f)\right)=T_{s}\left(f \circ \rho_{t}\right)=f \circ \rho_{t} \circ \rho_{s}=f \circ \rho_{s t}=T_{s t}(f)
$$

Finally, let $p \in \beta S, f \in \Omega$ and $s \in S$. Then

$$
\begin{aligned}
\left(T_{p}(f)\right)(s)=1 & \Leftrightarrow \quad\left(p-\lim _{u \in S} T_{u}(f)\right)(s)=1 \\
& \Leftrightarrow \quad p_{u \in S}-\lim _{u \in S}\left(T_{u}(f)\right)(s)=1 \\
& \Leftrightarrow \quad p_{u \in S} f(s u)=1 \\
& \Leftrightarrow \widetilde{f}(s p)=1 \\
& \Leftrightarrow\{t \in S: f(t)=1\} \in s p
\end{aligned}
$$

Notice that by Lemma 8.1, the hypotheses of the following theorem hold whenever $S$ has any left cancelable element. In particular, they hold in the important cases in which $S$ is $\mathbb{N}$ or $\mathbb{Z}$.

Theorem 19.15. Let $S$ be a semigroup, let $\Omega=S_{\{0,1\} \text {, and for each } s \in S \text {, define }}$ $T_{s}: \Omega \rightarrow \Omega$ by $T_{s}(f)=f \circ \rho_{s}$. If for every pair of distinct elements $p$ and $q$ of $\beta S$ there is some $s \in S$ such that $s p \neq s q$, then $\beta S$ is topologically and algebraically isomorphic to the enveloping semigroup of $\left(\Omega,\left\langle T_{S}\right\rangle_{s \in S}\right)$.

Proof. By Lemma 19.14, ( $\left.\Omega,\left\langle T_{s}\right\rangle_{s \in S}\right)$ is a dynamical system. Define $\theta: S \rightarrow \Omega^{\Omega}$ by $\theta(s)=T_{s}$. Then by Theorem 19.11, $\widetilde{\theta}$ is a continuous homomorphism from $\beta S$ onto the enveloping semigroup of ( $\Omega,\left\langle T_{S}\right\rangle_{s \in S}$ ). Thus we need only show that $\widetilde{\theta}$ is one to one.

So let $p$ and $q$ be distinct members of $\beta S$ and pick $s \in S$ such that $s p \neq s q$. Pick $A \in s p \backslash s q$ and let $\chi_{A}$ be the characteristic function of $A$. Then by Lemma 19.14, $\left(T_{p}\left(\chi_{A}\right)\right)(s)=1$ and $\left(T_{q}\left(\chi_{A}\right)\right)(s)=0$. Therefore $\widetilde{\theta}(p)=T_{p} \neq T_{q}=\widetilde{\theta}(q)$.

We have seen that if $L$ is a closed left ideal of $\beta S$ and $\lambda_{s}^{\prime}$ is the restriction of $\lambda_{s}$ to $L$, then $\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$ is a dynamical system. We know further (by Theorems 19.8 and 19.10) that if $L$ is a minimal left ideal of $\beta S$, then $\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$ is the universal minimal dynamical system for $S$. It is a natural question as to whether $\beta S$ can be the enveloping semigroup of $\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$.

Lemma 19.16. Let $S$ be a semigroup, let $L$ be a closed left ideal of $\beta S$, and for each $s \in S$, let $\lambda_{s}^{\prime}$ be the restriction of $\lambda_{s}$ to $L$. Define $\theta: S \rightarrow L_{L}$ by $\theta(s)=\lambda_{s}^{\prime}$. Then for all $p \in \mathcal{\beta} S, \widetilde{\theta}(p)=\lambda_{p \mid L}$.
Proof. Let $p \in \beta S$, let $q \in L$, and let $T_{p}=\widetilde{\theta}(p)$. Then by Remark 19.13, $\widetilde{\theta}(p)(q)=$ $T_{p}(q)=\underset{s \in S}{p-\lim } s q=p q$.

Notice that if $L$ contains any element which is right cancelable in $\beta S$ then the hypotheses of the following theorem are satisfied. (See Chapter 8 for characterizations of right cancelability.) If $S$ is a countable semigroup which can be embedded in a group and if $L \nsubseteq K(\beta S)$, then $L$ does contain an element which is right cancelable in $\beta S$ (by Theorem 6.56). So, in this case, the enveloping semigroup of ( $L,\left\langle\lambda_{s}\right\rangle_{s \in S}$ ) is topologically and algebraically isomorphic to $\beta S$.

Theorem 19.17. Let $S$ be a semigroup, let $L$ be a closed left ideal of $\beta S$, and for each $s \in S$, let $\lambda_{s}^{\prime}$ be the restriction of $\lambda_{s}$ to $L$. Then $\beta S$ is topologically and algebraically isomorphic to the enveloping semigroup of $\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$ via a map which takes $s$ to $\lambda_{s}^{\prime}$ if and only if whenever $q$ and $r$ are distinct elements of $\beta S$, there is some $p \in L$ such that $q p \neq r p$.

Proof. Define $\theta: S \rightarrow L_{L}$ by $\theta(s)=\lambda_{s}^{\prime}$. By Theorem $19.11 \widetilde{\theta}$ is a continuous homomorphism onto the enveloping semigroup of $\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$ (and is the only continuous function extending $\theta$ ). The conclusion now follows from Lemma 19.16.

If $L$ is a minimal left ideal of $\beta S$, we have the following superficially weaker condition.

Theorem 19.18. Let $S$ be a semigroup, let $L$ be a minimal left ideal of $\beta S$, and for each $s \in S$, let $\lambda_{s}^{\prime}$ be the restriction of $\lambda_{s}$ to $L$. Then $\beta S$ is topologically and algebraically isomorphic to the enveloping semigroup of $\left(L,\left\langle\lambda_{s}^{\prime}\right\rangle_{s \in S}\right)$ via a map which takes $s$ to $\lambda_{s}^{\prime}$ if and only if whenever $q$ and $r$ are distinct elements of $\beta S$, there is some $p \in K(\beta S)$ such that $q p \neq r p$.

Proof. Since $L \subseteq K(\beta S)$, the necessity follows immediately from Theorem 19.17. For the sufficiency, let $q$ and $r$ be distinct members of $\beta S$ and pick some $p \in K(\beta S)$ such that $q p \neq r p$. Pick by Theorem 2.8 some minimal left ideal $L^{\prime}$ of $\beta S$ such that $p \in L^{\prime}$ and pick some $z \in L$. By Theorem 2.11 (c), the restriction of $\rho_{z}$ to $L^{\prime}$ is one to one and $q p$ and $r p$ are in $L^{\prime}$ so $q p z \neq r p z$. Since $p z \in L$, Theorem 19.17 applies.

We include this section by showing that $\beta \mathbb{N}$ is the enveloping semigroup of certain natural actions of $\mathbb{N}$ on the circle group $\mathbb{T}$, which we take here to be the quotient $\mathbb{R} / \mathbb{Z}$ under addition.

Theorem 19.19. Let $a \in\{2,3,4, \ldots\}$ and for each $n \in \mathbb{N}$ define $T_{n}: \mathbb{T} \rightarrow \mathbb{T}$ by $T_{n}(\mathbb{Z}+x)=\mathbb{Z}+a^{n} x$. Then $\left(\mathbb{T}_{\sim},\left\langle T_{n}\right\rangle_{n \in \mathbb{N}}\right)$ is a dynamical system. If $\theta: \mathbb{N} \rightarrow \mathbb{T}_{\mathbb{T}}$ is defined by $\theta(n)=T_{n}$, then $\tilde{\theta}$ is a continuous isomorphism from $\beta \mathbb{N}$ onto the enveloping semigroup of $\left(\mathbb{T},\left\langle T_{n}\right\rangle_{n \in \mathbb{N}}\right)$.

Proof. Since $a \in \mathbb{N}$, the functions $T_{n}$ are well defined. Let $n \in \mathbb{N}$, let $\ell: \mathbb{R} \rightarrow \mathbb{R}$ be multiplication by $a^{n}$, and let $\pi: \mathbb{R} \rightarrow \mathbb{T}$ be the projection map. Then $T_{n} \circ \pi=\pi \circ \ell$ so $T_{n}$ is continuous.

Trivially, if $n, m \in \mathbb{N}$, then $T_{n} \circ T_{m}=T_{n+m}$. Thus $\left(\mathbb{T},\left\langle T_{n}\right\rangle_{n \in \mathbb{N}}\right)$ is a dynamical system.

To complete the proof it suffices, by Theorem 19.11, to show that $\widetilde{\theta}$ is one to one. To this end, let $p$ and $q$ be distinct members of $\beta \mathbb{N}$. Pick $B \in\{2 \mathbb{N}, 2 \mathbb{N}-1\}$ such that $B \in p$ and pick $A \in p \backslash q$. Define $x \in(0,1)$ by

$$
x=\sum_{j=1}^{\infty} \alpha_{j} a^{-j} \quad \text { where } \alpha_{j}= \begin{cases}1 & \text { if } j-1 \in A \cap B \\ 0 & \text { if } j-1 \notin A \cap B\end{cases}
$$

Let

$$
C=\left\{\mathbb{Z}+t: \frac{1}{a} \leq t \leq \frac{1}{a}+\frac{2}{a^{3}}\right\} \quad \text { and let } D=\left\{\mathbb{Z}+t: 0 \leq t \leq \frac{1}{a^{2}}+\frac{2}{a^{4}}\right\}
$$

Notice that (since $a^{2}+2<a^{3}$ ), $C \cap D=\emptyset$. We claim that $\widetilde{\theta}(p)(x) \in C$ and $\widetilde{\theta}(q)(x) \in D$. To see this it suffices to show, since $C$ and $D$ are closed, that for each $n \in \mathbb{N}$, if $n \in A \cap B$, then $T_{n}(x) \in C$, and if $n \notin A \cap B$, then $T_{n}(x) \in D$.

So let $n \in \mathbb{N}$ be given. Then

$$
T_{n}(x)=\mathbb{Z}+\sum_{j=1}^{\infty} \alpha_{j} a^{n-j}=\mathbb{Z}+\sum_{j=n+1}^{\infty} \alpha_{j} a^{n-j}
$$

since $\alpha_{j} a^{n-j} \in \mathbb{Z}$ if $j \leq n$. Now assume that $n \in A \cap B$. Then $\alpha_{n+1}=1$ and (because $n+1 \notin B) \alpha_{n+2}=0$. Thus $\sum_{j=n+1}^{\infty} \alpha_{j} a^{n-j}=a^{-1}+\sum_{j=n+3}^{\infty} \alpha_{j} a^{n-j}$ so

$$
\frac{1}{a} \leq \sum_{j=n+1}^{\infty} \alpha_{j} a^{n-j} \leq \frac{1}{a}+\frac{2}{a^{3}}
$$

and hence $T_{n}(x) \in C$ as claimed.
Next assume that $n \notin A \cap B$. Then $\alpha_{n+1}=0$ and either $\alpha_{n+2}=0$ or $\alpha_{n+3}=0$. Consequently

$$
0 \leq \sum_{j=n+1}^{\infty} \alpha_{j} a^{n-j} \leq \frac{1}{a^{2}}+\frac{2}{a^{4}}
$$

and hence $T_{n}(x) \in D$ as claimed.
If one views the circle group as $\{z \in \mathbb{C}:|z|=1\}$, then Theorem 19.19 says that the enveloping semigroup of the system $\left(\mathbb{T},\left\langle f^{n}\right\rangle_{n \in \mathbb{N}}\right)$ is isomorphic to $\beta \mathbb{N}$, where $f(z)=z^{a}$.

### 19.3 Dynamically Central Sets

The term "central set" was originally defined by Furstenberg [156, Definition 8.3] for subsets of $\mathbb{N}$. Sets defined algebraically as elements of minimal idempotents were called "central" because many of the same theorems could be proved about them. The original definition (restricted to the semigroup $\mathbb{N}$ and applied only to metric dynamical systems) is as follows. We add the modifier "dynamically" because it is by no means obvious that the concepts are the same, even for subsets of $\mathbb{N}$.

Definition 19.20. Let $S$ be a semigroup. A set $C \subseteq S$ is dynamically central if and only if there exist a dynamical system $\left(X,\left\langle T_{s}\right\rangle_{s \in S}\right)$, points $x$ and $y$ in $X$, and a neighborhood $U$ of $y$ such that
(1) $y$ is a uniformly recurrent point of $X$,
(2) $x$ and $y$ are proximal, and
(3) $C=\left\{s \in S: T_{s}(x) \in U\right\}$.

The terms "uniformly recurrent" and "proximal" are notions from topological dynamics, defined as follows.

Definition 19.21. Let $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a dynamical system.
(a) A point $y \in X$ is uniformly recurrent if and only if for every neighborhood $U$ of $y,\left\{s \in S: T_{s}(y) \in U\right\}$ is syndetic.
(b) Points $x$ and $y$ of $X$ are proximal if and only if there is a net $\left\langle s_{l}\right\rangle_{l \in I}$ in $S$ such that the nets $\left\langle T_{s_{l}}(x)\right\rangle_{\iota \in I}$ and $\left\langle T_{s_{l}}(y)\right\rangle_{\iota \in I}$ converge to the same point of $X$.

The definition of "proximal" as standardly given for a dynamical system with a metric phase space $(X, d)$ says that there is some sequence $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$ such that $\lim _{n \rightarrow \infty} d\left(T_{S_{n}}(x), T_{S_{n}}(y)\right)=0$. It is easy to see that this definition is equivalent to the one given above.

The characterization of proximality provided by the following lemma will be very convenient for us.

Lemma 19.22. Let $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a dynamical system and let $x, y \in S$. Then $x$ and $y$ are proximal if and only if there exists a point $p \in \beta S$ such that $T_{p}(x)=T_{p}(y)$.

Proof. Notice that if $p \in \beta S,\left\langle s_{l}\right\rangle_{\iota \in I}$ is a net in $S$ which converges to $p$, and $z \in X$, then $T_{p}(z)=\lim _{\iota \in I} T_{s_{l}}(z)$. Thus if $p \in \beta S$ and $T_{p}(x)=T_{p}(y)$, then picking any net $\left\langle s_{\iota}\right\rangle_{\iota \in I}$ in $S$ which converges to $p$, one has $\lim _{\iota \in I} T_{s_{l}}(x)=\lim _{\iota \in I} T_{s_{l}}(y)$.

Conversely, assume that one has a net $\left\langle s_{l}\right\rangle_{\iota \in I}$ in $S$ such that $\lim _{\iota \in I} T_{S_{l}}(x)=$ $\lim _{\iota \in I} T_{S_{l}}(y)$. Let $p$ be any limit point of $\left\langle s_{\iota}\right\rangle_{l \in I}$ in $\beta S$. By passing to a subnet we may presume that $\left\langle s_{l}\right\rangle_{\iota \in I}$ converges to $p$. Then $T_{p}(x)=\lim _{l \in I} T_{s_{l}}(x)=$ $\lim _{\iota \in I} T_{S_{l}}(y)=T_{p}(y)$.

In order to establish the equivalence of the notions of "central" we investigate relationships between some algebraic and dynamical notions.

Theorem 19.23. Let $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a dynamical system, let $L$ be a minimal left ideal of $\beta S$, and let $x \in X$. The following statements are equivalent.
(a) The point $x$ is a uniformly recurrent point of $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$.
(b) There exists $u \in L$ such that $T_{u}(x)=x$.
(c) There exists an idempotent $e \in L$ such that $T_{e}(x)=x$.
(d) There exists $y \in X$ and an idempotent $e \in L \operatorname{such}$ that $T_{e}(y)=x$.

Proof. (a) implies (b). Choose any $v \in L$. Let $\mathcal{N}$ be the set of neighborhoods of $x$ in $X$. For each $U \in \mathcal{N}$ let $B_{U}=\left\{s \in S: T_{S}(x) \in U\right\}$. Since $x$ is uniformly recurrent, each $B_{U}$ is syndetic and so there exists a finite set $F_{U} \subseteq S$ such that $S=\bigcup_{t \in F_{U}}\left(t^{-1} B_{U}\right)$. Pick $t_{U} \in F_{U}$ such that $t_{U}{ }^{-1} B_{U} \in v$ so that $t_{U} v \in \overline{B_{U}}$. Let $u$ be a limit point of the net $\left\langle t_{U} v\right\rangle_{U \in \mathcal{N}}$ in $\beta S$ and notice that $u \in L$. We claim that $T_{u}(x)=x$. By Remark 19.13, it suffices to show that $B_{V} \in u$ for each $V \in \mathcal{N}$. So let $V \in \mathcal{N}$ and suppose that $B_{V} \notin u$. Pick $U \subseteq V$ such that $t_{U} v \in \overline{S \backslash B_{V}}$. Then $t_{U} v \in \overline{B_{U}} \subseteq \overline{B_{V}}$, a contradiction.
(b) implies (c). Since $u$ belongs to a group contained in $L$ (by Theorem 2.8), there is an idempotent $e \in L$ for which $e u=u$. So (using Remark 19.13) $T_{e}(x)=$ $T_{e}\left(T_{u}(x)\right)=T_{e u}(x)=T_{u}(x)=x$.

That (c) implies (d) is trivial.
(d) implies (a). We note that $T_{e}(x)=T_{e}\left(T_{e}(y)\right)=T_{e e}(y)=T_{e}(y)=x$. Let $U$ be a neighborhood of $x$. We need to show that $\left\{s \in S: T_{s}(x) \in U\right\}$ is syndetic. Pick a neighborhood $V$ of $x$ such that $c \ell V \subseteq U$ and let $A=\left\{s \in S: T_{S}(x) \in V\right\}$. Since $x=e-\lim _{s \in S} T_{s}(x)$ by Remark 19.13, $A \in e$. Let $B=\{s \in S:$ se $\in \bar{A}\}$. Then by Theorem 4.39, $B$ is syndetic. We claim that $B \subseteq\left\{s \in S: T_{s}(x) \in U\right\}$. Indeed, if $s \in B$, then $T_{s}(x)=T_{s}\left(T_{e}(x)\right)=T_{s e}(x) \in \overline{\left\{T_{t}(x): t \in A\right\}} \subseteq \bar{V} \subseteq U$.

Theorem 19.24. Let $\left(X,\left\langle T_{s}\right\rangle_{s \in S}\right)$ be a dynamical system and let $x \in X$. Then there is a uniformly recurrent point $y \in c \ell\left\{T_{s}(x): s \in S\right\}$ such that $x$ and $y$ are proximal.

Proof. Let $L$ be any minimal left ideal of $\beta S$ and pick an idempotent $u \in L$. Let $y=T_{u}(x)$. Then trivially $y \in c \ell\left\{T_{s}(x): s \in S\right\}$. By Theorem $19.23 y$ is a uniformly recurrent point of $\left(X,\left\langle T_{s}\right\rangle_{s \in S}\right)$. By Remark 19.13 we have that $T_{u}(y)=$ $T_{u}\left(T_{u}(x)\right)=T_{u u}(x)=T_{u}(x)$ so by Lemma $19.22 x$ and $y$ are proximal.

Theorem 19.25. Let $\left(X,\left\langle T_{s}\right\rangle_{s \in S}\right)$ be a dynamical system and let $x, y \in X$. If $x$ and $y$ are proximal, then there is a minimal left ideal $L$ of $\beta S$ such that $T_{u}(x)=T_{u}(y)$ for all $u \in L$.

Proof. By Lemma 19.22, $\left\{p \in \beta S: T_{p}(x)=T_{p}(y)\right\} \neq \emptyset$. It is a left ideal in $\beta S$, because, for every $p, q \in \beta S, T_{p}(x)=T_{p}(y)$ implies that $T_{q p}(x)=T_{q}\left(T_{p}(x)\right)=$ $T_{q}\left(T_{p}(y)\right)=T_{q p}(y)$.

Theorem 19.26. Let $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a dynamical system and let $x, y \in X$. There is a minimal idempotent $u$ in $\beta S$ such that $T_{u}(x)=y$ if and only if $x$ and $y$ are proximal and $y$ is uniformly recurrent.

Proof. Necessity. Since $u$ is minimal, there is a minimal left ideal $L$ of $\beta S$ such that $u \in L$. Thus by Theorem $19.23 y$ is uniformly recurrent. By Remark 19.13 $T_{u}(y)=T_{u}\left(T_{u}(x)\right)=T_{u u}(x)=T_{u}(x)$ so by Lemma $19.22 x$ and $y$ are proximal.

Sufficiency. Pick by Theorem 19.25 a minimal left ideal $L$ of $\beta S$ such that $T_{u}(x)=$ $T_{u}(y)$ for all $u \in L$. Pick by Theorem 19.23 an idempotent $u \in L$ such that $T_{u}(y)=y$.

We are now prepared to establish the equivalence of the notions of central.
Theorem 19.27. Let $S$ be a semigroup and let $B \subseteq S$. Then $B$ is central if and only if $B$ is dynamically central.

Proof. Necessity. Let $Q=S \cup\{e\}$ where $e$ is a new identity adjoined to $S$ (even if $S$ already has an identity). Let $\Omega=Q_{\{0,1\}}$ and for $s \in S$ define $T_{S}: \Omega \rightarrow \Omega$ by $T_{s}(f)=f \circ \rho_{s}$. Then by Lemma 19.14, $\left(\Omega,\left\langle T_{S}\right\rangle_{s \in S}\right)$ is a dynamical system.

Let $x=\chi_{B}$, the characteristic function of $B \subseteq Q$. Pick a minimal idempotent $u$ in $\beta S$ such that $B \in u$ and let $y=T_{u}(x)$. Then by Theorem $19.26 y$ is uniformly recurrent and $x$ and $y$ are proximal.

Now let $U=\{z \in \Omega: z(e)=y(e)\}$. Then $U$ is a neighborhood of $y$ in $\Omega$. We note that $y(e)=1$. Indeed, $y=T_{u}(x)$ so $\left\{s \in S: T_{s}(x) \in U\right\} \in u$ so choose some $s \in B$ such that $T_{s}(x) \in U$. Then $y(e)=T_{s}(x)(e)=x(e s)=1$. Thus given any $s \in S$,

$$
\begin{aligned}
s \in B & \Leftrightarrow x(s)=1 \\
& \Leftrightarrow T_{s}(x)(e)=1 \\
& \Leftrightarrow T_{s}(x) \in U .
\end{aligned}
$$

Sufficiency. Choose a dynamical system $\left(X,\left\langle T_{S}\right\rangle_{s \in S}\right)$, points $x, y \in X$, and a neighborhood $U$ of $y$ such that $x$ and $y$ are proximal, $y$ is uniformly recurrent, and $B=\left\{s \in S: T_{s}(x) \in U\right\}$. Choose by Theorem 19.26 a minimal idempotent $u$ in $\beta S$ such that $T_{u}(x)=y$. Then $B \in u$.

It is not obvious from the definition that the notion of "dynamically central" is closed under passage to supersets. (If $B=\left\{s \in S: T_{s}(x) \in U\right\}$ and $B \subseteq C$, one can let $V=U \cup\left\{T_{s}(x): s \in C\right\}$. But there does not seem to be any reason to believe that $\left\{s \in S: T_{s}(x) \in V\right\} \subseteq C$.)

Corollary 19.28. Let $S$ be a semigroup and let $B \subseteq C \subseteq S$. If $B$ is dynamically central, then $C$ is dynamically central.

Proof. This follows from Theorem 19.27 and the fact that supersets of central sets are central.

A consequence of the proof of Theorem 19.27 is that a subset of a semigroup $S$ is central if and only if it is dynamically central with respect to a specific dynamical system. In the event that $S$ has an identity, this takes a particularly simple form.

Theorem 19.28.1. Let $S$ be a semigroup with an identity 1 and let $\Omega=S_{\{0,1\} \text {. For }}$ $s \in S$, define $T_{s}: \Omega \rightarrow \Omega$ by, for $f \in \Omega, T_{s}(f)=f \circ \rho_{s}$. Let $C \subseteq S$. Then $C$ is central if and only if there is a uniformly recurrent point $y$ of $\Omega$ such that $y$ is proximal to $\chi_{C}$ and $y(1)=1$.

Proof. Necessity. This is essentially the same as the proof of the necessity in Theorem 19.27.

Sufficiency. Let $U=\{x \in \Omega: x(1)=1\}$. Then $U$ is a neighborhood of $y$ and $C=\left\{s \in S: T_{S}\left(\chi_{C}\right) \in U\right\}$. So $C$ is dynamically central hence central by Theorem 19.27.

Exercise 19.3.1. Let ( $X,\left\langle T_{S}\right\rangle_{s \in S}$ ) be a dynamical system and let $x \in X$. The point $x \in X$ is periodic if and only if there is some $s \in S$ which is not an identity such that $T_{S}(x)=x$. The point $x \in X$ is recurrent if and only if every neighborhood of $x$ contains a point of the form $T_{S}(x)$ for some $s \in S$ other than an identity.

Assume that $x$ is not a periodic point of $X$ and that $S^{*}$ is a subsemigroup of $\beta S$. (See Theorem 4.28.) Prove that the following statements are equivalent:
(i) $x$ is recurrent.
(ii) $T_{p}(x)=x$ for some $p \in S^{*}$.
(iii) $T_{e}(x)=x$ for some idempotent $e \in S^{*}$.
(iv) Given a neighborhood $U$ of $x$, there exists a sequence $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$ of distinct elements of $S$ such that $T_{s}(x) \in U$ for every $s \in \operatorname{FP}\left(\left\langle s_{n}\right\rangle_{n=1}^{\infty}\right)$.

Exercise 19.3.2. Let $S=(\omega,+)$ and let $\Omega=S_{\{0,1\}}$. Prove that
(a) The point $y \in \Omega$ is uniformly recurrent if and only if
$(\forall k \in \omega)(\{n \in \omega:(\forall t \in\{0,1, \ldots, k\})(y(n+t)=y(t))\}$ has bounded gaps $)$.
(b) The points $x, y \in \Omega$ are proximal if and only if

$$
(\forall k \in \omega)(\exists n \in \omega)(\forall t \in\{0,1, \ldots, k\})(x(n+t)=y(n+t)) .
$$

(c) The set $C \subseteq \omega$ is central if and only if there exists $D \subseteq \omega$ such that
(i) $0 \in D$;
(ii) $(\forall k \in \omega)(\{n \in \omega:(\forall t \in\{0,1, \ldots, k\})(n+t \in D \Leftrightarrow t \in D)\}$ has bounded gaps); and
(iii) there exist arbitrarily long intervals $I$ such that $C \cap I=D \cap I$.

### 19.4 Dynamically Generated IP* Sets

In this section we consider certain dynamically defined sets that are always IP* sets. In contrast with the results of Section 19.3, we see that the notion of a "dynamical IP* set" is not equivalent to that of "IP* set", but is rather significantly stronger.

The dynamical notion with which we shall be concerned in this section is that of a measure preserving system.

Definition 19.29. (a) A measure space is a triple $(X, \mathscr{B}, \mu)$, where $X$ is a set, $\mathscr{B}$ is a $\sigma$-algebra of subsets of $X$, and $\mu$ is a countably additive measure on $\mathscr{B}$ with $\mu(X)$ finite.
(b) Given a measure space $(X, \mathscr{B}, \mu)$, a function $T: X \rightarrow X$ is a measure preserving transformation if and only if for all $B \in \mathscr{B}, T^{-1}[B] \in \mathscr{B}$ and $\mu\left(T^{-1}[B]\right)=$ $\mu(B)$.
(c) Given a semigroup $S$ and a measure space $(X, \mathscr{B}, \mu)$, a measure preserving action of $S$ on $X$ is an indexed family $\left\langle T_{S}\right\rangle_{s \in S}$ such that each $T_{S}$ is a measure preserving transformation of $X$ and $T_{s} \circ T_{t}=T_{s t}$ for all $s, t \in S$. It is also required that if $S$ has an identity $e$, then $T_{e}$ is the identity function on $X$.
(d) A measure preserving system is a quadruple $\left(X, \mathscr{B}, \mu,\left\langle T_{S}\right\rangle_{s \in S}\right)$ such that $(X, \mathscr{B}, \mu)$ is a measure space and $\left\langle T_{S}\right\rangle_{s \in S}$ is a measure preserving action of $S$ on $X$.

We shall need a preliminary result about the semigroup $\left(\mathcal{P}_{f}(\mathbb{N}), \cup\right)$.
Definition 19.30. Let $(X, \mathcal{B}, \mu)$ be a measure space. A monotone action of $\mathcal{P}_{f}(\mathbb{N})$ on $X$ is an indexed family $\left\langle T_{F}\right\rangle_{F \in \mathcal{P}_{f}(\mathbb{N})}$ such that
(a) each $T_{F}$ is a measure preserving transformation of $X$ and
(b) if $F, K \in \mathscr{P}_{f}(\mathbb{N})$ and $\max F<\min K$, then $T_{F} \circ T_{K}=T_{F \cup K}$.

Notice that, because of the " $\max F<\min K$ " requirement, a monotone action of $\mathcal{P}_{f}(\mathbb{N})$ on $X$ need not be a measure preserving action of $\mathscr{P}_{f}(\mathbb{N})$ on $X$.

Lemma 19.31. Let $\left\langle T_{F}\right\rangle_{F \in \mathcal{P}_{f}(\mathbb{N})}$ be a monotone action of $\mathcal{P}_{f}(\mathbb{N})$ on the measure space $(X, \mathscr{B}, \mu)$ and let $A \in \mathscr{B}$ with $\mu(A)>0$. Then for each $k \in \mathbb{N}$ there exists $H \in \mathscr{P}_{f}(\mathbb{N})$ with $\min H>k$ such that $\mu\left(A \cap T_{H}{ }^{-1}[A]\right)>0$.

Proof. Pick $m \in \mathbb{N}$ such that $\mu(A)>\mu(X) / m$. For $n \in\{1,2, \ldots, m\}$, let $F_{n}=$ $\{k+n, k+n+1, \ldots, k+m\}$. Then each $\mu\left(T_{F_{n}}{ }^{-1}[A]\right)=\mu(A)>\mu(X) / m$ so pick $n, \ell \in\{1,2, \ldots, m\}$ such that $n<\ell$ and $\mu\left(T_{F_{n}}{ }^{-1}[A] \cap T_{F_{\ell}}{ }^{-1}[A]\right)>0$. Let $H=\{k+n, k+n+1, \ldots, k+\ell-1\}$. Then $T_{H} \circ T_{F_{\ell}}=T_{F_{n}}$ so $T_{F_{n}}{ }^{-1}[A]=$ $T_{F_{\ell}}{ }^{-1}\left[T_{H}{ }^{-1}[A]\right]$ so

$$
\begin{aligned}
\mu\left(T_{H}^{-1}[A] \cap A\right) & =\mu\left(T_{F_{\ell}}^{-1}\left[T_{H}^{-1}[A] \cap A\right]\right) \\
& =\mu\left(T_{F_{\ell}}^{-1}\left[T_{H}^{-1}[A]\right] \cap T_{F_{\ell}}^{-1}[A]\right) \\
& =\mu\left(T_{F_{n}}^{-1}[A] \cap T_{F_{\ell}}{ }^{-1}[A]\right)>0 .
\end{aligned}
$$

Lemma 19.32. Let $\left(X, \mathscr{B}, \mu,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a measure preserving system and let $A \in \mathscr{B}$ satisfy $\mu(A)>0$. For every sequence $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$ in $S$ and every $m \in \mathbb{N}$, there exists $F \in \mathcal{P}_{f}(\mathbb{N})$ such that $\min F>m$ and $\mu\left(A \cap T_{s}^{-1}[A]\right)>0$, where $s=\prod_{n \in F} s_{n}$.

Proof. For $F \in \mathcal{P}_{f}(\mathbb{N})$, let $R_{F}=T_{\prod_{n \in F} s_{n}}$. Then $\left\langle R_{F}\right\rangle_{F \in \mathcal{P}_{f}(\mathbb{N})}$ is a monotone action of $\mathcal{P}_{f}(\mathbb{N})$ on $X$. So we can choose a set $F$ with the required properties by Lemma 19.31.

Theorem 19.33. Let $\left(X, \mathcal{B}, \mu,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a measure preserving system and let $C \subseteq S$. If there is some $A \in \mathscr{B}$ with $\mu(A)>0$ such that $\left\{s \in S: \mu\left(A \cap T_{s}^{-1}[A]\right)>0\right\} \subseteq C$, then $C$ is an IP* set.

Proof. This follows immediately from Lemma 19.32.
Lemma 19.33.1. Let $\left(X, \mathfrak{B}, \mu,\left\langle T_{S}\right\rangle_{s \in S}\right)$ be a measure preserving system. Let $k \in \mathbb{N}$ and, for each $i \in\{1,2, \ldots, k\}$, let $A_{i} \in \mathscr{B}$ satisfy $\mu\left(A_{i}\right)>0$ and let $\left\langle s_{i, n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. Then, for every $m \in \mathbb{N}$, there exists $F \in \mathcal{P}_{f}(\mathbb{N})$ such that $m<\min F$ and, for every $i \in \mathbb{N}, \mu\left(A_{i} \cap T_{t_{i}}^{-1}\left[A_{i}\right]\right)>0$, where $t_{i}=\prod_{n \in F} s_{i, n}$.

Proof. If $H \in \mathcal{P}_{f}(\mathbb{N})$ and $i \in\{1,2, \ldots, k\}, T_{H, i}$ will denote $T_{\prod_{n \in H} s_{i, n}}$.
Let $U$ denote the semigroup $\left(\mathscr{P}_{f}(\mathbb{N}), \cup\right)$. By Lemma 5.11 applied to the sequence $\langle\{n\}\rangle_{n=1}^{\infty}$, we can choose an idempotent $p$ in $\beta U$ with the property that, for every $n \in \mathbb{N},\left\{H \in \mathcal{P}_{f}(\mathbb{N}): \min H>n\right\} \in p$. For each $i \in\{1,2, \ldots, k\}$, let

$$
V_{i}=\left\{H \in \mathcal{P}_{f}(\mathbb{N}): \mu\left(A_{i} \cap T_{H, i}^{-1}\left[A_{i}\right]\right)>0\right\}
$$

We claim that $V_{i} \in p$. To see this, let $W \in p$. By Theorem 5.14, there exists a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathscr{P}_{f}(\mathbb{N})$ with the property that $\max H_{n}<\min H_{n+1}$ for every $n \in \mathbb{N}$ and $\mathrm{FU}\left(\left\langle H_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq W$. For $K \in \mathcal{P}_{f}(\mathbb{N})$, let $R_{K, i}=T_{L, i}$, where $L=$ $\cup_{n \in K} H_{n}$. Then $\left\langle R_{K, i}\right\rangle_{K \in \mathcal{P}_{f}(\mathbb{N})}$ is a monotone action of $\mathscr{P}_{f}(\mathbb{N})$ on $X$. Pick by Lemma 19.31, $K \in \mathscr{P}_{f}(\mathbb{N})$ such that $\mu\left(A_{i} \cap R_{K, i}^{-1}\left[A_{i}\right]\right)>0$. Then $\bigcup_{n \in K} H_{n} \in V_{i} \cap$ $W$. So $V_{i} \in p$. It follows that we can choose $F \in \bigcap_{i=1}^{k} V_{i}$ satisfying $\min F>m$.

Definition 19.34. Let $S$ be a semigroup. A subset $C$ of $S$ is a dynamical $I P^{*}$ set if and only if there exist a measure preserving system $\left(X, \mathscr{B}, \mu,\left\langle T_{S}\right\rangle_{s \in S}\right)$ and an $A \in \mathscr{B}$ with $\mu(A)>0$ such that $\left\{s \in S: \mu\left(A \cap T_{s}^{-1}[A]\right)>0\right\} \subseteq C$.

Theorem 19.34.1. Let $S$ be a semigroup and let $C$ be a dynamical $I P^{*}$ subset of $S$. Let $k \in \mathbb{N}$ and, for each $i \in\{1,2, \ldots, k\}$, let $\left\langle s_{i n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S$. Then there exists a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathscr{P}_{f}(\mathbb{N})$ such that $\max H_{n}<\min H_{n+1}$ for every $n \in \mathbb{N}$ and, if $t_{i, n}=\prod_{r \in H_{n}} s_{i, r}$, then $\operatorname{FP}\left(\left\langle t_{i, n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$ for every $i \in\{1,2, \ldots, k\}$.

Proof. Pick a measure preserving system $\left(X, \mathscr{B}, \mu,\left\langle T_{S}\right\rangle_{s \in S}\right)$ and a set $A \in \mathscr{B}$, satisfying $\mu(A)>0$, such that $\left\{s \in S: \mu\left(A \cap T_{s}^{-1}[A]\right)>0\right\} \subseteq C$. For $H \in \mathcal{P}_{f}(\mathbb{N})$ and $i \in\{1,2, \ldots, k\}$, let $T_{H, i}=T_{\prod_{n \in H} s_{i, n}}$. By Lemma 19.33.1, we can choose $H_{1} \in \mathcal{P}_{f}(\mathbb{N})$, such that $\mu\left(A \cap T_{H_{1}, i}^{-1}[A]\right)>0$ for every $i \in\{1,2, \ldots, k\}$. We make the inductive assumption that $n \geq 1$ and that we have chosen $H_{1}, H_{2}, \ldots, H_{n}$ in $\mathscr{P}_{f}(\mathbb{N})$ such that $\max H_{m}<\min H_{m+1}$ for every $m \in\{1,2, \ldots, n-1\}$ and, if $A_{i}=$ $A \cap \bigcap\left\{T_{H, i}^{-1}[A]: H \in \mathrm{FU}\left(\left\langle H_{m}\right\rangle_{m=1}^{n}\right)\right\}$, then $\mu\left(A_{i}\right)>0$. By Lemma 19.33 .1 we can choose $H_{n+1} \in \mathcal{P}_{f}(\mathbb{N})$ such that $\max H_{n}<\min H_{n+1}$ and $\mu\left(A_{i} \cap T_{H_{n+1, i}}^{-1}\left[A_{i}\right]\right)>0$ for every $i \in\{1,2, \ldots, k\}$. We observe that $A_{i} \cap T_{H_{n+1, i}}^{-1}\left[A_{i}\right]=A \cap \bigcap\left\{T_{H, i}^{-1}[A]\right.$ : $\left.H \in \mathrm{FU}\left(\left\langle H_{m}\right\rangle_{m=1}^{n+1}\right)\right\}$ for every $i \in\{1,2, \ldots k\}$. So our inductive assumption holds for $n+1$ in place of $n$. Thus we can choose an infinite sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ for which our inductive assumption is satisfied for every $n \in \mathbb{N}$. We then have $\operatorname{FP}\left(\left\langle t_{i, n}\right\rangle_{n=1}^{\infty}\right) \subseteq C$ for every $i \in\{1,2, \ldots, k\}$.

Recall that by Theorem 16.32 , there is an $\mathrm{IP}^{*}$ set $B$ in $(\mathbb{N},+)$ such that for each $n \in \mathbb{N}$, neither $n+B$ nor $-n+B$ is an IP* set. Consequently, the following simple result shows that not every IP* set is a dynamical IP* set.

Theorem 19.35. Let $B$ be a dynamical $I P^{*} \operatorname{set}$ in $(\mathbb{N},+)$. There is a dynamical $I P^{*}$ set $C \subseteq B$ such that for each $n \in C,-n+C$ is a dynamical IP* set (and hence $-n+B$ is a dynamical $I P^{*}$ set).

Proof. Pick a measure space $(X, \mathscr{B}, \mu)$, a measure preserving action $\left\langle T_{n}\right\rangle_{n \in \mathbb{N}}$ of $\mathbb{N}$ on $X$, and a set $A \in \mathscr{B}$ such that $\mu(A)>0$ and $\left\{n \in \mathbb{N}: \mu\left(A \cap T_{n}{ }^{-1}[A]\right)>0\right\} \subseteq B$. Let $C=\left\{n \in \mathbb{N}: \mu\left(A \cap T_{n}^{-1}[A]\right)>0\right\}$. To see that $C$ is as required, let $n \in C$ and let $D=A \cap T_{n}^{-1}[A]$. We claim that $\left\{m \in \mathbb{N}: \mu\left(D \cap T_{m}^{-1}[D]\right)>0\right\} \subseteq-n+C$. To this end, let $m \in \mathbb{N}$ such that $\mu\left(D \cap T_{m}^{-1}[D]\right)>0$. Then

$$
\begin{aligned}
D \cap T_{m}^{-1}[D] & =A \cap T_{n}^{-1}[A] \cap T_{m}^{-1}\left[A \cap T_{n}^{-1}[A]\right] \\
& \subseteq A \cap T_{m}^{-1}\left[T_{n}^{-1}[A]\right] \\
& =A \cap\left(T_{n} \circ T_{m}\right)^{-1}[A] \\
& =A \cap T_{n+m}^{-1}[A]
\end{aligned}
$$

so $n+m \in C$.

Recall from Theorem 18.15 that an IP* set in $\mathbb{N} \times \mathbb{N}$ need not contain $\{w\} \times$ $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ for any sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$. In the final result of this section we show that a dynamical IP* set in the product of two semigroups with identities must contain sets of the form $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \times \operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)$. Indeed, it has a much stronger property: given any sequences $\left\langle w_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle z_{n}\right\rangle_{n=1}^{\infty}$ one can choose infinite product subsystems $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle w_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ of $\left\langle z_{n}\right\rangle_{n=1}^{\infty}$ with $\operatorname{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \times \operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right)$ contained in the given dynamical IP* set. More than this, they can be chosen in a parallel fashion. That is if $x_{n}=\prod_{t \in H_{n}} w_{t}$, then $y_{n}=\prod_{t \in H_{n}} z_{t}$.

We only discuss the product of two semigroups for simplicity and because the generalization to arbitrary finite products is straightforward.

Theorem 19.36. Let $S_{1}$ and $S_{2}$ be semigroups with identities and let $C$ be a dynamical IP* set in $S_{1} \times S_{2}$. Let $\left\langle w_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S_{1}$ and let $\left\langle z_{n}\right\rangle_{n=1}^{\infty}$ be a sequence in $S_{2}$. There exists a sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{P}_{f}(\mathbb{N})$ such that
(a) for each $n, \max H_{n}<\min H_{n+1}$ and
(b) iffor each $n, x_{n}=\prod_{t \in H_{n}} w_{t}$ and $y_{n}=\prod_{t \in H_{n}} z_{t}$, then

$$
\mathrm{FP}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \times \operatorname{FP}\left(\left\langle y_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq C
$$

Proof. Let $S=S_{1} \times S_{2}$. Let $e_{1}$ and $e_{2}$ denote the identities of $S_{1}$ and $S_{2}$, respectively.
Pick a measure space $(X, \mathscr{B}, \mu)$, a measure preserving action $\left\langle T_{(s, t)}\right\rangle_{(s, t) \in S_{1} \times S_{2}}$ of $S$ on $X$, and $A \in \mathscr{B}$ with $\mu(A)>0$ such that,

$$
D=\left\{(s, t) \in S: \mu\left(A \cap T_{(s, t)}^{-1}[A]\right)>0\right\} \subseteq C
$$

For each $F_{1}, F_{2} \in \mathcal{P}_{f}(\mathbb{N})$, we put $R_{F_{1}, F_{2}, 1}=T_{\left(\prod_{m \in F_{1}} w_{m}, \prod_{n \in F_{2}} z_{n}\right)}, R_{F_{1}, F_{2}, 2}=$ $T_{\left(\prod_{m \in F_{1}} w_{m}, e_{2}\right)}$ and $R_{F_{1}, F_{2}, 3}=T_{\left(e_{1}, \prod_{n \in F_{2}} z_{n}\right)}$.

For each $n \in \mathbb{N}$, we put $s_{1, n}=\left(w_{n}, z_{n}\right), s_{2, n}=\left(w_{n}, e_{2}\right)$ and $s_{3, n}=\left(e_{1}, z_{n}\right)$. By applying Lemma 19.33 .1 to these three sequences, we can find $H_{1} \in \mathscr{P}_{f}(\mathbb{N})$ such that $\mu\left(A \cap R_{H_{1}, H_{1}, i}^{-1}[A]\right)>0$ for every $i \in\{1,2,3\}$.

We now make the inductive assumption that $n \geq 1$ and that we have chosen $H_{1}, H_{2}, \ldots, H_{n}$ in $\mathscr{P}_{f}(\mathbb{N})$ satisfying the following conditions:
(1) $\max H_{i}<\min H_{i+1}$ for each $i \in\{1,2, \ldots, n-1\}$;
(2) $\mu\left(A \cap R_{F_{1}, F_{2}, i}^{-1}[A]\right)>0$ for every $i \in\{1,2,3\}$ and every $F_{1}, F_{2} \in \mathrm{FU}\left(\left\langle H_{i}\right\rangle_{i=1}^{n}\right)$.

For every $F_{1}, F_{2} \in \mathrm{FU}\left(\left\langle H_{i}\right\rangle_{i=1}^{n}\right)$ and $i \in\{1,2,3\}$, put $A_{F_{1}, F_{2}, i}=A \cap R_{F_{1}, F_{2}, i}^{-1}[A]$. By Lemma 19.33.1, we can choose $H_{n+1} \in \mathcal{P}_{f}(\mathbb{N})$ such that max $H_{n}<\min H_{n+1}$ and, for every $F_{1}, F_{2} \in \mathrm{FU}\left(\left\langle H_{i}\right\rangle_{i=1}^{n}\right)$ and every $i$ and $j$ in $\{1,2,3\}, \mu\left(A_{F_{1}, F_{2}, i} \cap\right.$ $\left.T_{\prod_{t \in H_{n+1}}^{-1} s_{j, t}} A_{F_{1}, F_{2}, i}\right)>0$. Our inductive assumption then holds with $n+1$ in place of $n$. So we can choose an infinite sequence $\left\langle H_{n}\right\rangle_{n=1}^{\infty}$ satisfying (1) and (2) for every $n \in \mathbb{N}$.

Conditions (a) and (b) in the statement of our theorem are then satisfied since, if $\left.K_{1}, K_{2} \in \mathcal{P}_{f}(\mathbb{N}), A \cap T_{\left(\prod_{m \in K_{1}}\right.}^{-1} x_{m}, \prod_{n \in K_{2}} y_{n}\right)[A]=A_{\bigcup_{m \in K_{1}} H_{m}, \cup_{n \in K_{2}} H_{n}, 1}$. So $\left(\prod_{m \in K_{1}} x_{m}, \prod_{n \in K_{2}} y_{n}\right) \in C$.

### 19.5 Notes

The notion of "dynamical system" is often defined only for compact metric spaces. The greater generality that we have chosen (which is essential if one is going to take $\beta S$ as the phase space of a dynamical system) is also common in the literature of dynamical systems. General references for topological dynamics include the books by R. Ellis [134] and J. Auslander [12].

Theorem 19.8 and Lemma 19.9 are due to B. Balcar and F. Franek in [20] as is the proof that we give of Theorem 19.10. Theorem 19.10 is proved by R. Ellis [134] in the case that $S$ is a group.

Theorem 19.15 is due to E. Glasner in [168], where it is stated in the case that $S$ is a countable Abelian group. Theorems 19.17 and 19.18 are from [217], a result of collaboration with J. Lawson and A. Lisan. Theorem 19.19 is due to W. Ruppert in [357]. E. Glasner has published [169] a proof that the enveloping semigroup of a minimal left ideal in $\beta \mathbb{Z}$ is not topologically and algebraically isomorphic to $\beta \mathbb{Z}$ via a map taking $n$ to $\lambda_{n}^{\prime}$. As a consequence, the condition of Theorem 19.18 does not hold in $\beta \mathbb{Z}$.

The equivalence of the notions of "central" and "dynamically central" was established in the case in which $S$ is countable and the phase space $X$ is metric in [42], a result of collaboration with V. Bergelson with the assistance of B. Weiss. The equivalence of these notions in the general case is a result of H . Shi and H. Yang in [362]. A preliminary version of Theorem 19.27 for countable Abelian groups was obtained by E. Glasner in [168]

Theorem 19.24 is due to J. Auslander [11] and R. Ellis [133].
Theorem 19.28.1 and Exercise 19.3.2 are due to S. Koppelberg in [284].
Most of the results of Section 19.4 are from an early draft of [47], results obtained in collaboration with V. Bergelson. Lemma 19.31 is a modification of standard results about Poincaré recurrence. Theorem 19.33 for the case $S=\mathbb{Z}$ is due to H. Furstenberg [156].

## Chapter 20

## Density - Connections with Ergodic Theory

As we have seen, many results in Ramsey Theory assert that, given a finite partition of some set, one cell of the partition must contain a specified kind of structure. One may ask instead that such a structure be found in any "large" set.

For example, van der Waerden's Theorem (Corollary 14.3) says that whenever $\mathbb{N}$ is divided into finitely many classes, one of these contains arbitrarily long arithmetic progressions. Szemerédi's Theorem says that whenever $A$ is a subset of $\mathbb{N}$ with positive upper density, $A$ contains arbitrarily long progressions.

Szemerédi's original proof of this theorem [374] was elementary, but very long and complicated. Subsequently, using ergodic theory, H. Furstenberg [155] provided a shorter proof of this result. This proof used his "correspondence principle" which can be viewed as a device for translating some problems involving sets of positive density in $\mathbb{N}$ into problems involving measure preserving systems, the primary object of study in ergodic theory.

We present in Section 20.2 a proof of Furstenberg's Correspondence Principle using the notion of $p$-limit and in Section 20.3 a strong density version of the Finite Sums Theorem obtained using the algebraic structure of $(\beta \mathbb{N},+)$.

### 20.1 Upper Density and Banach Density

We have already dealt with the notion of ordinary upper density of a subset $A$ of $\mathbb{N}$, which was defined by

$$
\bar{d}(A)=\limsup _{n \rightarrow \infty} \frac{|A \cap\{1,2, \ldots, n\}|}{n}
$$

Another notion of density that is more useful in the context of ergodic theory is that of Banach density which we define here in a quite general context.

Definition 20.1. Let $(S, \cdot)$ be a countable semigroup which has been enumerated as $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$ and let $A \subseteq S$. The right Banach density of $A$ is

$$
\begin{array}{r}
d_{r}^{*}(A)=\sup \{\alpha \in \mathbb{R}: \text { for all } n \in \mathbb{N} \text { there exist } m \geq n \text { and } x \in S \\
\text { such that } \left.\frac{\left|A \cap\left\{s_{1}, s_{2}, \ldots, s_{m}\right\} \cdot x\right|}{m} \geq \alpha\right\}
\end{array}
$$

and the left Banach density of $A$ is

$$
\begin{aligned}
& d_{l}^{*}(A)=\sup \{\alpha \in \mathbb{R}: \text { for all } n \in \mathbb{N} \text { there exist } m \geq n \text { and } x \in S \\
& \text { such that } \left.\frac{\left|A \cap x \cdot\left\{s_{1}, s_{2}, \ldots, s_{m}\right\}\right|}{m} \geq \alpha\right\} .
\end{aligned}
$$

If $S$ is commutative, one has $d_{r}^{*}=d_{l}^{*}$ and we simply write $d^{*}(A)$ for the Banach density of $A$.

Notice that the Banach density of a subset $A$ of $S$ depends on the fixed enumeration of $S$. For example, in the semigroup $(\mathbb{N},+)$, if $\mathbb{N}$ is enumerated as

$$
1,2,3,4,6,5,8,10,12,14,7,16,18,20,22,24,26,28,30,9,32, \ldots
$$

then $d^{*}(2 \mathbb{N})=1$, while with respect to the usual enumeration of $\mathbb{N}, d^{*}(2 \mathbb{N})=\frac{1}{2}$. When working with the semigroup $(\mathbb{N},+)$ we shall always assume that it has its usual enumeration so that

$$
\begin{aligned}
& d^{*}(A)=\sup \{\alpha \in \mathbb{R}: \text { for all } n \in \mathbb{N} \text { there exist } m \geq n \text { and } x \in \mathbb{N} \\
& \text { such that } \left.\frac{|A \cap\{x+1, x+2, \ldots, x+m\}|}{m} \geq \alpha\right\}
\end{aligned}
$$

Lemma 20.2. Let $(S, \cdot)$ be a countable semigroup which has been enumerated as $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$ and let $A, B \subseteq S$. Then $d_{r}^{*}(A \cup B) \leq d_{r}^{*}(A)+d_{r}^{*}(B)$ and $d_{l}^{*}(A \cup$ $B) \leq d_{l}^{*}(A)+d_{l}^{*}(B)$. If $S$ is right cancellative, then $d_{r}^{*}(S)=1$ and if $S$ is left cancellative, then $d_{l}^{*}(S)=1$

Proof. This is Exercise 20.1.1.
Recall that we have defined $\Delta=\{p \in \beta \mathbb{N}$ : for all $A \in p, \bar{d}(A)>0\}$. We introduce in a more general context the similar sets defined in terms of $d_{r}^{*}$ and $d_{l}^{*}$.

Definition 20.3. Let $(S, \cdot)$ be a countable semigroup which has been enumerated as $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$. Then $\Delta_{r}^{*}(S, \cdot)=\left\{p \in \beta S:\right.$ for all $\left.A \in p, d_{r}^{*}(A)>0\right\}$ and $\Delta_{l}^{*}(S, \cdot)=$ $\left\{p \in \beta S\right.$ : for all $\left.A \in p, d_{l}^{*}(A)>0\right\}$.

Again, if $S$ is commutative we write $\Delta^{*}(S, \cdot)$ for $\Delta_{r}^{*}(S, \cdot)=\Delta_{l}^{*}(S, \cdot)$.
Lemma 20.4. Let $(S, \cdot)$ be a countable semigroup which has been enumerated as $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$ and let $A \subseteq S$.
(a) If $d_{r}^{*}(A)>0$, then $\bar{A} \cap \Delta_{r}^{*}(S, \cdot) \neq \emptyset$.
(b) If $d_{l}^{*}(A)>0$, then $\bar{A} \cap \Delta_{l}^{*}(S, \cdot) \neq \emptyset$.

Proof. We establish (a) only. By Theorem 3.11 it suffices to show that if $\mathcal{F}$ is a finite nonempty subset of $\mathcal{P}(S)$ and $d_{r}^{*}(\bigcup \mathcal{F})>0$, then for some $B \in \mathcal{F}, d_{r}^{*}(B)>0$. This follows from Lemma 20.2.

Recall from Theorems 6.79 and 6.80 that both $\Delta$ and $\mathbb{N}^{*} \backslash \Delta$ are left ideals of $(\beta \mathbb{N},+)$ and of $(\beta \mathbb{N}, \cdot)$. By way of contrast, we see in the following theorems that $S^{*} \backslash \Delta_{r}^{*}$ is far from being a left ideal of $\beta S$ and $S^{*} \backslash \Delta_{l}^{*}$ is far from being a right ideal of $\beta S$.

Theorem 20.5. Let $(S, \cdot)$ be a countable right cancellative semigroup which has been enumerated as $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$. Then $\Delta_{r}^{*}(S, \cdot)$ is a right ideal of $\beta S$.

Proof. One has that $\Delta_{r}^{*}(S, \cdot) \neq \emptyset$ by Lemma 20.4 and the fact from Lemma 20.2 that $d_{r}^{*}(S)>0$. Let $p \in \Delta_{r}^{*}(S, \cdot)$, let $q \in \beta S$, and let $A \in p \cdot q$. We need to show that $d_{r}^{*}(A)>0$. Let $B=\left\{y \in S: y^{-1} A \in q\right\}$. Then $B \in p$ so $d_{r}^{*}(B)>0$. Pick $\alpha>0$ such that for all $n \in \mathbb{N}$ there exist $m \geq n$ and $x \in S$ such that $\frac{\left|B \cap\left\{s_{1}, s_{2}, \ldots, s_{m}\right\} \cdot x\right|}{m} \geq \alpha$.

To see that $d_{r}^{*}(A) \geq \alpha$, let $n \in \mathbb{N}$ and pick $m \geq n$ and $x \in S$ such that $\frac{\left|B \cap\left\{s_{1}, s_{2}, \ldots, s_{m}\right\} \cdot x\right|}{m} \geq \alpha$. Let $C=B \cap\left\{s_{1}, s_{2}, \ldots, s_{m}\right\} \cdot x$ and pick $z \in \bigcap_{y \in C} y^{-1} A$. Then, since $S$ is right cancellative, $\rho_{z \mid C}$ is a one-to-one function from $C$ to $A \cap$ $\left\{s_{1}, s_{2}, \ldots, s_{m}\right\} \cdot x z$ so $\frac{\left|A \cap\left\{s_{1}, s_{2}, \ldots, s_{m}\right\} \cdot x z\right|}{m} \geq \alpha$.

Theorem 20.6. Let $(S, \cdot)$ be a countable left cancellative semigroup which has been enumerated as $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$. Then $\Delta_{l}^{*}(S, \cdot)$ is a left ideal of $\beta S$.
Proof. Let $p \in \Delta_{l}^{*}(S, \cdot)$, let $q \in \beta S$, and let $A \in q \cdot p$. We need to show that $d_{l}^{*}(A)>0$. Now $\left\{y \in S: y^{-1} A \in p\right\} \in q$ so pick $y \in S$ such that $y^{-1} A \in p$. Then $d_{l}^{*}\left(y^{-1} A\right)>0$ so pick $\alpha>0$ such that for all $n \in \mathbb{N}$ there exist $m \geq n$ and $x \in S$ such that $\frac{\left|y^{-1} A \cap x \cdot\left\{s_{1}, s_{2}, \ldots, s_{m}\right\}\right|}{m} \geq \alpha$. Now given $m$ and $x$, since $S$ is left cancellative, $\lambda_{y}$ is a one-to-one function from $y^{-1} A \cap x \cdot\left\{s_{1}, s_{2}, \ldots, s_{m}\right\}$ to $A \cap y x \cdot\left\{s_{1}, s_{2}, \ldots, s_{m}\right\}$, and consequently, $d_{l}^{*}(A) \geq \alpha$.

As a consequence of Theorems 20.5 and 20.6, if $S$ is commutative and cancellative, then $\Delta^{*}(S)$ is an ideal of $\beta S$.

Theorem 20.7. Let $(S, \cdot)$ be a countable right cancellative semigroup which has been enumerated as $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$. For any $A \subseteq S$, if $A$ is piecewise syndetic, then there is some $G \in \mathcal{P}_{f}(S)$ such that $d_{r}^{*}\left(\bigcup_{t \in G} t^{-1} A\right)=1$. If $(S, \cdot)=(\mathbb{N},+)$, then the converse holds. Consequently,

$$
\begin{array}{r}
c \ell K(\beta \mathbb{N},+)=\left\{p \in \beta \mathbb{N}: \text { for all } A \in p \text { there exists } G \in \mathcal{P}_{f}(\mathbb{N})\right. \\
\text { such that } \left.d^{*}\left(\bigcup_{t \in G}-t+A\right)=1\right\}
\end{array}
$$

Proof. Let $A \subseteq S$, assume that $A$ is piecewise syndetic, and pick $G \in \mathcal{P}_{f}(S)$ such that for each $F \in \mathcal{P}_{f}(S)$ there exists $x \in S$ with $F \cdot x \subseteq \bigcup_{t \in G} t^{-1} A$. To see that $d_{r}^{*}\left(\cup_{t \in G} t^{-1} A\right)=1$, let $n \in \mathbb{N}$ be given and pick $x \in S$ such that

$$
\left\{s_{1}, s_{2}, \ldots, s_{n}\right\} \cdot x \subseteq \bigcup_{t \in G} t^{-1} A
$$

Then

$$
\left|\bigcup_{t \in G} t^{-1} A \cap\left\{s_{1}, s_{2}, \ldots, s_{n}\right\} \cdot x\right|=n .
$$

Now assume that $(S, \cdot)=(\mathbb{N},+)$ and we have $G \in \mathcal{P}_{f}(\mathbb{N})$ such that $d^{*}\left(\bigcup_{t \in G}-t+\right.$ $A)=1$. Let $F \in \mathcal{P}_{f}(\mathbb{N})$ be given and pick $k \in \mathbb{N}$ such that $F \subseteq\{1,2, \ldots, k\}$. We claim that there is some $x \in \mathbb{N}$ such that $\{x+1, x+2, \ldots, x+k\} \subseteq\left(\bigcup_{t \in G}-t+A\right)$. To see this, pick some $m>2 k^{2}$ and some $y \in \mathbb{N}$ such that

$$
\left|\{y+1, y+2, \ldots, y+m\} \cap\left(\bigcup_{t \in G}-t+A\right)\right|>\left(1-\frac{1}{2 k}\right) m
$$

and pick $v \in \mathbb{N}$ such that $v k<m \leq(v+1) k$, noting that $v \geq 2 k$. If for some $i \in\{0,1, \ldots, v-1\}$ one has $\{y+i k+1, y+i k+2, \ldots, y+(i+1) k\} \subseteq \bigcup_{t \in G}-t+A$, then we are done, so suppose instead that for each $i \in\{0,1, \ldots, v-1\}$,

$$
\left|\{y+i k+1, y+i k+2, \ldots, y+(i+1) k\} \cap\left(\bigcup_{t \in G}-t+A\right)\right| \leq k-1
$$

Then

$$
\begin{aligned}
\left(1-\frac{1}{2 k}\right) m & <\left|\{y+1, y+2, \ldots, y+m\} \cap\left(\bigcup_{t \in G}-t+A\right)\right| \\
& =\sum_{i=0}^{v-1}\left|\{y+i k+1, y+i k+2, \ldots, y+(i+1) k\} \cap\left(\bigcup_{t \in G}-t+A\right)\right| \\
& +\left|\{y+v k+1, y+v k+2, \ldots, y+m\} \cap\left(\bigcup_{t \in G}-t+A\right)\right| \\
& \leq v(k-1)+k
\end{aligned}
$$

so, since $m>v k$, one has that $\left(1-\frac{1}{2 k}\right) v k<v(k-1)+k$ so that $2 k>v$, a contradiction.

The final conclusion now follows from Corollary 4.41.
The following result reflects the interaction of addition and multiplication in $\beta \mathbb{N}$ which was treated in Chapter 13.

Theorem 20.8. The set $\Delta^{*}(\mathbb{N},+)$ is a left ideal of $(\beta \mathbb{N}, \cdot)$.
Proof. Let $p \in \Delta^{*}(\mathbb{N},+)$ and let $q \in \beta \mathbb{N}$. To see that $q \cdot p \in \Delta^{*}(\mathbb{N},+)$, let $A \in q \cdot p$. Then $\left\{x \in \mathbb{N}: x^{-1} A \in p\right\} \in q$ so pick $x$ such that $x^{-1} A \in p$. Then $d^{*}\left(x^{-1} A\right)>0$ (where here, of course, we are referring to the additive version of $d^{*}$ ) so pick $\alpha>0$ such that for all $n \in \mathbb{N}$ there exist $m \geq n$ and $y \in \mathbb{N}$ such that $\frac{\left|x^{-1} A \cap\{y+1, y+2, \ldots, y+m\}\right|}{m} \geq \alpha$. Then given such $n, m$, and $y$, one has that

$$
\frac{|A \cap\{x y+1, x y+2, \ldots, x y+x m\}|}{m} \geq \alpha
$$

so that $d^{*}(A) \geq \frac{\alpha}{x}$.

Recall that, given a subset $A$ of a semigroup $(S, \cdot)$ that we have defined a tree $T$ in $A$ whose nodes are functions. Recall further that given a node $f$ of $T$, the set of successors to $f$ is denoted by $B_{f}$ and that $T$ is a FP-tree provided that for each node $f$ of $T, B_{f}$ consists of all finite products of entries on paths extending $f$ which occur after $f$. (By a path in $T$ we mean a function $g: \omega \rightarrow A$ such that for each $n \in \omega$, the restriction of $g$ to $\{0,1, \ldots, n-1\}$ is in $T$.)

Theorem 20.9. Let $(S, \cdot)$ be a countable cancellative semigroup which has been enumerated as $\left\langle s_{n}\right\rangle_{n=1}^{\infty}$. Let $r \in \mathbb{N}$ and let $S=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in\{1,2, \ldots, r\}$ and a tree $T$ in $A_{i}$ such that for each path $g$ in $T, \operatorname{FP}\left(\langle g(n)\rangle_{n=0}^{\infty}\right) \subseteq A_{i}$, and for each node $f$ of $T, d_{r}^{*}\left(B_{f}\right)>0$ and $d_{l}^{*}\left(B_{f}\right)>0$.

Proof. By Theorems 20.5 and 20.6, $\Delta_{r}^{*}(S, \cdot)$ is a right ideal of $\beta S$ and $\Delta_{l}^{*}(S, \cdot)$ is a left ideal of $\beta S$. By Corollary 2.6 and Theorem 2.7 pick an idempotent $p \in$ $\Delta_{r}^{*}(S, \cdot) \cap \Delta_{l}^{*}(S, \cdot)$ and pick $i \in\{1,2, \ldots, r\}$ such that $A_{i} \in p$. Then by Lemma 14.24 there is an FP-tree $T$ in $A_{i}$ such that for each $f \in T, B_{f} \in p$. Thus, in particular, for each $f \in T, d_{r}^{*}\left(B_{f}\right)>0$ and $d_{l}^{*}\left(B_{f}\right)>0$.

The following theorem is not a corollary to Theorem 20.9 because $d^{*}(A)>0$ does not imply that $\bar{d}(A)>0$. The proof is essentially the same, however, so we leave that proof as an exercise.

Theorem 20.10 is an interesting example of the strength of combinatorial results obtainable using idempotents in $\beta \mathbb{N}$.

Theorem 20.10. Let $r \in \mathbb{N}$ and let $\mathbb{N}=\bigcup_{i=1}^{r} A_{i}$. There exist $i \in\{1,2, \ldots, r\}$ and a tree $T$ in $A_{i}$ such that for each path $g$ in $T, \mathrm{FS}\left(\langle g(n)\rangle_{n=0}^{\infty}\right) \subseteq A_{i}$, and for each node $f$ of $T, \bar{d}\left(B_{f}\right)>0$.

Proof. This is Exercise 20.1.2.
The following lemma will be needed in the next section.
Lemma 20.11. Let $A \subseteq \mathbb{N}$ such that $d^{*}(A)=\alpha>0$. Then there exists some sequence $\left\langle I_{k}\right\rangle_{k=1}^{\infty}$ of intervals in $\mathbb{N}$ such that $\lim _{k \rightarrow \infty}\left|I_{k}\right|=\infty$ and

$$
\lim _{k \rightarrow \infty} \frac{\left|A \cap I_{k}\right|}{\left|I_{k}\right|}=\alpha
$$

Proof. This is Exercise 20.1.3.
Exercise 20.1.1. Prove Lemma 20.2.
Exercise 20.1.2. Using the fact that $\Delta$ is a left ideal of $(\beta \mathbb{N},+)$ (Theorem 6.79), prove Theorem 20.10.

Exercise 20.1.3. Prove Lemma 20.11.

### 20.2 The Correspondence Principle

Recall that we have defined a measure preserving system as a quadruple ( $X, \mathscr{B}, \mu$, $\left.\left\langle T_{S}\right\rangle_{s \in S}\right)$ where $(X, \mathscr{B}, \mu)$ is a measure space and $\left\langle T_{S}\right\rangle_{s \in S}$ is a measure preserving action of a semigroup $S$ on $X$.

If the semigroup is $(\mathbb{N},+)$, the action $\left\langle T_{n}\right\rangle_{n \in \mathbb{N}}$ is generated by a single function $T_{1}$ and we put $T=T_{1}$ and refer to the measure preserving $\operatorname{system}(X, \mathscr{B}, \mu, T)$.

Theorem 20.12 (Furstenberg's Correspondence Principle). Let $A \subseteq \mathbb{N}$ with $d^{*}(A)>$ 0 . There exist a measure preserving system $(X, \mathscr{B}, \mu, T)$ (in which $X$ is a compact metric space and $T$ is a homeomorphism from $X$ onto $X)$ and a set $A^{\prime} \in \mathscr{B}$ such that
(1) $\mu\left(A^{\prime}\right)=d^{*}(A)$ and
(2) for every $F \in \mathscr{P}_{f}(\mathbb{N}), d^{*}\left(A \cap \bigcap_{n \in F}(-n+A)\right) \geq \mu\left(A^{\prime} \cap \bigcap_{n \in F} T^{-n}\left[A^{\prime}\right]\right)$.

Proof. Let $\Omega=\mathbb{Z}_{\{0,1\}}$ with the product topology and let $T: \Omega \rightarrow \Omega$ be the shift defined by $T(x)(n)=x(n+1)$. (By Exercise 20.2 .1 one has in fact that $\Omega$ is a metric space.) Let $\xi$ be the characteristic function of $A$ (viewed as a subset of $\mathbb{Z}$ ). Let $X=c \ell\left\{T^{n}(\xi): n \in \mathbb{Z}\right\}$, the orbit closure of $\xi$. Then $X$ is a compact metric space and (the restriction of) $T$ is a homeomorphism from $X$ onto $X$.

For each $n \in \mathbb{Z}$, let $D_{n}=X \cap \pi_{n}{ }^{-1}[\{1\}]=\{\delta \in X: \delta(n)=1\}$ and notice that $D_{n}$ is clopen in $X$. Let $\mathcal{A}$ be the Boolean algebra of sets generated by $\left\{D_{n}: n \in \mathbb{Z}\right\}$ and let $\mathscr{B}$ be the $\sigma$-algebra generated by $\left\{D_{n}: n \in \mathbb{Z}\right\}$. Notice that for each $n \in \mathbb{Z}$, $T\left[D_{n}\right]=D_{n-1}$ and $T^{-1}\left[D_{n}\right]=D_{n+1}$. Consequently, if $B \in \mathscr{B}$, then $T^{-1}[B] \in \mathscr{B}$ (and $T[B] \in \mathscr{B}$ ).

Define $\varphi: \mathcal{P}(X) \rightarrow \mathcal{P}(\mathbb{N})$ by $\varphi(B)=\left\{n \in \mathbb{N}: T^{n}(\xi) \in B\right\}$. Let $\alpha=d^{*}(A)$ and pick by Lemma 20.11 a sequence $\left\langle I_{k}\right\rangle_{k=1}^{\infty}$ of intervals in $\mathbb{N}$ such that $\lim _{k \rightarrow \infty}\left|I_{k}\right|=\infty$ and

$$
\lim _{k \rightarrow \infty} \frac{\left|A \cap I_{k}\right|}{\left|I_{k}\right|}=\alpha
$$

Pick any $p \in \mathbb{N}^{*}$ and define $v: \mathscr{P}(X) \rightarrow[0,1]$ by

$$
\nu(B)=p-\lim _{k \in \mathbb{N}} \frac{\left|\varphi(B) \cap I_{k}\right|}{\left|I_{k}\right|}
$$

Notice that $\nu(X)=1$. Further, given any $B, C \subseteq X$, one has $\varphi(B \cap C)=\varphi(B) \cap$ $\varphi(C)$ (so that, in particular, if $B \cap C=\emptyset$, then $\varphi(B) \cap \varphi(C)=\emptyset$ ) and $\varphi(B \cup C)=$ $\varphi(B) \cup \varphi(C)$. Thus, if $B$ and $C$ are disjoint subsets of $X$, then

$$
\begin{aligned}
v(B \cup C) & =p-\lim _{k \in \mathbb{N}} \frac{\left|(\varphi(B) \cup \varphi(C)) \cap I_{k}\right|}{\left|I_{k}\right|} \\
& =p-\lim _{k \in \mathbb{N}} \frac{\left|\varphi(B) \cap I_{k}\right|+\left|\varphi(C) \cap I_{k}\right|}{\left|I_{k}\right|} \\
& =v(B)+v(C) .
\end{aligned}
$$

Next we claim that for any $B \subseteq X, v\left(T^{-1}[B]\right)=v(B)$. Indeed, $\varphi\left(T^{-1}[B]\right)=$ $(-1+\varphi(B)) \cap \mathbb{N}$ so

$$
v\left(T^{-1}[B]\right)=p-\lim _{k \in \mathbb{N}} \frac{\left|(-1+\varphi(B)) \cap I_{k}\right|}{\left|I_{k}\right|}=p-\lim _{k \in \mathbb{N}} \frac{\left|\varphi(B) \cap I_{k}\right|}{\left|I_{k}\right|}=v(B)
$$

because for any $k \in \mathbb{N},\left|(-1+\varphi(B)) \cap I_{k}\right|$ and $\left|\varphi(B) \cap I_{k}\right|$ differ by at most 1 .
Thus $v$ is finitely additive and $T$-invariant on $\mathscr{P}(X)$ and hence in particular on $\mathcal{A}$. Further all members of $\mathcal{A}$ are clopen in $X$, so if one has a sequence $\left\langle B_{n}\right\rangle_{n=1}^{\infty}$ in $\mathcal{A}$ such that each $B_{n+1} \subseteq B_{n}$ and $\bigcap_{n=1}^{\infty} B_{n}=\emptyset$, then since $X$ is compact there is some $k$ such that for all $n \geq k, B_{n}=\emptyset$ and hence $\lim _{n \rightarrow \infty} \nu\left(B_{n}\right)=0$.

Therefore, we are in a position to apply Hopf's Extension Theorem. (This is a standard result in first year analysis courses. See for example [184, Exercise 10.37] or [22, Satz 3.2].) The finitely additive measure $v$ on $\mathscr{A}$ can be extended to a countably additive measure $\mu$ on $\mathscr{B}$ where for each $B \in \mathscr{B}$,

$$
\mu(B)=\inf \left\{\sum_{C \in \mathscr{E}} v(C): \mathscr{E} \subseteq \mathcal{A},|\mathscr{E}| \leq \omega, \text { and } B \subseteq \bigcup \mathscr{E}\right\}
$$

Using this description of $\mu(B)$ and the fact that for $C \in \mathcal{A}, v\left(T^{-1}[C]\right)=v(C)$, one sees immediately that for all $B \in \mathscr{B}, \mu\left(T^{-1}[B]\right)=\mu(B)$. Thus we have that $(X, \mathscr{B}, \mu, T)$ is a measure preserving system.

Let $A^{\prime}=D_{0}=\{\delta \in X: \delta(0)=1\}$ and observe that $\varphi\left(A^{\prime}\right)=A$ and for each $n \in \mathbb{N}, T^{-n}\left[A^{\prime}\right]=D_{n}$ and $\varphi\left(D_{n}\right)=(-n+A) \cap \mathbb{N}$. Thus

$$
\mu\left(A^{\prime}\right)=v\left(A^{\prime}\right)=p-\lim _{k \in \mathbb{N}} \frac{\left|\varphi\left(A^{\prime}\right) \cap I_{k}\right|}{\left|I_{k}\right|}=p-\lim _{k \in \mathbb{N}} \frac{\left|A \cap I_{k}\right|}{\left|I_{k}\right|}=\alpha
$$

and given any $F \in \mathcal{P}_{f}(\mathbb{N})$,

$$
\begin{aligned}
\mu\left(A^{\prime} \cap \bigcap_{n \in F} T^{-n}\left[A^{\prime}\right]\right) & =\mu\left(D_{0} \cap \bigcap_{n \in F} D_{n}\right) \\
& =v\left(D_{0} \cap \bigcap_{n \in F} D_{n}\right) \\
& =p-\lim _{k \in \mathbb{N}} \frac{\left|\varphi\left(D_{0}\right) \cap \bigcap_{n \in F} \varphi\left(D_{n}\right) \cap I_{k}\right|}{\left|I_{k}\right|} \\
& =p-\lim _{k \in \mathbb{N}} \frac{\left|A \cap \bigcap_{n \in F}(-n+A) \cap I_{k}\right|}{\left|I_{k}\right|} \\
& \leq d^{*}\left(\bigcap_{n \in F} A \cap(-n+A)\right) .
\end{aligned}
$$

When proving Szemerédi's Theorem, one wants to show that, given a set $A$ with $d^{*}(A)>0$ and $\ell \in \mathbb{N}$, there is some $d \in \mathbb{N}$ such that

$$
\{a \in \mathbb{N}:\{a, a+d, a+2 d, \ldots, a+\ell d\} \subseteq A\} \neq \emptyset
$$

As is typical of ergodic theoretic proofs of combinatorial facts, one establishes this fact by showing that the set is in fact large. The proof of the following theorem requires extensive background development, so we do not present it here.

Theorem 20.13. Let $(X, \mathscr{B}, \mu)$ be a measure space, let $T_{1}, T_{2}, \ldots, T_{\ell}$ be commuting measure preserving transformations of $(X, \mathscr{B}, \mu)$, and let $B \in \mathscr{B}$ with $\mu(B)>0$. Then there exists $d \in \mathbb{N}$ such that $\mu\left(B \cap \bigcap_{i=1}^{\ell} T_{i}^{-d}[B]\right)>0$.

Proof. [156, Theorem 7.15].
Corollary 20.14 (Szemerédi's Theorem). Let $A \subseteq \mathbb{N}$ with $d^{*}(A)>0$. Then $A$ contains arbitrarily long arithmetic progressions.

Proof. Pick by Theorem 20.12 a measure preserving system $(X, \mathscr{B}, \mu, T)$ and a set $A^{\prime} \in \mathscr{B}$ such that
(1) $\mu\left(A^{\prime}\right)=d^{*}(A)$ and
(2) for every $F \in \mathcal{P}_{f}(\mathbb{N})$,

$$
d^{*}\left(A \cap \bigcap_{n \in F}(-n+A)\right) \geq \mu\left(A^{\prime} \cap \bigcap_{n \in F} T^{-n}\left[A^{\prime}\right]\right)
$$

Let $\ell \in \mathbb{N}$ be given and for each $i \in\{1,2, \ldots, \ell\}$, let $T_{i}=T^{i}$. Notice that $T_{1}, T_{2}$, $\ldots, T_{\ell}$ are measure preserving transformations of $(X, \mathcal{B}, \mu)$ that commute with each other. Pick by Theorem 20.13 some $d \in \mathbb{N}$ such that $\mu\left(A^{\prime} \cap \bigcap_{i=1}^{\ell} T_{i}^{-d}\left[A^{\prime}\right]\right)>0$ and notice that for each $i, T_{i}^{-d}=T^{-i d}$. Let $F=\{d, 2 d, 3 d, \ldots, \ell d\}$. Then

$$
d^{*}\left(A \cap \bigcap_{n \in F}(-n+A)\right) \geq \mu\left(A^{\prime} \cap \bigcap_{n \in F} T^{-n}\left[A^{\prime}\right]\right)>0
$$

so $A \cap \bigcap_{n \in F}(-n+A) \neq \emptyset$ so pick $a \in A \cap \bigcap_{n \in F}(-n+A)$. Then $\{a, a+d$, $a+2 d, \ldots, a+\ell d\} \subseteq A$.

Exercise 20.2.1. Let $\Omega=\mathbb{Z}_{\{0,1\}}$ and for $\xi \neq \eta$ in $\Omega$, define $\rho(\xi, \eta)=\frac{1}{k+1}$ where $k=\min \{|t|: t \in \mathbb{Z}$ and $\xi(t) \neq \eta(t)\}$ (and of course $\rho(\xi, \xi)=0$ ). Prove that $\rho$ is a metric on $\Omega$ and the metric and product topologies on $\Omega$ agree.

### 20.3 A Density Version of the Finite Sums Theorem

The straightforward density version of the Finite Sums Theorem (which would assert that any set $A \subseteq \mathbb{N}$ such that $\bar{d}(A)>0$ - or perhaps $d^{*}(A)>0$ - would contain $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ for some sequence $\left.\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right)$ is obviously false. Consider $A=2 \mathbb{N}+1$. However, a consideration of the proof of Szemerédi's Theorem via ergodic theory
reminds us that the proof was obtained by showing that a set which was only required to be nonempty was in fact large.

Viewed in this way, the Finite Sums Theorem says that whenever $r \in \mathbb{N}$ and $\mathbb{N}=$ $\bigcup_{i=1}^{r} A_{i}$, there exist $i \in\{1,2, \ldots, r\}$ and a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ such that for each $n$, $x_{n+1} \in A_{i} \cap \bigcap\left\{-\sum_{t \in F} x_{t}+A_{i}: \emptyset \neq F \subseteq\{1,2, \ldots, n\}\right\}$. In this section we show that not only this set, but indeed many of its subsets, can be made to have positive upper density and specify how big these sets can be made to be.

Lemma 20.15. Let $A \subseteq \mathbb{N}$ such that $\bar{d}(A)>0$ and let $B$ be an infinite subset of $\mathbb{N}$. For every $\epsilon>0$ there exist $x<y$ in $B$ such that $\bar{d}(A \cap(-(y-x)+A)) \geq \bar{d}(A)^{2}-\epsilon$.

Proof. Let $a=\bar{d}(A)$ and pick a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\lim _{n \rightarrow \infty} x_{n}=\infty$ and

$$
\lim _{n \rightarrow \infty} \frac{\left|A \cap\left\{1,2, \ldots, x_{n}\right\}\right|}{x_{n}}=a
$$

Notice that for every $t \in \mathbb{N}, \lim _{n \rightarrow \infty} \frac{\left|(-t+A) \cap\left\{1,2, \ldots, x_{n}\right\}\right|}{x_{n}}=a$.
Enumerate $B$ in increasing order as $\left\langle y_{i}\right\rangle_{i=1}^{\infty}$. Let $\epsilon>0$ be given. If $\epsilon \geq a^{2}$, the conclusion is trivial, so assume that $\epsilon<a^{2}$ and let $b=\sqrt{a^{2}-\epsilon / 2}$. Pick $k \in \mathbb{N}$ such that $k>\frac{4 a}{\epsilon}$ and pick $\ell \in \mathbb{N}$ such that for all $i \in\{1,2, \ldots, k\}$ and all $n \geq \ell$,

$$
b<\frac{\left|\left(-y_{i}+A\right) \cap\left\{1,2, \ldots, x_{n}\right\}\right|}{x_{n}}<2 a
$$

It suffices to show that for some pair $(i, j)$ with $1 \leq i<j \leq k$, one has

$$
\bar{d}\left(\left(-y_{i}+A\right) \cap\left(-y_{j}+A\right)\right) \geq a^{2}-\epsilon
$$

since $\bar{d}\left(\left(-y_{i}+A\right) \cap\left(-y_{j}+A\right)\right)=\bar{d}\left(A \cap\left(-\left(y_{j}-y_{i}\right)+A\right)\right)$. Suppose instead that this conclusion fails. Then in particular for each pair $(i, j)$ with $1 \leq i<j \leq k$, there is some $v_{i, j} \in \mathbb{N}$ such that for all $n \geq v_{i, j}$

$$
\frac{\left|\left(-y_{i}+A\right) \cap\left(-y_{j}+A\right) \cap\left\{1,2, \ldots, x_{n}\right\}\right|}{x_{n}}<a^{2}-\epsilon \ldots
$$

Let $n=\max \left(\{\ell\} \cup\left\{v_{i, j}: 1 \leq i<j \leq k\right\}\right)$ and let $m=x_{n}$. For each $i \in$ $\{1,2, \ldots, k\}$, let $A_{i}=\left(-y_{i}+A\right) \cap\{1,2, \ldots, m\}$ and for any $C \subseteq\{1,2, \ldots, m\}$, let $\mu(C)=\frac{|C|}{m}$. Then for each $i \in\{1,2, \ldots, k\}, b<\mu\left(A_{i}\right)<2 a$, and for $1 \leq i<j \leq$ $k, \mu\left(A_{i} \cap A_{j}\right)<a^{2}-\epsilon$. Notice also that for $C \subseteq\{1,2, \ldots, k\}$,

$$
\mu(C)=\frac{\sum_{t=1}^{m} \chi_{C}(t)}{m}
$$

We claim that it suffices to show that

$$
k^{2} b^{2}<\sum_{i=1}^{k} \mu\left(A_{i}\right)+2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \mu\left(A_{i} \cap A_{j}\right)
$$

Indeed, once we have done so, we have $k^{2} b^{2}<2 k a+k(k-1)\left(a^{2}-\epsilon\right)$ so that

$$
\begin{aligned}
2 a & >k\left(\epsilon-\left(a^{2}-b^{2}\right)\right)+a^{2}-\epsilon \\
& >k\left(\epsilon-\left(a^{2}-b^{2}\right)\right) \\
& =\frac{k \epsilon}{2} \\
& >2 a,
\end{aligned}
$$

a contradiction.
To establish the desired inequality, observe first that

$$
k b<\sum_{i=1}^{k} \mu\left(A_{i}\right)=\frac{\sum_{i=1}^{k} \sum_{t=1}^{m} \chi_{A_{i}}(t)}{m}
$$

so that

$$
\begin{equation*}
k^{2} b^{2}<\frac{\left(\sum_{t=1}^{m} \sum_{i=1}^{k} \chi_{A_{i}}(t)\right)^{2}}{m^{2}} \tag{1}
\end{equation*}
$$

Next one establishes by a routine induction on $m$ that for any function $f:\{1,2$, $\ldots, m\} \rightarrow \mathbb{R}$,

$$
m \sum_{t=1}^{m} f^{2}(t)-\left(\sum_{t=1}^{m} f(t)\right)^{2}=\sum_{t=2}^{m} \sum_{s=1}^{t-1}(f(t)-f(s))^{2}
$$

and thus $m \sum_{t=1}^{m} f^{2}(t) \geq\left(\sum_{t=1}^{m} f(t)\right)^{2}$. Then in particular

$$
\left(\sum_{t=1}^{m} \sum_{i=1}^{k} \chi_{A_{i}}(t)\right)^{2} \leq m \sum_{t=1}^{m}\left(\sum_{i=1}^{k} \chi_{A_{i}}(t)\right)^{2}
$$

and thus by (1) we have

$$
\begin{equation*}
k^{2} b^{2}<\frac{\sum_{t=1}^{m}\left(\sum_{i=1}^{k} \chi_{A_{i}}(t)\right)^{2}}{m} \tag{2}
\end{equation*}
$$

Now, for any $t$,

$$
\begin{aligned}
\left(\sum_{i=1}^{k} \chi_{A_{i}}(t)\right)^{2} & =\sum_{i=1}^{k} \chi_{A_{i}}{ }^{2}(t)+2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \chi_{A_{i}}(t) \chi_{A_{j}}(t) \\
& =\sum_{i=1}^{k} \chi_{A_{i}}(t)+2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \chi_{A_{i} \cap A_{j}}(t)
\end{aligned}
$$

so that

$$
\begin{aligned}
\frac{\sum_{t=1}^{m}\left(\sum_{i=1}^{k} \chi_{A_{i}}(t)\right)^{2}}{m}= & \frac{\sum_{i=1}^{k} \sum_{t=1}^{m} \chi_{A_{i}}(t)}{m} \\
& +\frac{2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \sum_{t=1}^{m} \chi_{A_{i} \cap A_{j}}(t)}{m} \\
= & \sum_{i=1}^{k} \mu\left(A_{i}\right)+2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \mu\left(A_{i} \cap A_{j}\right)
\end{aligned}
$$

Now, using (2) the required inequality is established.
Notice that in Lemma 20.15, one cannot do better than $\bar{d}(A)^{2}$. Indeed, choose a set $A \subseteq \mathbb{N}$ by randomly assigning (with probability $\frac{1}{2}$ ) each $n \in \mathbb{N}$ to $A$ or its complement. Then for any $t \in \mathbb{N}, \bar{d}(A \cap(-t+A))=\frac{1}{4}=\bar{d}(A)^{2}$.

Lemma 20.16. Let $p \in \Delta$ such that $p+p=p$, let $A \in p$, and let $\epsilon>0$. Then

$$
\left\{x \in A:(-x+A) \in p \text { and } \bar{d}(A \cap(-x+A))>\bar{d}(A)^{2}-\epsilon\right\} \in p
$$

Proof. Let $B=\left\{x \in \mathbb{N}: \bar{d}(A \cap(-x+A)) \geq \bar{d}(A)^{2}-\epsilon / 2\right\}$. Since by Theorem 4.12, $A^{\star}=\{x \in A:(-x+A) \in p\} \in p$, it suffices to show that $B \in p$. Suppose instead that $\mathbb{N} \backslash B \in p$ and pick by Theorem 5.8 a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $\mathbb{N}$ such that $\mathrm{FS}\left(\left\langle x_{n}\right\rangle_{n=1}^{\infty}\right) \subseteq \mathbb{N} \backslash B$. Let $C=\left\{\sum_{t=1}^{n} x_{t}: n \in \mathbb{N}\right\}$ and pick by Lemma 20.15 some $n<m$ such that $\sum_{t=1}^{m} x_{t}-\sum_{t=1}^{n} x_{t} \in B$. Since

$$
\sum_{t=1}^{m} x_{t}-\sum_{t=1}^{n} x_{t}=\sum_{t=n+1}^{m} x_{t} \in \mathrm{FS}\left(\left\langle x_{t}\right\rangle_{t=1}^{\infty}\right)
$$

this is a contradiction.
The proof of the following theorem is reminiscent of the proof of Lemma 14.24.
Theorem 20.17. Let $p \in \Delta$, let $A \in p$ and let $0<\delta<\bar{d}(A)$. There is a tree $T$ in $A$ such that
(1) for each path $g$ of $T$
(a) $\mathrm{FS}\left(\langle g(t)\rangle_{t=1}^{\infty}\right) \subseteq A$ and
(b) for each $F \in \mathcal{P}_{f}(\omega), \bar{d}\left(A \cap \bigcap\left\{-y+A: y \in \mathrm{FS}\left(\langle g(t)\rangle_{t \in F}\right)\right\}\right)>\delta^{2^{|F|}}$
and
(2) for each $f \in T, \bar{d}\left(B_{f}\right)>0$.

Proof. Given $n \in \omega, g:\{0,1, \ldots, n-1\} \rightarrow A$, and $F \subseteq\{0,1, \ldots, n-1\}$, let

$$
\begin{aligned}
D(F, g)= & A \cap \bigcap\left\{-y+A: y \in \mathrm{FS}\left(\langle g(t)\rangle_{t \in F}\right)\right\}, \\
C(F, g)= & \{x \in D(F, g):-x+D(F, g) \in p \\
& \text { and } \left.\bar{d}(D(F, g) \cap(-x+D(F, g)))>\delta^{2^{|F|+1}}\right\}, \quad \text { and } \\
B(g)= & \bigcap\{C(F, g): F \subseteq\{0,1, \ldots, n-1\}\} .
\end{aligned}
$$

Notice that, following our usual convention that $\bigcap \varnothing$ is whatever semigroup we are concerned with at the time, one has $D(\emptyset, g)=A$.

Let $T_{0}=\{\emptyset\}$ and inductively for $n \in \omega$, let

$$
T_{n+1}=\left\{g \cup\{(n, x)\}: g \in T_{n}, x \in B(g), \text { and if } n>0, x>g(n-1)\right\} .
$$

Let $T=\bigcup_{n=0}^{\infty} T_{n}$. Then trivially $T$ is a tree in $A$. (Given $x \in B(g), x \in C(\emptyset, g) \subseteq$ $D(\emptyset, g)=A$.) Notice that for $n \in \mathbb{N}$ and $g \in T_{n}, B_{g}=\{x \in B(g): x>g(n-1)\}$.

We show first by induction on $n$ that for all $g \in T_{n}$ and all $F \subseteq\{0,1, \ldots, n-1\}$, $C(F, g) \in p$ and $\bar{d}(D(F, g))>\delta^{2|F|}$. Observe that

$$
\begin{align*}
& \text { if } k=\max F \text { and } h \text { is the restriction of } g \text { to }\{0,1, \ldots, k\} \text {, } \\
& \text { then } D(F, g)=D(F, h) \text { and } C(F, g)=C(F, h) \tag{*}
\end{align*}
$$

To ground the induction assume that $n=0$. Then $g=F=\emptyset$ and $D(F, g)=A$ so that $\bar{d}(D(F, g))>\delta=\delta^{2^{0}}$. Let $\epsilon=\bar{d}(A)^{2}-\delta^{2}$. Then

$$
C(F, g)=\left\{x \in A:-x+A \in p \text { and } \bar{d}(A \cap(-x+A))>\bar{d}(A)^{2}-\epsilon\right\}
$$

so that by Lemma 20.16, $C(F, g) \in p$.
Now let $n \in \omega$ and assume that for all $g \in T_{n}$ and all $F \subseteq\{0,1, \ldots, n-1\}$, $C(F, g) \in p$ and $\bar{d}(D(F, g))>\delta^{2^{|F|}}$. Let $g \in T_{n+1}$ and $F \subseteq\{0,1, \ldots, n\}$ be given. By the observation $(*)$, we may assume that $n \in F$. Let $h$ be the restriction of $g$ to $\{0,1, \ldots, n-1\}$, let $H=F \backslash\{n\}$, and let $x=g(n)$. Then $h \in T_{n}$ and $x \in B(h)$.

We now claim that

$$
\begin{equation*}
D(F, g)=D(H, h) \cap(-x+D(H, h)) . \tag{**}
\end{equation*}
$$

To see that $D(H, h) \cap(-x+D(H, h)) \subseteq D(F, g)$, let $z \in D(H, h) \cap(-x+$ $D(H, h))$. Then $z \in D(H, h) \subseteq A$. Let $y \in \mathrm{FS}\left(\langle g(t)\rangle_{t \in F}\right)$ and pick $G \subseteq F$ such that $y=\sum_{t \in G} g(t)$. We show that $z \in-y+A$. If $n \notin G$, then $y \in \operatorname{FS}\left(\langle h(t)\rangle_{t \in H}\right)$ and hence, since $z \in D(H, h), z \in-y+A$. We thus assume that $n \in G$. If $G=\{n\}$, then $z \in-x+D(H, h) \subseteq-x+A=-y+A$ as required. We therefore assume that $K=G \backslash\{n\} \neq \emptyset$. Then $K \subseteq H$. Let $v=\sum_{t \in H} g(t)=\sum_{t \in H} h(t)$. Then $v \in \mathrm{FS}\left(\langle h(t)\rangle_{t \in H}\right)$ so $x+z \in D(H, h) \subseteq-v+A$ and thus $v+x+z=y+z \in A$ as required.

To see that $D(F, g) \subseteq D(H, h) \cap(-x+D(H, h))$, let $z \in D(F, g)$. Since $\mathrm{FS}\left(\langle h(t)\rangle_{t \in H}\right) \subseteq \mathrm{FS}\left(\langle g(t)\rangle_{t \in F}\right), z \in D(H, h)$. Since $x=g(n) \in \mathrm{FS}\left(\langle g(t)\rangle_{t \in F}\right)$, $x+z \in A$. To see that $x+z \in D(H, h)$, let $y \in \operatorname{FS}\left(\langle h(t)\rangle_{t \in H}\right)$. Then $y+x \in$ $\mathrm{FS}\left(\langle g(t)\rangle_{t \in F}\right)$ so $z \in-(y+x)+A$ so $x+z \in-y+A$. Thus $(* *)$ is established.

Since $x \in B(h) \subseteq C(H, h)$, we have $-x+D(H, h) \in p$. Thus

$$
D(H, h) \cap(-x+D(H, h)) \in p
$$

That is $D(F, g) \in p$. Now since $x \in C(H, h)$ and $D(F, g)=D(H, h) \cap(-x+$ $D(H, h)), \bar{d}(D(F, g))>\delta^{2^{|H|+1}}=\delta^{2^{|F|}}$. Let $\gamma=\bar{d}(D(F, g))-\delta^{2^{|F|}}$ and let $\epsilon=2 \gamma \delta^{2|F|}+\gamma^{2}$. Let

$$
\begin{aligned}
E=\{z \in D(F, g): & -z+D(F, g) \in p \text { and } \\
& \left.\bar{d}(D(F, g) \cap(-z+D(F, g)))>\bar{d}(D(F, g))^{2}-\epsilon\right\} .
\end{aligned}
$$

By Lemma 20.16, $E \in p$. Since $\bar{d}(D(F, g))^{2}-\epsilon=\left(\delta^{2^{|F|}}+\gamma\right)^{2}-\epsilon=\delta^{2^{|F|+1}}$, we have that $E=C(F, g)$ so that $C(F, g) \in p$. The induction is complete.

Now let $f$ be any path of $T$. We show by induction on $|F|$, using essentially the first proof of Theorem 5.8, that if $F \in \mathscr{P}_{f}(\omega), n=\min F$, and $h$ is the restriction of $f$ to $\{0,1, \ldots, n-1\}$, then $\sum_{t \in F} f(t) \in D(\{0,1, \ldots, n-1\}, h)$. First assume that $F=\{n\}$, let $g$ be the restriction of $f$ to $\{0,1, \ldots, n\}$, and let $h$ be the restriction of $f$ to $\{0,1, \ldots, n-1\}$. Then $g=h \cup\{(n, f(n))\}$ with

$$
f(n) \in B(h) \subseteq C(\{0,1, \ldots, n-1\}, h) \subseteq D(\{0,1, \ldots, n-1\}, h)
$$

as required.
Now assume that $|F|>1$, let $G=F \backslash\{n\}$, and let $m=\min G$. Let $h, g$, and $k$ be the restrictions of $f$ to $\{0,1, \ldots, n-1\},\{0,1, \ldots, n\}$, and $\{0,1, \ldots, m-1\}$ respectively. Then

$$
\sum_{t \in G} f(t) \in D(\{0,1, \ldots, m-1\}, k) \subseteq D(\{0,1, \ldots, n\}, g)
$$

and $D(\{0,1, \ldots, n\}, g)=D(\{0,1, \ldots, n-1\}, h) \cap(-f(n)+D(\{0,1, \ldots, n-1\}, h))$ by $(* *)$. Thus $\sum_{t \in G} f(t)+f(n) \in D(\{0,1, \ldots, n-1\}, h)$ as required. In particular, conclusion (1)(a) holds.

To establish conclusion (1)(b), let $F \in \mathscr{P}_{f}(\omega)$, pick $n>\max F$, and let $h$ be the restriction of $f$ to $\{0,1, \ldots, n-1\}$. The conclusion of (1)(b) is precisely the statement, proved above, that $\bar{d}(D(F, h))>\delta^{2^{|F|}}$.

As we observed above, for $n \in \mathbb{N}$ and $g \in T_{n}, B_{g}=\{x \in B(g): x>g(n-1)\}$ and thus $B_{g} \in p$ so, since $p \in \Delta, \bar{d}\left(B_{g}\right)>0$.

### 20.4 Notes

The notion which we have called "Banach density" should perhaps be called "Polya density" since it appears (with reference to $\mathbb{N}$ ) explicitly in [323]. To avoid proliferation of terminology, we have gone along with Furstenberg [156] who says the notion is of the kind appearing in early works of Banach. The definition of Banach density in the generality that we use in Section 20.1 is based on the definition of "maximal density" by H. Umoh in [381].
It is easy to construct subsets $A$ of $\mathbb{N}$ such that for all $n \in \mathbb{N}, \bar{d}\left(\cup_{t=1}^{n}-t+A\right)=$ $\bar{d}(A)>0$. On the other hand, it was shown in [195] that if $d^{*}(A)>0$, then for each $\epsilon>0$ there is some $n \in \mathbb{N}$ such that $d^{*}\left(\bigcup_{t=1}^{n}-t+A\right)>1-\epsilon$. Consequently, in view of Theorem 20.7, it would seem that $\Delta^{*}(\mathbb{N},+)$ is not much larger than $c \ell K(\beta \mathbb{N},+)$. On the other hand it was shown in [114], a result of collaboration with D. Davenport, that $c \ell K(\beta \mathbb{N},+)$ is the intersection of closed ideals of the form $c \ell\left(p+\mathbb{N}^{*}\right)$ lying strictly between $c \ell K(\beta \mathbb{N},+)$ and $\Delta^{*}(\mathbb{N},+)$.

In the first edition of this book we remarked that we doubted that an elementary proof of Theorem 20.10 would be found in the near future. In fact one has been recently found by H. Towsner in [378].

Theorem 20.13, one of four nonelementary results used in this book that we do not prove, is due to H. Furstenberg and Y. Katznelson in [159]. In [57] V. Bergelson and A. Leibman proved that if $P_{1}, P_{2}, \ldots, P_{r}$ are polynomials taking integer values at integers and taking 0 to 0 and $E$ is a set of integers of positive upper Banach density, then there exist integers $a$ and $n \neq 0$ such that $\left\{a+P_{1}(n), a+P_{2}(n), \ldots\right.$, $\left.a+P_{r}(n)\right\} \subseteq E$.

Lemma 20.15 is due to V. Bergelson in [30]. Theorem 20.17 is from [39], a result of collaboration with V. Bergelson.

Given a discrete semigroup $S, l_{\infty}(S)$ is the Banach space of bounded complex valued functions on $S$ with the supremum norm. A mean on $S$ is a member $\mu$ of $l_{\infty}(S)^{*}$ such that $\|\mu\|=1$ and $\mu(g) \in[0, \infty)$ whenever $g \in l_{\infty}(S)$ is real-valued and nonnegative. A left invariant mean on $S$ is a mean $\mu$ such that for all $s \in S$ and all $g \in l_{\infty}(S), \mu(s \cdot g)=\mu(g)$, where $s \cdot g=g \circ \lambda_{s}$. Let $\operatorname{LIM}(S)$ be the set of left invariant means on $S$. A semigroup $S$ is left amenable if and only if $\operatorname{LIM}(S) \neq \emptyset$. Every commutative semigroup is left amenable, and so are many noncommutative semigroups. The standard example of a group which is not left amenable is the free group on two generators.

The algebra of $\beta S$ has applications to the theory of left invariant means. Since $\ell_{\infty}(S)$ can be identified with the space of complex-valued continuous functions on $\beta S$, it follows from the Riesz Representation Theorem that the means on $S$ can be identified with the complex-valued regular probability measures on $\beta S$. A measure $\mu$ of this kind is then a left invariant mean if and only if $\mu\left(s^{-1} B\right)=\mu(B)$ for every $s \in S$ and every Borel subset $B$ of $\beta S$. It is clear that the support of such a measure is a closed left ideal of $\beta S$. It is also easy to see that, if $S$ is left amenable, then
every left ideal of $\beta S$ contains the support of a left invariant mean. This follows from the fact that, if $\mu$ is a left invariant mean on $S$ and if $x \in \beta S$, then the measure $v$ defined by $\nu(B)=\mu\left(\rho_{x}^{-1}[B]\right)$ for every Borel subset B of $\beta S$, is also a left invariant mean and its support is contained in $\beta S x$. It follows that the number of left invariant means on $S$ is at least equal to the number of minimal left ideals of $\beta S$. Hence, by Theorem 6.30, if $S$ is infinite and weakly left cancellative, there are $2^{2^{|S|}}$ left invariant means on $S$.

A left cancellative and left amenable semigroup $S$ satisfies the Strong Følner Condition [10]. $H$ of $S$ and any $\epsilon>0$, there is a finite nonempty subset $F$ of $S$ such that for each $s \in H,|s F \Delta F|<\epsilon \cdot|F|$. This was shown by I. Namioka in [310]. This condition is useful in defining a very well behaved notion of density via the notion of a left Følner net, that is a net $\left\langle F_{\alpha}\right\rangle_{\alpha \in D}$ of finite nonempty subsets of $S$ such that for each $s \in S,\left(\left|s F_{\alpha} \Delta F_{\alpha}\right|\right) /\left|F_{\alpha}\right|$ converges to 0 . Let $\operatorname{LIM}_{0}(S)$ denote the set of left invariant means which are weak* limits in $l_{\infty}(S)^{*}$ of left Følner nets. In [264] we showed that $\operatorname{LIM}(S)$ is the weak* closure of the convex hull of $\operatorname{LIM}_{0}(S)$ and that $\operatorname{LIM}(\mathbb{N})=\operatorname{LIM}_{0}(\mathbb{N})$. (If $S$ is a left amenable group, this is a relatively old result of C. Chou [98, Theorem 3.2 (a)].)

## Chapter 21

## Other Semigroup Compactifications

Throughout this book we have investigated the structure of $\beta S$ for a discrete semigroup $S$. According to Theorem 4.8, $\beta S$ is a maximal right topological semigroup containing $S$ within its topological center.

In this chapter we consider semigroup compactifications that are maximal right topological, semitopological, or topological semigroups, or topological groups, defined not only for discrete semigroups, but in fact for any semigroup which is also a topological space.

### 21.1 The $\mathscr{L} \mathcal{M C}, W_{\mathcal{A}} \mathcal{P}, \mathcal{A} \mathcal{P}$, and $\boldsymbol{S} \mathcal{A} \mathcal{P}$ Compactifications

Let $S$ be a semigroup which is also a topological space. We shall describe a method of associating $S$ with a compact right topological semigroup defined by a universal property. The names for the compactifications that we introduce in this section are taken from [63] and [64]. These names come from those of the complex valued functions on $S$ that extend continuously to the specified compactification. The four classes of spaces in which we are interested are defined by the following statements.

Definition 21.1. (a) $\Psi_{1}(C)$ is the statement " $C$ is a compact right topological semigroup".
(b) $\Psi_{2}(C)$ is the statement " $C$ is a compact semitopological semigroup".
(c) $\Psi_{3}(C)$ is the statement " $C$ is a compact topological semigroup".
(d) $\Psi_{4}(C)$ is the statement " $C$ is a compact topological group".

Lemma 21.2. Let $S$ be a set with $|S|=\kappa \geq \omega$, let $X$ be a compact space, and let $f: S \rightarrow X$. If $f[S]$ is dense in $X$, then $|X| \leq 2^{2^{\kappa}}$.

Proof. Give $S$ the discrete topology. Then the continuous extension $\widetilde{f}$ of $f$ to $\beta S$ takes $\beta S$ onto $X$ so that $|X| \leq|\beta S|$. By Theorem $3.58,|\beta S|=2^{2^{\kappa}}$.

In the following lemma we need to be concerned with the technicalities of set theory more than is our custom. One would like to define $F_{i}=\left\{(f, C): \Psi_{i}(C), f\right.$ is a continuous homomorphism from $S$ to $C$, and $f[S] \subseteq \Lambda(C)\}$. However, there is no such set. (Its existence would lead quickly to Russell's Paradox.)

Notice that the requirements in (1) and (2) concerning the topological center are redundant if $i \neq 1$.

Lemma 21.3. Let $S$ be an infinite semigroup which is also a topological space and let $i \in\{1,2,3,4\}$. There is a set $F_{i}$ of ordered pairs $(f, C)$ such that
(1) if $(f, C) \in F_{i}$, then $\Psi_{i}(C), f$ is a continuous homomorphism from $S$ to $C$, and $f[S] \subseteq \Lambda(C)$, and
(2) given any $D$ such that $\Psi_{i}(D)$ and given any continuous homomorphism $g$ : $S \rightarrow D$ with $g[S] \subseteq \Lambda(D)$, there exist $(f, C) \in F_{i}$ and a continuous one-toone homomorphism $\varphi: C \rightarrow D$ such that $\varphi \circ f=g$.

Proof. Let $\kappa=|S|$ and fix a set $X$ with $|X|=2^{2^{\kappa}}$. Let

$$
\begin{aligned}
\mathscr{G}=\{(f,(C, \mathcal{T}, \cdot)): & C \subseteq X, \mathcal{T} \text { is a topology on } C, \cdot \text { is an associative } \\
& \text { binary operation on } C, \text { and } f: S \rightarrow C\} .
\end{aligned}
$$

Note that if $C \subseteq X, \mathcal{T}$ is a topology on $C$, $\cdot$ is a binary operation on $C$, and $f: S \rightarrow$ $C$, then $f \subseteq S \times C \subseteq S \times X, C \subseteq X, \mathcal{T} \subseteq \mathcal{P}(C) \subseteq \mathcal{P}(X)$, and $\cdot: C \times C \rightarrow C$ so that $\cdot \subseteq(C \times C) \times C \subseteq(X \times X) \times X$. Thus

$$
\mathcal{G} \subseteq \mathcal{P}(S \times X) \times(\mathcal{P}(X) \times \mathcal{P}(\mathcal{P}(X)) \times \mathcal{P}((X \times X) \times X))
$$

so $\mathscr{E}$ is a set. (More formally, the axiom schema of separation applied to the set

$$
\mathcal{P}(S \times X) \times(\mathcal{P}(X) \times \mathscr{P}(\mathcal{P}(X)) \times \mathcal{P}((X \times X) \times X))
$$

and the statement " $C \subseteq X, \mathcal{T}$ is a topology on $C, \cdot$ is an associative binary operation on $C$, and $f: S \rightarrow C "$ guarantees the existence of a set $\mathcal{G}$ as we have defined it.)

In defining $\mathscr{G}$ we have, out of necessity, departed from the custom of not specifically mentioning the topology or the operation when talking about a semigroup with a topology. In the definition of the set $F_{i}$ we return to that custom, writing $C$ instead of $(C, \mathcal{T}, \cdot)$. Let

$$
\begin{aligned}
F_{i}=\{(f, C) \in \mathscr{E}: & \Psi_{i}(C), f \text { is a continuous homomorphism } \\
& \text { from } S \text { to } C, \text { and } f[S] \subseteq \Lambda(C)\} .
\end{aligned}
$$

(Notice again that the requirement that $f[S] \subseteq \Lambda(C)$ is redundant if $i \neq 1$.)
Trivially $F_{i}$ satisfies conclusion (1). Now let $g$ and $D$ be given such that $\Psi_{i}(D)$ and $g$ is a continuous homomorphism from $S$ to $D$. Let $B=c \ell g[S]$. By Exercise 2.3.2, since $g[S] \subseteq \Lambda(D), B$ is a subsemigroup of $D$. Further, if $D$ is a topological group (as it is if $i=4$ ), then by Exercise 2.2.3 $B$ is a topological group. Since the continuity requirements of $\Psi_{i}$ are hereditary, we have $\Psi_{i}(B)$.

Now by Lemma 21.2, $|B| \leq 2^{2^{\kappa}}=|X|$ so pick a one-to-one function $\tau: B \rightarrow X$ and let $C=\tau[B]$. Give $C$ the topology and operation making $\tau$ an isomorphism and a homeomorphism from $B$ onto $C$. Let $f=\tau \circ g$ and let $\varphi=\tau^{-1}$. Then $(f, C) \in F_{i}$, $\varphi$ is a continuous one-to-one homomorphism from $C$ to $D$, and $\varphi \circ f=g$.

Notice that one may have $f$ and distinct $C_{1}$ and $C_{2}$ with $\left(f, C_{1}\right) \in F_{i}$ and $\left(f, C_{2}\right) \in$ $F_{i}$. We can now establish the existence of universal semigroup compactifications with respect to each of the statements $\Psi_{i}$.

Theorem 21.4. Let $S$ be an infinite semigroup which is also a topological space and let $i \in\{1,2,3,4\}$. There exist a pair $\left(\eta_{i}, \gamma_{i} S\right)$ such that
(1) $\Psi_{i}\left(\gamma_{i} S\right)$,
(2) $\eta_{i}$ is a continuous homomorphism from $S$ to $\gamma_{i} S$,
(3) $\eta_{i}[S]$ is dense in $\gamma_{i} S$,
(4) $\eta_{i}[S] \subseteq \Lambda\left(\gamma_{i} S\right)$, and
(5) given any $D$ such that $\Psi_{i}(D)$ and any continuous homomorphism $g: S \rightarrow D$ with $g[S] \subseteq \Lambda(D)$, there exists a continuous homomorphism $\mu: \gamma_{i} S \rightarrow D$ such that $\mu \circ \eta_{i}=g$.
So the following diagram commutes:


Proof. Pick a set $F_{i}$ as guaranteed by Lemma 21.3 and let $T=\times_{(f, C) \in F_{i}} C$. Define $\eta_{i}: S \rightarrow T$ by $\eta_{i}(s)(f, C)=f(s)$. Let $\gamma_{i} S=c \ell_{T} \eta_{i}[S]$. By Theorem $2.22 T$ (with the product topology and coordinatewise operations) is a compact right topological semigroup and $\eta_{i}[S] \subseteq \Lambda(T)$. If $i \in\{2,3,4\}$ one easily verifies the remaining requirements needed to establish that $\Psi_{i}(T)$. By Exercise 2.3.2 $\gamma_{i} S$ is a subsemigroup of $T$ and, if $i=4$, by Exercise 2.2.3 $\gamma_{i} S$ is a topological group. Consequently $\Psi_{i}\left(\gamma_{i} S\right)$.

For each $(f, C) \in F_{i}, \pi_{(f, C)} \circ \eta_{i}=f$ so $\eta_{i}$ is continuous. Given $s, t \in S$ and $(f, C) \in F_{i}$,

$$
\begin{aligned}
\left(\eta_{i}(s) \eta_{i}(t)\right)(f, C) & =\left(\eta_{i}(s)(f, C)\right)\left(\eta_{i}(t)(f, C)\right) \\
& =f(s) f(t)=f(s t)=\eta_{i}(s t)(f, C)
\end{aligned}
$$

so $\eta_{i}$ is a homomorphism.
Trivially $\eta_{i}[S]$ is dense in $\gamma_{i} S$ and we have already seen that $\eta_{i}[S] \subseteq \Lambda(T)$ so that $\eta_{i}[S] \subseteq \Lambda\left(\gamma_{i} S\right)$.

Finally, let $D$ be given such that $\Psi_{i}(D)$ and let $g: S \rightarrow D$ be a continuous homomorphism. Pick by Lemma 21.3 some $(f, C) \in F_{i}$ and a continuous one-to-one homomorphism $\varphi: C \rightarrow D$ such that $\varphi \circ f=g$. Let $\mu=\varphi \circ \pi_{(f, C)}$. Then, given $s \in S$,

$$
\left(\mu \circ \eta_{i}\right)(s)=\left(\varphi \circ \pi_{(f, C)} \circ \eta_{i}\right)(s)=\varphi\left(\eta_{i}(s)(f, C)\right)=\varphi(f(s))=g(s)
$$

We now observe that the compactifications whose existence is guaranteed by Theorem 21.4 are essentially unique.

Theorem 21.5. Let $S$ be an infinite semigroup which is also a topological space and let $i \in\{1,2,3,4\}$. Let $\left(\eta_{i}, \gamma_{i} S\right)$ be as guaranteed by Theorem 21.4. Assume that also the pair $(\varphi, T)$ satisfies
(1) $\Psi_{i}(T)$,
(2) $\varphi$ is a continuous homomorphism from $S$ to $T$,
(3) $\varphi[S]$ is dense in $T$,
(4) $\varphi[S] \subseteq \Lambda(T)$, and
(5) given any $D$ such that $\Psi_{i}(D)$ and any continuous homomorphism $g: S \rightarrow D$ with $g[S] \subseteq \Lambda(D)$, there exists a continuous homomorphism $\mu: T \rightarrow D$ such that $\mu \circ \varphi=g$.
Then there is a function $\delta: \gamma_{i} S \rightarrow Y$ which is both an isomorphism and a homeomorphism such that $\delta$ takes $\eta_{i}[S]$ onto $\varphi[S]$ and $\delta \circ \eta_{i}=\varphi$.

Proof. Let $\delta: \gamma_{i} S \rightarrow T$ be as guaranteed by conclusion (5) of Theorem 21.4 for $T$ and $\varphi$ and let $\mu: T \rightarrow \gamma_{i} S$ be as guaranteed by conclusion (5) above for $\gamma_{i} S$ and $\eta_{i}$. Then $\delta$ and $\mu$ are continuous homomorphisms, $\delta \circ \eta_{i}=\varphi$, and $\mu \circ \varphi=\eta_{i}$.

Now $\delta\left[\gamma_{i} S\right]$ is a compact set containing $\varphi[S]$ which is dense in $T$ so $\delta\left[\gamma_{i} S\right]=T$. Also $\mu \circ \delta \circ \eta_{i}=\mu \circ \varphi=\eta_{i}$ so $\mu \circ \delta$ agrees with the identity on the dense set $\eta_{i}[S]$ and thus $\mu \circ \delta$ is the identity on $\gamma_{i} S$. Consequently $\mu=\delta^{-1}$ so $\delta$ is a homeomorphism and an isomorphism.

As a consequence of Theorem 21.5 it is reasonable to speak of "the" $\mathscr{L} \mathcal{M} C$-compactification, and so forth.

Definition 21.6. Let $S$ be an infinite semigroup which is also a topological space and for each $i \in\{1,2,3,4\}$ let $\left(\eta_{i}, \gamma_{i} S\right)$ be as guaranteed by Theorem 21.4.
(a) $\left(\eta_{1}, \gamma_{1} S\right)$ is the $\mathscr{L} \mathcal{M} \mathscr{C}$-compactification of $S$ and $\mathscr{L} \mathcal{M} \mathscr{C}(S)=\gamma_{1} S$.
(b) $\left(\eta_{2}, \gamma_{2} S\right)$ is the $\mathcal{W}_{\mathcal{A}} \mathcal{P}$-compactification of $S$ and $\mathcal{W} \mathcal{A} \mathcal{P}(S)=\gamma_{2} S$.
(c) $\left(\eta_{3}, \gamma_{3} S\right)$ is the $\mathscr{A} \mathcal{P}$-compactification of $S$ and $\mathcal{A} \mathcal{P}(S)=\gamma_{3} S$.
(d) $\left(\eta_{4}, \gamma_{4} S\right)$ is the $8 \mathscr{A} \mathcal{P}$-compactification of $S$ and $\wp \mathscr{A} \mathcal{P}(S)=\gamma_{4} S$.

Notice that by Theorem 4.8, if $S$ is a discrete semigroup, then $(\iota, \beta S)$ is another candidate to be called "the" $\mathscr{L} \mathcal{M} \mathscr{C}$-compactification of $S$.

We remind the reader that semigroup compactifications need not be topological compactifications because the functions (in this case $\eta_{i}$ ) are not required to be embeddings. In Exercise 21.1.1, the reader is asked to show that if it is possible for $\eta_{i}$ to be an embedding, or just one-to-one, then it is.

Exercise 21.1.1. Let $S$ be an infinite semigroup which is also a topological space and let $i \in\{1,2,3,4\}$. Let $Y$ be a semigroup with topology such that $\Psi_{i}(Y)$ Let $\tau: S \rightarrow Y$ be a continuous homomorphism with $\tau[S] \subseteq \Lambda(Y)$.
(a) Prove that if $\tau$ is one-to-one, then so is $\eta_{i}$.
(b) Prove that if $\tau$ is an embedding, then so is $\eta_{i}$.

Exercise 21.1.2. If $S$ is a group (which is also a topological space), show that $\mathcal{A} \mathcal{P}(S) \approx \wp \mathscr{A} \mathcal{P}(S)$. (Hint: Prove that $\mathcal{A} \mathcal{P}(S)$ is a group and apply Ellis' Theorem (Corollary 2.39).)

Exercise 21.1.3. Let $C$ denote any of the semigroups $\mathcal{W} \mathcal{A} \mathscr{P}(\mathbb{N}), \mathcal{A} \mathcal{P}(\mathbb{N})$, or $\mathscr{A} \mathcal{P}(\mathbb{N})$. Let $x \in C$ and let $m$ and $n$ be distinct positive integers. Show that $m+x \neq n+x$.

Exercise 21.1.4. Show that each of the compactifications $\mathcal{W}_{\mathcal{A}} \mathcal{P}(\mathbb{N}), \mathcal{A} \mathcal{P}(\mathbb{N})$ and $\wp \mathscr{A} \mathcal{P}(\mathbb{N})$ has $2^{\mathfrak{c}}$ elements. (Hint: By Kronecker's Theorem, $\mathbb{N}$ can be densely and homomorphically embedded in a product of c copies of the unit circle.)

### 21.2 Right Topological Compactifications

The requirements in conclusions (4) and (5) of Theorem 21.4 referring to the topological center seem awkward. They are redundant except when $i=1$, when the property being considered is that of being a right topological semigroup. We show in this section that without the requirement that $g[S] \subseteq \Lambda(D)$, there is no maximal right topological compactification of any infinite discrete weakly right cancellative semigroup in the sense of Theorem 21.4.

Theorem 21.7. Let $S$ be an infinite discrete weakly right cancellative semigroup and let $\kappa$ be an infinite cardinal. There exist a compact right topological semigroup $T$ and an injective homomorphism $\tau: S \rightarrow T$ such that any closed subsemigroup of $T$ containing $\tau[S]$ has cardinality at least $\kappa$.

Proof. Let $\infty$ be a point not in $\kappa \times S$ and let $T=(\kappa \times S) \cup\{\infty\}$. (Recall that the cardinal $\kappa$ is an ordinal, so that $\kappa=\{\alpha: \alpha$ is an ordinal and $\alpha<\kappa\}$.) Define an operation - on $T$ as follows:

$$
\begin{aligned}
(0, s) \cdot\left(t^{\prime}, s^{\prime}\right) & =\left(t^{\prime}, s s^{\prime}\right) \\
(t, s) \cdot\left(t^{\prime}, s^{\prime}\right) & =\left(t^{\prime}+t, s\right) \quad \text { if } t \neq 0, \quad \text { and } \\
(t, s) \cdot \infty=\infty \cdot(t, s) & =\infty \cdot \infty=\infty
\end{aligned}
$$

where $t^{\prime}+t$ is ordinal addition. We leave it as an exercise (Exercise 21.2.1) to verify that the operation • is associative.

Now fix an element $\sigma \in S$ and define a topology on $T$ as follows:
(1) Each point of $(\kappa \times(S \backslash\{\sigma\})) \cup\{(0, \sigma)\}$ is isolated.
(2) Basic open neighborhoods of $\infty$ are of the form

$$
\{\infty\} \cup\left(\left\{t^{\prime \prime}: t^{\prime}<t^{\prime \prime}<\kappa\right\} \times S\right) \cup\left(\left\{t^{\prime}\right\} \times(S \backslash F)\right)
$$

where $t^{\prime}<\kappa$ and $F$ is a finite subset of $S$ with $\sigma \in F$.
(3) If $t=t^{\prime}+1$, then basic open neighborhoods of $(t, \sigma)$ are of the form

$$
\{(t, \sigma)\} \cup\left(\left\{t^{\prime}\right\} \times(S \backslash F)\right)
$$

where $F$ is a finite subset of $S$ with $\sigma \in F$.
(4) If $t$ is a nonzero limit ordinal, then basic open neighborhoods of $(t, \sigma)$ are of the form

$$
\{(t, \sigma)\} \cup\left(\left\{t^{\prime \prime}: t^{\prime}<t^{\prime \prime}<t\right\} \times S\right) \cup\left(\left\{t^{\prime}\right\} \times(S \backslash F)\right)
$$

where $t^{\prime}<t$ and $F$ is a finite subset of $S$ with $\sigma \in F$.
That is to say, a basis for the topology on $T$ is

$$
\begin{aligned}
\mathscr{B}= & \{\{(t, s)\}: t<\kappa \text { and } s \in S \backslash\{\sigma\}\} \cup\{\{(0, \sigma)\}\} \\
& \cup\left\{\{\infty\} \cup\left(\left\{t^{\prime \prime}: t^{\prime}<t^{\prime \prime}<\kappa\right\} \times S\right) \cup\left(\left\{t^{\prime}\right\} \times(S \backslash F)\right):\right. \\
& \left.t^{\prime}<\kappa, F \in \mathscr{P}_{f}(S), \text { and } \sigma \in F\right\} \\
& \cup\left\{\left\{\left(t^{\prime}+1, \sigma\right)\right\} \cup\left(\left\{t^{\prime}\right\} \times(S \backslash F)\right): t^{\prime}<\kappa, F \in \mathscr{P}_{f}(S), \text { and } \sigma \in F\right\} \\
& \cup\left\{\{(t, \sigma)\} \cup\left(\left\{t^{\prime \prime}: t^{\prime}<t^{\prime \prime}<t\right\} \times S\right) \cup\left(\left\{t^{\prime}\right\} \times(S \backslash F)\right):\right. \\
& \left.t \text { is a limit, } t^{\prime}<t<\kappa, F \in \mathcal{P}_{f}(S), \text { and } \sigma \in F\right\} .
\end{aligned}
$$

The verification that $\mathscr{B}$ is a basis for a Hausdorff topology on $T$ is Exercise 21.2.2.
To see that, with this topology, $T$ is compact, let $\mathcal{U}$ be an open cover of $T$. Pick $U \in \mathcal{U}$ such that $\infty \in U$ and pick $t_{1}<\kappa$ such that $\left\{t^{\prime \prime}: t_{1}<t^{\prime \prime}<\kappa\right\} \times S \subseteq U$. If a finite subfamily of $\mathcal{U}$ covers $\left\{t: t \leq t_{1}\right\} \times S$, then we are done. So assume that no finite subfamily of $\mathcal{U}$ covers $\left\{t: t \leq t_{1}\right\} \times S$ and pick the least $t_{0}$ such that no finite subfamily of $U$ covers $\left\{t: t \leq t_{0}\right\} \times S$. Pick $V \in \mathcal{U}$ such that $\left(t_{0}+1, \sigma\right) \in V$ and pick $F \in \mathscr{P}_{f}(S)$ such that $\left\{t_{0}\right\} \times(S \backslash F) \subseteq V$. Pick finite $\mathcal{G} \subseteq \mathcal{U}$ such that $\left\{t_{0}\right\} \times F \subseteq \bigcup \mathcal{E}$.

Assume first that $t_{0}=t^{\prime}+1$ for some $t^{\prime}$ and pick finite $\mathcal{F} \subseteq \mathcal{U}$ such that $\{t: t \leq$ $\left.t^{\prime}\right\} \times S \subseteq \bigcup \mathcal{F}$. Then $\mathcal{F} \cup \mathscr{G} \cup\{V\}$ covers $\left\{t: t \leq t_{0}\right\} \times S$, a contradiction.

Thus $t_{0}$ is a limit ordinal. If $t_{0}=0$, then $\mathcal{G} \cup\{V\}$ covers $\{0\} \times S$. Thus $t_{0} \neq 0$. Pick $W \in \mathcal{U}$ such that $\left(t_{0}, \sigma\right) \in W$ and pick $t^{\prime}<t_{0}$ such that $\left\{t^{\prime \prime}: t^{\prime}<t^{\prime \prime}<t_{0}\right\} \times S \subseteq W$. Pick finite $\mathscr{F} \subseteq \mathcal{U}$ such that $\left\{t: t \leq t^{\prime}\right\} \times S \subseteq \bigcup \mathcal{F}$. Then $\mathcal{F} \cup \mathcal{E} \cup\{V, W\}$ covers $\left\{t: t \leq t_{0}\right\} \times S$, a contradiction.

Thus $T$ is compact as claimed. We verify now that $T$ is a right topological semigroup. Since $\rho_{\infty}$ is constant it is continuous. Let $\left(t^{\prime}, s^{\prime}\right) \in \kappa \times S$. Trivially $\rho_{\left(t^{\prime}, s^{\prime}\right)}$ is continuous at each isolated point of $T$, so we only need to show that $\rho_{\left(t^{\prime}, s^{\prime}\right)}$ is continuous at $\infty$ and at each point of $(\kappa \backslash\{0\}) \times\{\sigma\}$.

To see that $\rho_{\left(t^{\prime}, s^{\prime}\right)}$ is continuous at $\infty$, let $U$ be a neighborhood of $\infty$ and pick $u<\kappa$ such that $\left\{t^{\prime \prime}: u<t^{\prime \prime}<\kappa\right\} \times S \subseteq U$. Let

$$
W=\{\infty\} \cup\left(\left\{t^{\prime \prime}: u+1<t^{\prime \prime}<\kappa\right\} \times S\right) \cup(\{u+1\} \times(S \backslash\{\sigma\}))
$$

Then $\rho_{\left(t^{\prime}, s^{\prime}\right)}[W] \subseteq U$ since $t^{\prime \prime} \leq t^{\prime}+t^{\prime \prime}$ for all $t^{\prime \prime}<\kappa$.
Next let $0<t<\kappa$ and let $U$ be a neighborhood of $(t, \sigma) \cdot\left(t^{\prime}, s^{\prime}\right)=\left(t^{\prime}+t, \sigma\right)$. Assume first that $t=t_{0}+1$ and pick $F \in \mathcal{P}_{f}(S)$ with $\sigma \in F$ such that $\left\{t^{\prime}+t_{0}\right\} \times$ $(S \backslash F) \subseteq U$. Let $G=\left\{s \in S: s s^{\prime} \in F\right\}$ and notice that, since $S$ is weakly right cancellative, $G$ is finite. Let

$$
W=\{(t, \sigma)\} \cup\left(\left\{t_{0}\right\} \times(S \backslash(F \cup G))\right)
$$

Then $\rho_{\left(t^{\prime}, s^{\prime}\right)}[W] \subseteq U$. (If $t_{0}=0$ and $s \in S \backslash G$, then $s s^{\prime} \notin F$.)
Now assume that $t$ is a limit ordinal and pick $t_{0}<t$ and $F \in \mathscr{P}_{f}(S)$ with $\sigma \in F$ such that

$$
\left\{\left(t^{\prime}+t, \sigma\right)\right\} \cup\left(\left\{t^{\prime \prime}: t^{\prime}+t_{0}<t^{\prime \prime}<t^{\prime}+t\right\} \times S\right) \cup\left(\left\{t^{\prime}+t_{0}\right\} \times(S \backslash F)\right) \subseteq U
$$

and let

$$
W=\{(t, \sigma)\} \cup\left(\left\{t^{\prime \prime}: t_{0}<t^{\prime \prime}<t\right\} \times S\right) \cup\left(\left\{t_{0}\right\} \times(S \backslash F)\right)
$$

Then $\rho_{\left(t^{\prime}, s^{\prime}\right)}[W] \subseteq U$.
Thus $T$ is a compact right topological semigroup. Define $\tau: S \rightarrow T$ by $\tau(s)=$ $(0, s)$. Trivially $\tau$ is an injective homomorphism.

Now let $H$ be a closed subsemigroup of $T$ containing $\tau[S]$. We claim that $\kappa \times\{\sigma\} \subseteq$ $H$. Suppose not, and pick the least $t<\kappa$ such that $(t, \sigma) \notin H$. Notice that $t>0$. Pick a neighborhood $U$ of $(t, \sigma)$ such that $U \cap H=\emptyset$. Then there exist some $t^{\prime}<t$ and some $F \in \mathscr{P}_{f}(S)$ such that $\left\{t^{\prime}\right\} \times(S \backslash F) \subseteq U$. Then $\left(t^{\prime}, \sigma\right) \in H$ so

$$
(\{0\} \times S) \cdot\left(t^{\prime}, \sigma\right)=\left\{t^{\prime}\right\} \times S \sigma \subseteq H
$$

Since $S$ is weakly right cancellative, $S \sigma$ is infinite, so $\left(\left\{t^{\prime}\right\} \times S \sigma\right) \cap U \neq \varnothing$, a contradiction.

The following corollary says in the strongest terms that without the requirement that $\tau[S] \subseteq \Lambda(T)$ (or some other requirement), there could not be a maximal right topological compactification of $S$. Notice that the corollary does not even demand any relationship between the topology on $X$ and the semigroup operation, nor are any requirements, either algebraic or topological, placed on the function $\varphi$. (Although, presumably, the kind of result one would be looking for would have $X$ as a compact right topological semigroup and would have $\varphi$ as a homomorphism with $\varphi[S]$ dense in $X$.)

Corollary 21.8. Let $S$ be an infinite discrete weakly right cancellative semigroup, let $X$ be a semigroup with a compact topology, and let $\varphi: S \rightarrow X$. There exist a compact right topological semigroup $T$ and an injective homomorphism $\tau: S \rightarrow T$ such that there is no continuous homomorphism $\eta: X \rightarrow T$ with $\eta \circ \varphi=\tau$.

Proof. Pick a cardinal $\kappa>|X|$ and let $T$ and $\tau$ be as guaranteed by Theorem 21.7 for $S$ and $\kappa$. Suppose one has a continuous homomorphism $\eta: X \rightarrow T$ such that $\eta \circ \varphi=\tau$. Then $\eta[X]$ is a closed subsemigroup of $T$ containing $\tau[S]$ and thus $\kappa>|X| \geq \eta[X] \geq \kappa$, a contradiction.

Exercise 21.2.1. Prove that the operation on $T$ defined in the proof of Theorem 21.7 is associative.

Exercise 21.2.2. Let $\mathscr{B}$ and $T$ be as in the proof of Theorem 21.7. Prove that $\mathcal{B}$ is a basis for a Hausdorff topology on $T$.

### 21.3 Periodic Compactifications as Quotients

Given a semigroup $S$ with topology, the $\mathcal{W}_{\mathcal{A}} \mathcal{P}^{-}, \mathcal{A} \mathcal{P}$-, and $\mathcal{S} \mathcal{A} \mathcal{P}$-compactifications are all compact right topological semigroups that are equal to their topological centers and thus, by Theorem 4.8 each is a quotient of $\beta S_{d}$, where $S_{d}$ denotes $S$ with the discrete topology.

In this section we shall identify equivalence relations on $\beta S_{d}$ that yield the $\mathcal{W}_{\mathcal{A}} \mathcal{P}_{-}$ and $\mathscr{A} \mathcal{P}$-compactifications. We shall use the explicit descriptions of these compactifications as quotients to characterize the continuous functions from a semitopological semigroup $S$ to a compact semitopological or topological semigroup that extend to the $W_{\mathcal{A}} \mathcal{P}$ - or $\mathcal{A} \mathcal{P}$-compactifications of $S$. We shall also show that, if $S$ is commutative, $\mathcal{S}_{\mathcal{A}} \mathcal{P}(S)$ is embedded in $W_{\mathcal{A}} \mathcal{P}(S)$ as the smallest ideal of $\mathcal{W}_{\mathcal{A}} \mathcal{P}(S)$.

We first give some simple well-known properties of quotient spaces defined by families of functions.

Definition 21.9. Let $X$ be a compact space and let $\phi(f, Y)$ be a statement which implies that $f$ is a continuous function mapping $X$ to a space $Y$. We define an equivalence relation on $X$ by stating that $x \equiv y$ if and only if $f(x)=f(y)$ for every $f$ for which $\phi(f, Y)$ holds for some $Y$. Let $X / \equiv$ denote the quotient of $X$ defined by this relation, and let $\pi: X \rightarrow X / \equiv$ denote the canonical mapping. We give $X / \equiv$ the quotient topology, in which a set $U$ is open in $X / \equiv$ if and only if $\pi^{-1}[U]$ is open in $X$.

Of course, the space $X / \equiv$ depends on the statement $\phi$, although we have not indicated this in the notation.

Lemma 21.10. Let $X$ be a compact space and let $\phi(f, Y)$ be a statement which implies that $f$ is a continuous function mapping $X$ to a space $Y$. Then $X / \equiv$ has the following properties:
(1) If $g: X \rightarrow Z$ is a continuous function and if $\hat{g}: X / \equiv \rightarrow Z$ is a function for which $g=\hat{g} \circ \pi$, then $\hat{g}$ is continuous.
(2) $X / \equiv$ is a compact Hausdorff space.
(3) A net $\left\langle\pi\left(x_{l}\right)\right\rangle_{\iota \in I}$ converges to $\pi(x)$ in $X / \equiv$ if and only if $\left\langle f\left(x_{l}\right)\right\rangle_{\iota \in I}$ converges to $f(x)$ in $Y$ for every $(f, Y)$ for which $\phi(f, Y)$ holds.

Proof. (1) If $V$ is an open subset of $Z$, then $\pi^{-1}\left[\hat{g}^{-1}[V]\right]=g^{-1}[V]$, which is open in $X$ and so $\hat{g}^{-1}[V]$ is open in $X / \equiv$.
(2) Since $X / \equiv$ is the continuous image of a compact space, it is compact. To see that it is Hausdorff, suppose that $x, y \in X$ and that $\pi(x) \neq \pi(y)$. Then there is a pair $(f, Y)$ such that $\phi(f, Y)$ holds and $f(x) \neq f(y)$. For every $u, v \in X$, $\pi(u)=\pi(v)$ implies that $f(u)=f(v)$. So there is a function $\hat{f}: X / \equiv \rightarrow Y$ for which $f=\hat{f} \circ \pi$. By (1), $\hat{f}$ is continuous. If $G$ and $H$ are disjoint subsets of $Y$ which are neighborhoods of $f(x)$ and $f(y)$ respectively, then $\hat{f}^{-1}[G]$ and $\hat{f}^{-1}[H]$ are disjoint subsets of $X / \equiv$ which are neighborhoods of $\pi(x)$ and $\pi(y)$ respectively. So $X / \equiv$ is Hausdorff.
(3) As in (2), for each $(f, Y)$ for which $\phi(f, Y)$ holds, let $\hat{f}: X / \equiv \rightarrow Y$ denote the continuous function for which $f=\hat{f} \circ \pi$. The set $\left\{\hat{f}^{-1}[U]: \phi(f, Y)\right.$ and $U$ is open in $Y$ \} is a subbase for a topology $\tau$ on $X / \equiv$ which is coarser than the quotient topology and is therefore compact. However, we saw in (2) that, for every $x, y \in X$, $\pi(x) \neq \pi(y)$ implied that $\pi(x)$ and $\pi(y)$ had disjoint $\tau$-neighborhoods. So $\tau$ is Hausdorff and is therefore equal to the quotient topology on $X / \equiv$.
Let $\left\langle x_{l}\right\rangle_{l \in I}$ be a net in $X$ and let $x \in X$. If $\left\langle f\left(x_{l}\right)\right\rangle_{l \in I}$ converges to $f(x)$ in $Y$ whenever $\phi(f, Y)$ holds, then $\left\langle\pi\left(x_{l}\right)\right\rangle_{\iota \in I}$ converges to $\pi(x)$ in the topology $\tau$. So $\left\langle\pi\left(x_{\iota}\right)\right\rangle_{\iota \in I}$ converges to $\pi(x)$ in the quotient topology.

Now assume that $\left\langle\pi\left(x_{l}\right)\right\rangle_{\iota \in I}$ converges to $\pi(x)$ and let $(f, Y)$ be given such that $\phi(f, Y)$ holds. If $U$ is a neighborhood of $f(x)$, then $\hat{f}^{-1}[U]$ is a neighborhood of $\pi(x)$. Thus $\left\langle\pi\left(x_{l}\right)\right\rangle_{\iota I}$ is eventually in $\hat{f}^{-1}[U]$ and so $\left\langle f\left(x_{l}\right)\right\rangle_{\iota \in I}$ is eventually in $U$.

We recall that we defined in Section 13.4 a binary operation $\diamond$ on $\beta S_{d}$ by putting $x \diamond y=\lim _{t \rightarrow y} \lim _{s \rightarrow x} s t$, where $s$ and $t$ denote elements of $S$. Note that, in defining $x \diamond y$, we have reversed the order of the limits used in our definition of the semigroup $\left(\beta S_{d}, \cdot\right)$. The semigroup $\left(\beta S_{d}, \diamond\right)$ is a left topological semigroup while $\left(\beta S_{d}, \cdot\right)$, as we defined it, is a right topological semigroup.

The following lemma summarizes the basic information that will be used in our construction of the $\mathcal{W} \mathcal{A} \mathcal{P}$ - and $\mathcal{A} \mathcal{P}$-compactifications of a semitopological semigroup.

Lemma 21.11. Let $S$ be a semitopological semigroup and let $\theta(f, C)$ be a statement which implies that $f$ is a continuous function $f$ mapping $S$ to a compact semitopological semigroup $C$. Let $\phi(g, C)$ be the statement that there exists $f$ for which $\theta(f, C)$ holds and $g=\widetilde{f}: \beta S_{d} \rightarrow C$. Suppose that, for every $(f, C)$ for which $\theta(f, C)$ is true, we have:
(1) $\theta\left(f \circ \lambda_{a}, C\right)$ and $\theta\left(f \circ \rho_{a}, C\right)$ hold for every $a \in S$ (where $\left.\lambda_{a}, \rho_{a}: S \rightarrow S\right)$ and
(2) for all $x, y \in \beta S_{d}, \widetilde{f}(x \cdot y)=\widetilde{f}(x \diamond y)$.

Let $\beta S_{d} / \equiv$ and $\pi$ be defined by the statement $\phi$ as described in Definition 21.9. We define $\cdot$ on $\beta S_{d} / \equiv$ by putting $\pi(x) \cdot \pi(y)=\pi(x \cdot y)$.
(a) The operation $\cdot$ on $\beta S_{d} / \equiv$ is well defined.
(b) With this operation, $\beta S_{d} / \equiv$ is a compact semitopological semigroup and $\pi$ is a continuous homomorphism from $\left(\beta S_{d}, \cdot\right)$ and from $\left(\beta S_{d}, \diamond\right)$.
(c) The restriction $\pi_{\mid S}$ is continuous.

Proof. Notice that for $x, y \in \beta S_{d}$, we have $x \equiv y$ if and only if for every pair $(f, C)$ satisfying $\theta(f, C)$, one has $\widetilde{f}(x)=\widetilde{f}(y)$.
(a) Given $a \in S$ and $x, x^{\prime} \in \beta S_{d}$ with $x \equiv x^{\prime}$, we claim that $x \cdot a \equiv x^{\prime} \cdot a$ and $a \cdot x \equiv a \cdot x^{\prime}$. To see this, let $(f, C)$ be given satisfying $\theta(f, C)$. Then $\theta\left(f \circ \rho_{a}, C\right)$ $\underset{\sim}{\text { and }} \theta\left(f \circ \lambda_{a}, C\right)$ hold. Since $\overline{f \circ \rho_{a}}=\widetilde{f} \circ \widetilde{\rho_{a}}$ and $\widetilde{f \circ \lambda_{a}}=\widetilde{f} \circ \widetilde{\lambda_{a}}$ we have that $\widetilde{f}(x \cdot a)=\widetilde{f}\left(x^{\prime} \cdot a\right)$ and $\widetilde{f}(a \cdot x)=\widetilde{f}\left(a \cdot x^{\prime}\right)$ as required.

Now assume that $x \equiv x^{\prime}$ and $y \in \beta S_{d}$. We claim that $x \cdot y \equiv x^{\prime} \cdot y$. Recall that we denote by $\ell_{x}$ the continuous function from $\beta S_{d}$ to $\beta S_{d}$ defined by $\ell_{x}(z)=x \diamond z$. Now for each $a \in S$ and each $(f, C)$ for which $\theta(f, C)$ holds,

$$
\widetilde{f} \circ \ell_{x}(a)=\widetilde{f}(x \diamond a)=\widetilde{f}(x \cdot a)=\widetilde{f}\left(x^{\prime} \cdot a\right)=\widetilde{f}\left(x^{\prime} \diamond a\right)=\widetilde{f} \circ \ell_{x^{\prime}}(a)
$$

and so $\widetilde{f} \circ \ell_{x}$ and $\widetilde{f} \circ \ell_{x^{\prime}}$ are continuous functions agreeing on $S$, hence on $\beta S_{d}$. Thus $\widetilde{f}(x \cdot y)=\widetilde{f}\left(x^{\prime} \cdot y\right)$. Similarly (using $\left.\rho_{x}(z)=z \cdot x\right), y \cdot x \equiv y \cdot x^{\prime}$.

Now let $x \equiv x^{\prime}$ and $y \equiv y^{\prime}$. Then $x \cdot y \equiv x^{\prime} \cdot y \equiv x^{\prime} \cdot y^{\prime}$.
(b) By Lemma 21.10, $\beta S_{d} / \equiv$ is compact and Hausdorff. By (a), $\pi$ is a homomorphism from $\left(\beta S_{d}, \cdot\right)$, and by (a) and (2), $\pi$ is a homomorphism from $\left(\beta S_{d}, \diamond\right)$. By Exercise 2.2.2, since $\beta S_{d} / \equiv$ is the continuous homomorphic image of $\left(\beta S_{d}, \cdot\right)$, it is a right topological semigroup, and since it is the continuous homomorphic image of $\left(\beta S_{d}, \diamond\right)$, it is a left topological semigroup.
(c) To see that $\pi_{\mid S}: S \rightarrow \beta S_{d} / \equiv$ is continuous, let $s \in S$ and let $\left\langle s_{\iota}\right\rangle_{l \in I}$ be a net in $S$ converging to $s$ in $S$. To see that $\left\langle\pi\left(s_{l}\right)\right\rangle_{\iota \in I}$ converges to $\pi(s)$ it suffices by Lemma 21.10 to let $(g, C)$ be given such that $\phi(g, C)$ holds and show that $\left\langle g\left(s_{l}\right)\right\rangle_{l \in I}$ converges to $g(s)$. Pick $f$ such that $\theta(f, C)$ holds and $g=\widetilde{f}$. Then $f: S \rightarrow C$ is continuous so $\left\langle f\left(s_{l}\right)\right\rangle_{\iota \in I}$ converges to $f(s)$. That is, $\left\langle g\left(s_{l}\right)\right\rangle_{\iota \in I}$ converges to $g(s)$ as required.

The numbering $\theta_{2}$ and $\phi_{2}$ in the following definition is intended to correspond to the function $\eta_{2}: S \rightarrow \mathcal{W}_{\mathcal{A}} \mathcal{P}(S)$. The statements $\theta_{2}$ and $\phi_{2}$ depend on the semigroup $S$, but the notation does not reflect this dependence.

Definition 21.12. Let $S$ be a semitopological semigroup. $\theta_{2}(f, C)$ is the statement " $C$ is a compact semitopological semigroup, $f$ is a continuous function from $S$ to $C$, and $\widetilde{f}(x \diamond y)=\widetilde{f}(x \cdot y)$ for every $x, y \in \beta S_{d} " . \phi_{2}(g, C)$ is the statement "there exists $(f, C)$ for which $\theta_{2}(f, C)$ holds and $g=\widetilde{f}: \beta S_{d} \rightarrow C "$.

Lemma 21.13. Let $S$ be a semitopological semigroup. If $\theta_{2}(f, C)$ holds and $a \in S$, then $\theta_{2}\left(f \circ \lambda_{a}, C\right)$ and $\theta_{2}\left(f \circ \rho_{a}, C\right)$ hold as well (where $\left.\lambda_{a}, \rho_{a}: S \rightarrow S\right)$.

Proof. Since $\lambda_{a}$ is continuous (because $S$ is a semitopological semigroup), we have that $f \circ \lambda_{a}$ is continuous. Notice also that $\overline{f \circ \lambda_{a}}=\widetilde{f} \circ \widetilde{\lambda_{a}}$. Now, let $x, y \in \beta S_{d}$. Then, since $a \in S, a \diamond x=a \cdot x$ and so

$$
\begin{aligned}
\widetilde{f \circ \lambda_{a}}(x \diamond y) & =\widetilde{f}(a \diamond(x \diamond y))=\widetilde{f}((a \diamond x) \diamond y)=\widetilde{f}((a \cdot x) \diamond y) \\
& =\widetilde{f}((a \cdot x) \cdot y)=\widetilde{f}(a \cdot(x \cdot y))=\widehat{f \circ \lambda_{a}}(x \cdot y)
\end{aligned}
$$

Similarly $\theta_{2}\left(f \circ \rho_{a}, C\right)$ holds.
The reader may wonder why we now require $S$ to be a semitopological semigroup, after pointing out in Section 21.1 that we were not demanding this. The reason is that we need this fact for the validity of Lemma 21.13.

Theorem 21.14. Let $S$ be a semitopological semigroup, let $\phi=\phi_{2}$ and let $\beta S_{d} / \equiv$ and $\pi: \beta S_{d} \rightarrow \beta S_{d} / \equiv$ be defined by Definition 21.9. Then $\left(\pi_{\mid S}, \beta S_{d} / \equiv\right)$ is a $W_{\mathcal{A} \mathcal{P}}$-compactification of $S$. That is:
(a) $\Psi_{2}\left(\beta S_{d} / \equiv\right)$,
(b) $\pi_{\mid S}$ is a continuous homomorphism from $S$ to $\beta S_{d} / \equiv$,
(c) $\pi[S]$ is dense in $\beta S_{d} / \equiv$, and
(d) given any $D$ such that $\Psi_{2}(D)$ and any continuous homomorphism $g: S \rightarrow D$, there exists a continuous homomorphism $\mu: \beta S_{d} / \equiv \rightarrow D$ such that $\mu \circ$ $\pi_{\mid S}=g$.

Proof. Conclusions (a), (b), and (c) are an immediate consequence of Lemmas 21.11 and 21.13.

Let $g$ and $D$ be given such that $\Psi_{2}(D)$ and $g$ is a continuous homomorphism from $S$ to $D$. We claim that $\theta_{2}(g, D)$ holds. So let $x, y \in \beta S_{d}$. Notice that $\widetilde{g}$ is a homomorphism from $\left(\beta S_{d}, \cdot\right)$ to $D$ by Corollary 4.22. Thus

$$
\widetilde{g}(x \diamond y)=\widetilde{g}\left(y-\lim _{t \in S} x-\lim _{s \in S} s \cdot t\right)=\underset{t \in S}{y-\lim _{s \in S} x-\lim } g(s) \cdot g(t)=\widetilde{g}(x) \cdot \widetilde{g}(y)=\widetilde{g}(x \cdot y)
$$

Let $\mu: \beta S_{d} / \equiv \rightarrow D$ denote the function for which $\mu \circ \pi=\widetilde{g}$. Then $\mu$ is continuous, by Lemma 21.10, and is easily seen to be a homomorphism.

We now turn our attention to characterizations of functions that extend to $W_{\mathcal{A}} \mathcal{P}(S)$.
Theorem 21.15. Let $S$ be a semitopological semigroup, let $C$ be a compact semitopological semigroup, and let $f$ be a continuous function from $S$ to $C$. There is
 $\widetilde{f}(x \cdot y)=\widetilde{f}(x \diamond y)$ for every $x, y \in \beta S_{d}$.

Proof. Necessity. Pick a continuous function $g: \mathcal{W} \mathcal{A} \mathcal{P}(S) \rightarrow C$ such that $f=$ $g \circ \eta_{2}$. Then

$$
\begin{aligned}
\widetilde{f}(x \cdot y) & =x-\lim _{s \in S} \underset{t \in S}{ }-\lim _{t \in S} f(s \cdot t)=x-\lim _{s \in S} y-\lim _{t \in S} g\left(\eta_{2}(s \cdot t)\right) \\
& =g\left(x-\lim _{s \in S} y-\lim _{t \in S} \eta_{2}(s) \cdot \eta_{2}(t)\right)=g\left(\widetilde{\eta_{2}}(x) \cdot \widetilde{\eta_{2}}(y)\right) \\
& =g\left(y-\lim _{t \in S} x-\lim _{s \in S} \eta_{2}(s) \cdot \eta_{2}(t)\right) \\
& =y-\lim _{t \in S} x-\lim _{s \in S} g\left(\eta_{2}(s \cdot t)\right)=y-\lim _{t \in S} x-\lim _{s \in S} f(s \cdot t)=\widetilde{f}(x \diamond y)
\end{aligned}
$$

Sufficiency. Define $\equiv$ as in Theorem 21.14. Then by Theorems 21.5 and 21.14, it suffices to show that there exists a continuous function $g: \beta S_{d} / \equiv \rightarrow C$ for which $\underset{\sim}{f}=g \circ \pi_{\mid S}$. Since $\phi_{2}(\widetilde{f}, C)$ holds, there is a function $g: \beta S_{d} / \equiv \rightarrow C$ for which $\widetilde{f}=g \circ \pi$. By Lemma 21.10, $g$ is continuous.

If $S$ is commutative, we obtain a characterization in terms of $\left(\beta S_{d}, \cdot\right)$ alone.
Corollary 21.16. Let $S$ be a commutative semitopological semigroup, let $C$ be a compact semitopological semigroup, and let $f$ be a continuous function from $S$ to $C$. There is a continuous function $g: \mathcal{W}_{\mathcal{A}} \mathcal{P}(S) \rightarrow C$ for which $f=g \circ \eta_{2}$ if and only if $\widetilde{f}(x \cdot y)=\widetilde{f}(y \cdot x)$ for every $x, y \in \beta S_{d}$.

Proof. This is an immediate consequence of Theorems 13.37 and 21.15.
Recall that $C(S)$ denotes the algebra of bounded continuous complex-valued functions defined on $S$.

Definition 21.17. Let $S$ be a semitopological semigroup and let $f \in C(S)$.
(a) The function $f$ is weakly almost periodic if and only if there is a continuous $g: W_{\mathcal{A}} \mathcal{P}(S) \rightarrow \mathbb{C}$ such that $g \circ \eta_{2}=f$.
(b) The function $f$ is almost periodic if and only if there is a continuous $g$ : $\mathcal{A} \mathcal{P}(S) \rightarrow \mathbb{C}$ such that $g \circ \eta_{3}=f$.

Theorem 21.18. Let $S$ be an infinite semitopological semigroup and let $f \in C(S)$. The following statements are equivalent:
(1) The function $f$ is weakly almost periodic.
(2) Whenever $x, y \in \beta S_{d}, \widetilde{f}(x \cdot y)=\widetilde{f}(x \diamond y)$.
(3) Whenever $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ are sequences in $S$ and all indicated limits exist, $\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} f\left(a_{m} \cdot b_{n}\right)=\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} f\left(a_{m} \cdot b_{n}\right)$.

Proof. By Theorem 21.15, (1) and (2) are equivalent. We shall show that (2) and (3) are equivalent.
(2) implies (3). Let $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ be sequences in $S$ for which all the limits indicated in the expressions $\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} f\left(a_{m} \cdot b_{n}\right)$ and $\lim _{n \rightarrow \infty}$ $\lim _{m \rightarrow \infty} f\left(a_{m} \cdot b_{n}\right)$ exist. Let $x$ and $y$ be limit points in $\beta S_{d}$ of the sequences $\left\langle a_{n}\right\rangle_{n=1}^{\infty}$ and $\left\langle b_{n}\right\rangle_{n=1}^{\infty}$ respectively. Then $\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} f\left(a_{m} \cdot b_{n}\right)=\widetilde{f}(x \diamond y)$ and $\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} f\left(a_{m} \cdot b_{n}\right)=\widetilde{f}(x \cdot y)$. So (2) implies that these double limits are equal.
(3) implies (2). Let $x, y \in \beta S_{d}$, let $k=\widetilde{f}(x \cdot y)$, and let $\ell=\widetilde{f}(x \diamond y)$. For each $n \in \mathbb{N}$ let $A_{n}=\left\{a \in S:|\widetilde{f}(a \cdot y)-k|<\frac{1}{n}\right\}$ and let $B_{n}=\{b \in S:|\widetilde{f}(x \cdot b)-\ell|<$ $\left.\frac{1}{n}\right\}$. Since $\left(\beta S_{d}, \cdot\right)$ is a right topological semigroup, $\left(\beta S_{d}, \diamond\right)$ is a left topological semigroup, and $x \cdot b=x \diamond b$ for $b \in S, A_{n} \in x$ and $B_{n} \in y$.

Choose $a_{1} \in A_{1}$ and $b_{1} \in B_{1}$. Inductively, let $r \in \mathbb{N}$ and assume that we have chosen $\left\{a_{1}, a_{2}, \ldots, a_{r}\right\}$ and $\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ so that for all $m, n \in\{1,2, \ldots, r\}$
(i) $a_{m} \in A_{m}$ and $b_{n} \in B_{n}$,
(ii) if $m>n$, then $\left|f\left(a_{m} \cdot b_{n}\right)-\ell\right|<\frac{1}{n}$,
(iii) if $n>m$, then $\left|f\left(a_{m} \cdot b_{n}\right)-k\right|<\frac{1}{m}$,
(iv) if $m>n$, then $\left|f\left(a_{m} \cdot b_{n}\right)-\widetilde{f}\left(x \cdot b_{n}\right)\right|<\frac{1}{m}$, and
(v) if $n>m$, then $\left|f\left(a_{m} \cdot b_{n}\right)-\widetilde{f}\left(a_{m} \cdot y\right)\right|<\frac{1}{n}$.

Now for each $n \in\{1,2, \ldots, r\}, b_{n} \in B_{n}$ so $\left\{a \in S:\left|f\left(a \cdot b_{n}\right)-\ell\right|<\frac{1}{n}\right\} \in x$. Also, for each $n \in\{1,2, \ldots, r\},\left\{a \in S:\left|f\left(a \cdot b_{n}\right)-\widetilde{f}\left(x \cdot b_{n}\right)\right|<\frac{1}{r+1}\right\} \in x$ so pick $a_{r+1}$ such that for each $n \in\{1,2, \ldots, r\},\left|f\left(a_{r+1} \cdot b_{n}\right)-\ell\right|<\frac{1}{n}$ and $\left|f\left(a_{r+1} \cdot b_{n}\right)-\widetilde{f}\left(x \cdot b_{n}\right)\right|<\frac{1}{r+1}$. Similarly, choose

$$
\begin{aligned}
b_{r+1} \in & \bigcap_{m=1}^{r}\left(\left\{b \in S:\left|f\left(a_{m} \cdot b\right)-k\right|<\frac{1}{m}\right\}\right. \\
& \left.\cap\left\{b \in S:\left|f\left(a_{m} \cdot b\right)-\widetilde{f}\left(a_{m} \cdot y\right)\right|<\frac{1}{r+1}\right\}\right) .
\end{aligned}
$$

Now, given $n \in \mathbb{N}$, one has $\lim _{m \rightarrow \infty} f\left(a_{m} \cdot b_{n}\right)=\widetilde{f}\left(x \cdot b_{n}\right)$ and given $m \in \mathbb{N}$ one has $\lim _{n \rightarrow \infty} f\left(a_{m} \cdot b_{n}\right)=\widetilde{f}\left(a_{m} \cdot y\right)$. Also $\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} f\left(a_{m} \cdot b_{n}\right)=k$ and $\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} f\left(a_{m}\right.$. $\left.b_{n}\right)=\ell$. So $\ell=k$.

Theorem 21.19. Let $S$ be a commutative semitopological semigroup. Then $\mathcal{W}_{\mathcal{A}} \mathcal{P}(S)$ is also commutative. Furthermore, $\left(\eta_{2}, \mathcal{W} \mathcal{A} \mathcal{P}(S)\right)$ is the maximal commutative semigroup compactification of $S$ in the following sense: If $(\nu, T)$ is any commutative semigroup compactification of $S$, then there is a continuous homomorphism $\mu$ : $\mathcal{W}_{\mathcal{A} \mathcal{P}}(S) \rightarrow T$ for which $v=\mu \circ \eta_{2}$.

Proof. By Theorems 21.5 and 21.14, we may assume that $\mathcal{W} \mathcal{A} \mathcal{P}(S)=\beta S_{d} / \equiv$ and $\eta_{2}=\pi_{\mid S}$. Now given $(f, C)$ such that $\theta_{2}(f, C)$, one has by Theorem 13.37 that for all $x, y \in \beta S_{d}, \widetilde{f}(x \cdot y)=\widetilde{f}(y \cdot x)$ and thus $\pi(x) \cdot \pi(y)=\pi(y) \cdot \pi(x)$.

Now, if ( $\nu, T$ ) is a commutative semigroup compactification of $S$, then $T$ is a semitopological semigroup so there exists a continuous homomorphism $\mu$ : $\mathcal{W}_{\mathcal{A} \mathcal{P}}(S) \rightarrow$ $T$ for which $v=\mu \circ \eta_{2}$.

Theorem 21.20. Let $S$ be an infinite commutative semitopological semigroup. Then $K\left(\mathcal{W}_{\mathcal{A}} \mathcal{P}(S)\right)$ can be identified with $\mathcal{S} \mathcal{A} \mathcal{P}(S)$.

Proof. Let $K=K\left(\mathcal{W}_{\mathcal{A}} \mathcal{P}(S)\right)$. By Theorem 21.19 and Corollary $2.40, K$ is a compact topological group. Let $e$ denote the unique minimal idempotent of $\mathcal{W}_{\mathcal{A}} \mathcal{P}(S)$. We define a continuous homomorphism $\tau: \mathcal{W} \mathcal{A} \mathcal{P}(S) \rightarrow K$ by $\tau(x)=x e$ and define a continuous homomorphism $\mu: S \rightarrow K$ by $\mu=\tau \circ \eta_{2}$.

Let $T$ be a compact topological group and let $v: S \rightarrow T$ be a continuous homomorphism. By the defining property of $\mathcal{W} \mathcal{A} \mathcal{P}(S)$, there is a continuous homomorphism $\phi: W_{\mathcal{A}} \mathcal{P}(S) \rightarrow T$ for which $\phi \circ \eta_{2}=\nu$. We note that $\phi(e)$ is the identity of $T$ and so $\phi_{\mid K} \circ \mu=\nu$. This shows that we can identify $\triangleleft \mathscr{A} \mathscr{P}(S)$ with $K$ (by Theorem 21.5).

We now discuss some simple properties of $\mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N})$. We use Theorems 21.5 and 21.14 to identify $\mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N})$ with $\beta \mathbb{N} / \equiv$ and $\eta_{2}$ with $\pi_{\mid \mathbb{N}}$.

If $S=\mathbb{N} \cup\{\infty\}$, the one point compactification of $\mathbb{N}$, and $\infty+x=x+\infty=\infty$ for all $x \in S$, then $S$ is a semitopological semigroup. Thus, by Exercise 21.1.1, $\eta_{2}: \mathbb{N} \rightarrow \mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N})$ is an embedding. Consequently, we shall regard $\mathbb{N}$ as being a subspace of $\mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N})$.

Lemma 21.21. Let $x$ be in the interior in $\beta \mathbb{N}$ of $\beta \mathbb{N} \backslash\left(\mathbb{N}^{*}+\mathbb{N}^{*}\right)$. Then $|\pi(x)|=1$.
Proof. Let $y \in \beta \mathbb{N} \backslash\{x\}$. We can choose a subset $A$ of $\mathbb{N}$ for which $x \in \bar{A}, y \notin \bar{A}$, and $\bar{A} \cap\left(\mathbb{N}^{*}+\mathbb{N}^{*}\right)=\emptyset$.

Let $f=\chi_{A}: \mathbb{N} \rightarrow\{0,1\}$ so that $\widetilde{f}=\chi_{\bar{A}}$. We claim that $\widetilde{f}(p+q)=\widetilde{f}(q+p)$ for all $p, q \in \beta \mathbb{N}$. Indeed, if $p \in \mathbb{N}$ or $q \in \mathbb{N}$, then $p+q=q+p$, while if $p, q \in \mathbb{N}^{*}$, then $\widetilde{f}(p+q)=0=\widetilde{f}(q+p)$. Thus by Corollary 21.16, there is a continuous function $g: \mathcal{W}_{\mathcal{A} \mathcal{P}} \rightarrow\{0,1\}$ such that $f=g \circ \pi_{\mid \mathbb{N}}$. Then $\widetilde{f}$ and $g \circ \pi$ $\underset{\sim}{\sim}$ are continuous functions from $\beta \mathbb{N}$ to $\{0,1\}$ agreeing on $\mathbb{N}$ and so $\widetilde{f}=g \circ \pi$. Since $\widetilde{f}(x)=1$ and $\widetilde{f}(y)=0, \pi(x) \neq \pi(y)$. That is, $y \notin \pi(x)$.

Theorem 21.22. There is a dense open subset $U$ of $\mathbb{N}^{*}$ with the property that $|\pi(x)|=1$ for every $x \in U$.

Proof. By Exercise 4.1.7, if $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ is a sequence in $\mathbb{N}$ for which $x_{n+1}-x_{n} \rightarrow \infty$ and if $A=\left\{x_{n}: n \in \mathbb{N}\right\}$, then $\left(c \ell_{\beta \mathbb{N}} A\right) \cap\left(\mathbb{N}^{*}+\mathbb{N}^{*}\right)=\emptyset$. Now any infinite sequence in $\mathbb{N}$ contains a subsequence with this property, and so there is a dense open subset $U$ of $\mathbb{N}^{*}$ for which $U \cap\left(\mathbb{N}^{*}+\mathbb{N}^{*}\right)=\emptyset$.

Theorem 21.23. If $x$ is a P-point in $\mathbb{N}^{*}$, then $\pi(x)$ is P-point in $\mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N}) \backslash \mathbb{N}$.
Proof. Let $U$ denote the interior of $\beta \mathbb{N} \backslash\left(\mathbb{N}^{*}+\mathbb{N}^{*}\right)$. We shall show that $x \in U$. Our claim will then follow from Lemma 21.21 and the observation that $\pi[U]$ is open in $W_{\mathcal{A}} \mathcal{P}(\mathbb{N})$ because $\pi^{-1}[\pi[U]]=U$.
For each $k \in \mathbb{N}$, we can choose a set $A_{k} \in x$ with the property that $\left|a-a^{\prime}\right| \geq k$ whenever $a$ and $a^{\prime}$ are distinct integers in $A_{k}$. (This can be seen from the fact that there exists $i \in\{0,1,2, \ldots, k-1\}$ for which $\mathbb{N} k+i \in x$.) Since $x$ is a P-point in $\mathbb{N}^{*}$, there is a set $A \in x$ for which $A \backslash A_{k}$ is finite for every $k$. It follows from Exercise 4.1.7 that $\bar{A} \cap\left(\mathbb{N}^{*}+\mathbb{N}^{*}\right)=\emptyset$.

We now turn our attention to representing $\mathcal{A} \mathcal{P}(S)$ as a quotient of $\beta S_{d}$.
Definition 21.24. Let $S$ be a semitopological semigroup. $\theta_{3}(f, C)$ is the statement " $C$ is a compact semitopological semigroup, $f$ is a continuous function from $S$ to $C$, and there is a continuous function $f^{*}: \beta S_{d} \times \beta S_{d} \rightarrow C$ such that for all $s, t \in S$, $f(s \cdot t)=f^{*}(s, t) " . \phi_{3}(g, C)$ is the statement "there exists $(f, C)$ for which $\theta_{3}(f, C)$ holds and $g=\widetilde{f}: \beta S_{d} \rightarrow C^{\prime}$.

We show next that $\theta_{3}(f, C)$ implies $\theta_{2}(f, C)$.
Lemma 21.25. Let $S$ be a semitopological semigroup. If $\theta_{3}(f, C)$ holds and $a \in$ $S$, then $\theta_{3}\left(f \circ \rho_{a}, C\right)$ and $\theta_{3}\left(f \circ \lambda_{a}, C\right)$ hold as well (where $\left.\rho_{a}, \lambda_{a}: S \rightarrow S\right)$. Furthermore, if $f^{*}$ is as guaranteed by this statement, then for all $x, y \in \beta S_{d}$, $\widetilde{f}(x \cdot y)=f^{*}(x, y)=\widetilde{f}(x \diamond y)$.

Proof. Suppose that $\theta_{3}(f, C)$ holds and that $a \in S$. Let $g: \beta S_{d} \times \beta S_{d} \rightarrow C$ be defined by $g(x, y)=f^{*}(a x, y)$. Then $g$ is continuous and $g(s, t)=\left(f \circ \lambda_{a}\right)(s \cdot t)$ for every $s, t \in S$. So $\theta_{3}\left(f \circ \lambda_{a}, C\right)$ holds. Similarly, $\theta_{3}\left(f \circ \rho_{a}, C\right)$ holds.

Let $x, y \in \beta S_{d}$. Then

$$
\begin{aligned}
& \widetilde{f}(x \cdot y)=\underset{s \in S}{x-\lim _{s}} \underset{t \in S}{y-\lim } f(s \cdot t)=x-\lim _{s \in S} y-\lim _{t \in S} f^{*}(s, t)=f^{*}(x, y) \\
& =y-\lim _{t \in S} x-\lim _{s \in S} f^{*}(s, t)=y-\lim _{t \in S} x-\lim f(s \in t)=\widetilde{f}(x \diamond y) .
\end{aligned}
$$

For the remainder of this section, we reuse the notations $\equiv$ and $\pi$ for a different quotient.

Theorem 21.26. Let $S$ be a semitopological semigroup. Let $\beta S_{d} / \equiv$ and $\pi$ be defined by Definition 21.9 with $\phi=\phi_{3}$. For each $x, y \in \beta S_{d}$, let $\pi(x) \cdot \pi(y)=\pi(x \cdot y)$. Then $\left(\pi_{\mid S}, \beta S_{d} / \equiv\right)$ is an $\mathcal{A P}$-compactification of $S$. That is,
(a) $\Psi_{3}\left(\beta S_{d} / \equiv\right)$,
(b) $\pi_{\mid S}$ is a continuous homomorphism from $S$ to $\beta S_{d} / \equiv$,
(c) $\pi[S]$ is dense in $\beta S_{d} / \equiv$, and
(d) given any $D$ such that $\Psi_{3}(D)$ and any continuous homomorphism $g: S \rightarrow D$, there exists a continuous homomorphism $\mu: \beta S_{d} / \equiv \rightarrow D$ such that $\mu \circ$ $\pi_{\mid S}=g$.

Proof. It follows immediately from Lemmas 21.11 and 21.25 that $\pi$ is well-defined. Conclusions (b) and (c) are also immediate from these lemmas, as is the fact that $\left(\beta S_{d} / \equiv, \cdot\right)$ is a compact semitopological semigroup. To complete the verification of (a), we need to show that multiplication in $\beta S_{d} / \equiv$ is jointly continuous.

Suppose that $x, y \in \beta S_{d}$ and that $\left\langle x_{l}\right\rangle_{l \in I}$ and $\left\langle y_{l}\right\rangle_{l \in I}$ are nets in $\beta S_{d}$ for which $\left\langle\pi\left(x_{l}\right)\right\rangle_{\iota \in I}$ and $\left\langle\pi\left(y_{l}\right)\right\rangle_{\iota \in I}$ converge to $\pi(x)$ and $\pi(y)$ respectively in $\beta S_{d} / \equiv$. We claim that $\left\langle\pi\left(x_{l}\right) \cdot \pi\left(y_{l}\right)\right\rangle_{\iota \in I}$ converges to $\pi(x) \cdot \pi(y)$, that is that $\left\langle\pi\left(x_{l} \cdot y_{l}\right)\right\rangle_{\iota \in I}$ converges to $\pi(x \cdot y)$. By passing to a subnet, we may presume that $\left\langle x_{\imath}\right\rangle_{\iota \in I}$ and $\left\langle y_{l}\right\rangle_{l \in I}$ converge in $\beta S_{d}$ to limits $u$ and $v$ respectively. Then $\pi(u)=\pi(x)$ and $\pi(v)=\pi(y)$.

To see that $\left\langle\pi\left(x_{l} \cdot y_{l}\right)\right\rangle_{L \in I}$ converges to $\pi(x \cdot y)=\pi(u \cdot v)$, it suffices by Lemma 21.10 to show that $\left\langle\widetilde{f}\left(x_{\iota} \cdot y_{l}\right)\right\rangle_{\iota \in I}$ converges to $\widetilde{f}(u \cdot v)$ for every $(f, C)$ for which $\theta_{3}(f, C)$ holds. So assume that $\theta_{3}(f, C)$ holds and let $f^{*}$ be the function guaranteed by this statement. Then $\left\langle f^{*}\left(x_{l}, y_{l}\right)\right\rangle_{\iota \in I}$ converges to $f^{*}(u, v)$ and so by Lemma 21.25, $\left.\widetilde{\int f}\left(x_{l} \cdot y_{l}\right)\right\rangle_{\iota \in I}$ converges to $\widetilde{f}(u \cdot v)$ as required.

To verify (d), let $g$ and $D$ be given such that $\Psi_{3}(D)$ and $g$ is a continuous homomorphism from $S$ to $D$. We claim that $\theta_{3}(g, D)$ holds. To see this, define $g^{*}: \beta S_{d} \times \beta S_{d} \rightarrow D$ by $g^{*}(x, y)=\widetilde{g}(x) \cdot \widetilde{g}(y)$. Then $g^{*}$ is continuous and, given $s, t \in S$, one has $g^{*}(s, t)=g(s) \cdot g(t)=g(s \cdot t)$.

Let $\mu: \beta S_{d} / \equiv \rightarrow D$ be the function for which $\mu \circ \pi=\widetilde{g}$. Then $\mu$ is continuous (by Lemma 21.10) and is easily seen to be a homomorphism.

Theorem 21.27. Let $S$ be a semitopological semigroup, let $C$ be a compact topological semigroup, and let $f$ be a continuous function from $S$ to $C$. There is a continuous function $g: \mathcal{A} \mathcal{P}(S) \rightarrow C$ for which $f=g \circ \eta_{3}$ if and only if there is a continuous function $f^{*}: \beta S_{d} \times \beta S_{d} \rightarrow C$ such that $f^{*}(s, t)=f(s \cdot t)$ for all $s, t \in S$.

Proof. Necessity. Pick a continuous function $g: \mathcal{A} \mathscr{P}(S) \rightarrow C$ such that $f=g \circ \eta_{3}$. Let $\widetilde{\eta_{3}}: \beta S_{d} \rightarrow \mathcal{A} \mathcal{P}(S)$ denote the continuous extension of $\eta_{3}$. Define $f^{*}(x, y)=$
$g\left(\widetilde{\eta_{3}}(x) \cdot \widetilde{\eta_{3}}(y)\right)$. Then given $s, t \in S$ one has $g\left(\widetilde{\eta_{3}}(s) \cdot \widetilde{\eta_{3}}(t)\right)=g\left(\eta_{3}(s) \cdot \eta_{3}(t)\right)=$ $g\left(\eta_{3}(s \cdot t)\right)=f(s \cdot t)$.

To see that $f^{*}$ is continuous, let $x, y \in \beta S_{d}$ and let $W$ be a neighborhood of $g\left(\widetilde{\eta_{3}}(x) \cdot \widetilde{\eta_{3}}(y)\right)$. Pick neighborhoods $U$ and $V$ of $\widetilde{\eta_{3}}(x)$ and $\widetilde{\eta_{3}}(y)$ in $\mathcal{A} \mathcal{P}(S)$ such that $U \cdot V \subseteq g^{-1}[W]$. Then $f^{*}\left[{\widetilde{\eta_{3}}}^{-1}[U] \times{\widetilde{\eta_{3}}}^{-1}[V]\right] \subseteq W$.

Sufficiency. Since $\theta_{3}(f, C)$ holds, there is a function $g: \beta S_{d} / \equiv \rightarrow C$ such that $f=g \circ \pi$. By Lemma 21.10, $g$ is continuous.

Theorem 21.28. Let $S$ be a semitopological semigroup and let $f \in C(S)$. The following statements are equivalent:
(1) The function $f$ is almost periodic.
(2) There is a continuous function $f^{*}: \beta S_{d} \times \beta S_{d} \rightarrow \mathbb{C}$ such that for all $s, t \in S$, $f^{*}(s, t)=f(s \cdot t)$.
(3) For every $\epsilon>0$, there is an equivalence relation $\approx$ on $S$ with finitely many equivalence classes such that $\left|f(s \cdot t)-f\left(s^{\prime} \cdot t^{\prime}\right)\right|<\epsilon$ whenever $s \approx s^{\prime}$ and $t \approx t^{\prime}$.

Proof. The equivalence of (1) and (2) is a special case of Theorem 21.27.
(2) implies (3). Let $\epsilon>0$ be given. Each element of $\beta S_{d} \times \beta S_{d}$ has a neighborhood of the form $U \times V$, where $U$ and $V$ are clopen subsets of $\beta S_{d}$ and $\mid f^{*}(x, y)-$ $f^{*}(u, v) \mid<\epsilon$ whenever $(x, y),(u, v) \in U \times V$. We can choose a finite family $\mathscr{F}$ of sets of this form which covers $\beta S_{d} \times \beta S_{d}$. Let

$$
\mathcal{W}=\{U: U \times V \in \mathscr{F} \text { for some } V\} \cup\{V: U \times V \in \mathscr{F} \text { for some } U\}
$$

Define an equivalence relation $\approx$ on $S$ by $s \approx t$ if and only if for all $W \in \mathcal{W}$, either $\{s, t\} \subseteq W$ or $\{s, t\} \cap W=\emptyset$. Then $\approx$ is an equivalence relation with finitely many equivalence classes.

Now assume that $s \approx s^{\prime}$ and $t \approx t^{\prime}$. Pick $U$ and $V$ such that $U \times V \in \mathscr{F}$ and $(s, t) \in U \times V$. Then since $s \approx s^{\prime}$ and $t \approx t^{\prime},\left(s^{\prime}, t^{\prime}\right) \in U \times V$ and so $\mid f^{*}(s, t)-$ $f^{*}\left(s^{\prime}, t^{\prime}\right) \mid<\epsilon$. That is, $\left|f(s \cdot t)-f\left(s^{\prime} \cdot t^{\prime}\right)\right|<\epsilon$.
(3) implies (2). Define $f^{*}(x, y)=\widetilde{f}(x \cdot y)$ for all $x, y \in \beta S_{d}$. Then trivially $f^{*}(s, t)=f(s \cdot t)$ for all $s, t \in S$.

To see that $f^{*}$ is continuous, let $x, y \in \beta S_{d}$ and let $\epsilon>0$ be given. Pick an equivalence relation $\approx$ on $S$ with finitely many equivalence classes such that $\mid f(s \cdot t)-$ $f\left(s^{\prime} \cdot t^{\prime}\right) \left\lvert\,<\frac{\epsilon}{3}\right.$ whenever $s \approx s^{\prime}$ and $t \approx t^{\prime}$. Let $\mathscr{R}$ be the set of $\approx$-equivalence classes and pick $A, B \in \mathcal{R}$ such that $x \in \bar{A}$ and $y \in \underset{\bar{B}}{ }$. We claim that for all $(u, v) \in \bar{A} \times \bar{B}$, one has $\left|f^{*}(x, y)-f^{*}(u, v)\right|<\epsilon$. Since $\widetilde{f}(x \cdot y)=x-\lim _{s \in S} y$ - $\lim _{t \in S} f(s \cdot t)$, we can choose $(s, t) \in A \times B$ such that $|\widetilde{f}(x \cdot y)-f(s \cdot t)|<\frac{\epsilon}{3}$. Similarly, we can choose $\left(s^{\prime}, t^{\prime}\right) \in A \times B$ such that $\left|\widetilde{f}(u \cdot v)-f\left(s^{\prime} \cdot t^{\prime}\right)\right|<\frac{\epsilon}{3}$. Since $s \approx s^{\prime}$ and $t \approx t^{\prime}$, one has $\left|f(s \cdot t)-f\left(s^{\prime} \cdot t^{\prime}\right)\right|<\frac{\epsilon}{3}$ and so $|\widetilde{f}(x \cdot y)-\widetilde{f}(u \cdot v)|<\epsilon$.

Exercise 21.3.1. Show that $\mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N}) \backslash \mathbb{N}$ contains a dense open set $V$ disjoint from $\left(W_{\mathcal{A}} \mathcal{P}(\mathbb{N}) \backslash \mathbb{N}\right)+\left(\mathcal{W}_{\mathcal{A}} \mathcal{P}(\mathbb{N}) \backslash \mathbb{N}\right)$.

Exercise 21.3.2. Show that $\mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N}) \backslash \mathbb{N}$ contains weak P-points.
Exercise 21.3.3. Show that $\mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N})$ is not an F-space. (Hint: An F-space cannot contain an infinite compact right topological group. See [305, Corollary 3.4.2].)

Exercise 21.3.4. We have seen that $K\left(W_{\mathcal{A}} \mathcal{P}(\mathbb{N})\right)$ can be identified with $\mathcal{S} \mathcal{A} \mathcal{P}(\mathbb{N})$ (by Theorem 21.20). Show that the same statement holds for $K(\mathcal{A} \mathcal{P}(\mathbb{N})$ ).

Exercise 21.3.5. Let $S$ be a semitopological semigroup and suppose that $f \in C(S)$ is almost periodic. Show that every sequence $\left\langle s_{n}\right\rangle$ in $S$ contains a subsequence $\left\langle s_{n_{r}}\right\rangle$ for which the sequence of functions $t \mapsto f\left(s_{n_{r}} t\right)$ converges uniformly on $S$. (Hint: Use Theorem 21.28.)

### 21.4 Semigroup Compactifications as Spaces of Filters

We have seen that if $S$ is a discrete semigroup, then $\beta S$ is the $\mathscr{L} \mathcal{M} \mathscr{C}$-compactification of $S$. We have also found it useful throughout this book to have a specific representation for the points of $\beta S$, namely the ultrafilters on $S$.

As we noted in Section 21.3, the $\mathcal{W} \mathcal{A} \mathcal{P}$-, $\mathcal{A} \mathcal{P}$-, and $\mathcal{S} \mathcal{A} \mathcal{P}$-compactifications are all quotients of $\beta S$. The points of these compactifications correspond to closed subsets of $\beta S$. Since the closed subsets of $\beta S$ correspond to filters on $S$ by Theorem 3.20, each of these compactifications - indeed any semigroup compactification - can be viewed as a set of filters. In this section we characterize those sets of filters that are, in a natural way, semigroup compactifications of $S$.

Remark 21.29. Let $S$ be a discrete space, let $X$ be a compact space, and let $g$ be a continuous function from $\beta S$ onto $X$. Then given any $x \in X$ and any neighborhood $U$ of $x, g^{-1}[U] \cap S \in \bigcap g^{-1}[\{x\}]$.

The first step in the characterization is to define an appropriate topology on a set of filters.

Definition 21.30. Let $S$ be a discrete space, let $\mathfrak{R}$ be a set of filters on $S$, and let $A \subseteq S$.
(a) $A^{\sharp}=\{\mathcal{A} \in \mathfrak{R}: A \in \mathcal{A}\}$.
(b) The quotient topology on $\mathfrak{R}$ is the topology with basis $\left\{A^{\#}: A \subseteq S\right\}$.

Observe that if $A, B \subseteq S$, then $A^{\#} \cap B^{\#}=(A \cap B)^{\#}$ so that $\left\{A^{\#}: A \subseteq S\right\}$ does form a basis for a topology on $\mathfrak{R}$.

That the term "quotient topology" is appropriate is part of the content of the following theorem.

Recall that, given a set $\mathfrak{R}$ of sets, a choice function for $\Re$ is a function $f: \Re \rightarrow$ $\bigcup \Re$ such that for all $A \in \Re, f(A) \in A$.

Theorem 21.31. Let $S$ be a discrete space, let $X$ be a compact space, and let $g$ be a continuous function from $\beta$ S onto $X$. Let $\mathfrak{R}=\left\{\bigcap g^{-1}[\{x\}]: x \in X\right\}$. Then $\mathfrak{R}$ is $a$ set of filters on $S$ satisfying
(a) given any choice function $f$ for $\mathfrak{\Re}$ there exists $\mathfrak{F} \in \mathscr{P}_{f}(\Re)$ such that $S=$ $\bigcup_{\mathscr{A} \in \mathfrak{F}} f(\mathcal{A})$ and
(b) given distinct $\mathcal{A}$ and $\mathfrak{B}$ in $\mathfrak{R}$, there exist $A \in \mathcal{A}$ and $B \in \mathscr{B}$ such that whenever $\mathcal{C} \in \Re$, either $S \backslash A \in \mathcal{C}$ or $S \backslash B \in \mathcal{C}$.
Further, with the quotient topology on $\mathfrak{R}$, the function $h: X \rightarrow \Re$ defined by $h(x)=$ $\bigcap g^{-1}[\{x\}]$ is a homeomorphism.

Proof. Given $x \in X, g^{-1}[\{x\}]$ is a set of ultrafilters whose intersection is therefore a filter.

Let $f$ be a choice function for $\mathfrak{R}$ and suppose that for each $\mathfrak{F} \in \mathcal{P}_{f}(\mathfrak{R})$,

$$
S \backslash \bigcup_{\mathcal{A} \in \mathfrak{F}} f(\mathcal{A}) \neq \emptyset
$$

Then $\{S \backslash f(\mathcal{A}): \mathcal{A} \in \mathfrak{R}\}$ has the finite intersection property so pick $p \in \beta S$ such that $\{S \backslash f(\mathcal{A}): \mathcal{A} \in \mathfrak{R}\} \subseteq p$. Let $x=g(p)$ and let $\mathscr{A}=\bigcap g^{-1}[\{x\}]$. Then $f(\mathcal{A}) \in \mathcal{A} \subseteq p$ and $S \backslash f(\mathcal{A}) \in p$, a contradiction.

Now let $\mathcal{A}$ and $\mathscr{B}$ be distinct members of $\mathfrak{R}$ and pick $x$ and $y$ in $X$ such that $\mathcal{A}=\bigcap g^{-1}[\{x\}]$ and $\mathscr{B}=\bigcap g^{-1}[\{y\}]$. Pick neighborhoods $U$ of $x$ and $V$ of $y$ such that $c \ell U \cap c \ell V=\emptyset$. Let $A=g^{-1}[U] \cap S$ and let $B=g^{-1}[V] \cap S$. Then by Remark 21.29, $A \in \mathcal{A}$ and $B \in \mathscr{B}$. Now let $\mathscr{C} \in \mathfrak{R}$ and pick $z \in X$ such that $\mathscr{C}=$ $\cap g^{-1}[\{z\}]$. Then without loss of generality $z \notin c \ell U$ so if $C=g^{-1}[X \backslash c \ell U] \cap S$ we have by Remark 21.29 that $C \in \mathscr{C}$. Then $C \cap A=\emptyset$ so, since $\mathscr{C}$ is a filter, $S \backslash A \in と$.

Finally define $h: X \rightarrow \Re$ by $h(x)=\bigcap g^{-1}[\{x\}]$. Then trivially $h$ is one-to-one and onto $\Re$. Since $X$ is compact, in order to show that $h$ is a homeomorphism it suffices to show that $\Re$ is Hausdorff and $h$ is continuous.

To see that $\mathfrak{R}$ is Hausdorff, let $\mathcal{A}$ and $\mathfrak{B}$ be distinct members of $\mathfrak{R}$ and pick $A \in \mathcal{A}$ and $B \in \mathcal{B}$ as guaranteed by (b). Then $A^{\sharp}$ and $B^{\#}$ are disjoint neighborhoods of $\mathcal{A}$ and $\mathscr{B}$ respectively.

To see that $h$ is continuous, let $x \in X$ and let $A \subseteq S$ such that $A^{\sharp}$ is a basic open neighborhood of $h(x)$. Let $U=X \backslash g[\overline{S \backslash A}]$. Now $g[\overline{S \backslash A}]$ is the continuous image of a compact set so is compact. Thus $U$ is an open subset of $X$. We claim that $x \in U$ and $h[U] \subseteq A^{\#}$. For the first assertion suppose instead that we have some $p \in \overline{S \backslash A}$
such that $g(p)=x$. Then $h(x) \subseteq p$ so $A \in p$, a contradiction. Now let $y \in U$. Then by Remark 21.29, we have $g^{-1}[U] \cap S \in h(y)$. Since $g^{-1}[U] \cap S \subseteq A$ we have $A \in h(y)$ so $h(y) \in A^{\#}$ as required.

The following theorem tells us that the description of quotients provided by Theorem 21.31 is enough to characterize them.

Theorem 21.32. Let $S$ be a discrete space and let $\mathfrak{R}$ be a set of filters on $S$ satisfying
(a) given any choice function $f$ for $\mathfrak{\Re}$ there exists $\mathfrak{F} \in \mathcal{P}_{f}(\Re)$ such that $S=$ $\bigcup_{\mathcal{A} \in \mathfrak{F}} f(\mathcal{A})$ and
(b) given distinct $\mathfrak{A}$ and $\mathfrak{B}$ in $\mathfrak{R}$, there exist $A \in \mathscr{A}$ and $B \in \mathscr{B}$ such that whenever $\zeta \in \Re$, either $S \backslash A \in \mathcal{C}$ or $S \backslash B \in \mathcal{C}$.
Then, with the quotient topology, $\mathfrak{\Re}$ is a compact Hausdorff space. Further, for each $p \in \beta S$ there is a unique $\mathcal{A} \in \mathfrak{R}$ such that $\mathcal{A} \subseteq p$ and the function $g: \beta S \rightarrow \Re$ defined by $g(p) \subseteq p$ is a continuous surjection.

Proof. That $\Re$ is Hausdorff is an immediate consequence of (b). That $\mathfrak{R}$ is compact will follow from the fact that $\mathfrak{R}$ is a continuous image of $\beta S$.

Now let $p \in \beta S$ and suppose first that for no $\mathcal{A} \in \mathfrak{R}$ is $\mathcal{A} \subseteq p$. Then for each $\mathscr{A} \in$ $\mathfrak{R}$ pick $f(\mathcal{A}) \in \mathcal{A} \backslash p$. By (a) pick some $\mathfrak{F} \in \mathcal{P}_{f}(\mathfrak{R})$ such that $S=\bigcup_{\mathcal{A} \in \mathfrak{F}} f(\mathcal{A})$. Then $S \in p$ so pick some $\mathscr{A} \in \mathfrak{F}$ such that $f(\mathcal{A}) \in p$, a contradiction.

Next suppose that we have distinct $\mathcal{A}$ and $\mathscr{B}$ in $\mathfrak{R}$ with $\mathcal{A} \subseteq p$ and $\mathscr{B} \subseteq p$. Pick $A \in \mathscr{A}$ and $B \in \mathscr{B}$ as guaranteed by (b). Then $S \backslash A \in \mathscr{B} \subseteq p$ and $A \in \mathcal{A} \subseteq p$, a contradiction.

The function $g$ is trivially onto $\Re$. To see that $g$ is continuous, let $p \in \beta S$ and let $A \subseteq S$ with $g(p) \in A^{\#}$. For each $\mathfrak{B} \in \mathfrak{R} \backslash\{g(p)\}$ pick by (b) some $f(\mathcal{B}) \in \mathscr{B}$ and some $D(\mathscr{B}) \in g(p)$ so that for all $\smile \in \mathfrak{R}, S \backslash f(\mathscr{B}) \in \mathscr{C}$ or $S \backslash D(\mathscr{B}) \in \mathscr{C}$. Let $f(g(p))=A$. Pick by (a) some $\mathfrak{F} \in \mathcal{P}_{f}(\mathfrak{R})$ such that $S=\bigcup_{\mathfrak{B} \in \mathfrak{F}} f(\mathfrak{B})$ and let $\mathfrak{G}=\mathfrak{F} \backslash\{g(p)\}$. Then $S \backslash A \subseteq \bigcup_{\mathfrak{B} \in \mathfrak{G}} f(\mathcal{B})$. Let $D=\bigcap_{\mathscr{B} \in \mathbb{G}} D(\mathcal{B})$. Then $D \in g(p) \subseteq p$. We claim that $g[\bar{D}] \subseteq A^{\#}$. So let $q \in \bar{D}$ and suppose that $A \notin g(q)$. Pick by Corollary 3.9 some $r \in \beta S$ such that $g(q) \cup\{S \backslash A\} \subseteq r$ and pick $\mathscr{B} \in \mathcal{F}$ such that $f(\mathscr{B}) \in r$. Then one cannot have $S \backslash f(\mathscr{B}) \in g(r)=g(q)$ so $S \backslash D(\mathscr{B}) \in g(q) \subseteq q$, a contradiction.

Now we bring the algebra of $S$ into play. The operation $*$ on filters is a natural generalization of the operation - on ultrafilters.

Definition 21.33. Let $S$ be a semigroup and let $\mathscr{A}$ and $\mathfrak{B}$ be filters on $S$. Then

$$
\mathcal{A} * \mathscr{B}=\left\{A \subseteq S:\left\{x \in S: x^{-1} A \in \mathscr{B}\right\} \in \mathscr{A}\right\} .
$$

Remark 21.34. Let $S$ be a semigroup and let $\mathscr{A}$ and $\mathscr{B}$ be filters on $S$. Then $\mathscr{A} * \mathscr{B}$ is a filter on $S$.

Definition 21.35. Let $S$ be a semigroup and let $\mathfrak{R}$ be a set of filters on $S$. If for all $\mathcal{A}$ and $\mathscr{B}$ in $\mathfrak{R}$, there is a unique $\mathscr{C} \in \mathfrak{R}$ such that $\mathscr{C} \subseteq \mathcal{A} * \mathscr{B}$, then define an operation $\cdot$ on $\mathfrak{R}$ by $\mathfrak{A} \cdot \mathscr{B} \in \mathfrak{R}$ and $\mathscr{A} \cdot \mathscr{B} \subseteq \mathscr{A} * \mathscr{B}$.

Theorem 21.36. Let $S$ be a discrete semigroup and let $(\varphi, Y)$ be a semigroup compactification of $S$. Let $\Re=\left\{\bigcap \widetilde{\varphi}^{-1}[\{x\}]: x \in Y\right\}$. Then $\mathfrak{R}$ is a set of filters on $S$ satisfying
(a) given any choice function $f$ for $\mathfrak{\Re}$ there exists $\mathfrak{F} \in \mathscr{P}_{f}(\Re)$ such that $S=$ $\bigcup_{\mathcal{A} \in \mathfrak{F}} f(\mathcal{A})$,
(b) given distinct $\mathcal{A}$ and $\mathfrak{B}$ in $\mathfrak{R}$, there exist $A \in \mathcal{A}$ and $B \in \mathscr{B}$ such that whenever $\zeta \in \Re$, either $S \backslash A \in \mathcal{C}$ or $S \backslash B \in \mathcal{C}$, and
(c) given any $\mathcal{A}$ and $\mathfrak{B}$ in $\mathfrak{R}$ there is a unique $\mathscr{C} \in \mathfrak{R}$ such that $\mathscr{C} \subseteq \mathcal{A} * \mathscr{B}$.

Further, with the quotient topology and the operation $\cdot$ on $\mathfrak{R}$, the function $h: Y \rightarrow \Re$ defined by $h(x)=\bigcap \widetilde{\varphi}^{-1}[\{x\}]$ is an isomorphism and a homeomorphism.

Proof. Conclusions (a) and (b) follow from Theorem 21.31. To establish (c), let $\mathcal{A}, \mathfrak{B} \in \mathfrak{R}$. We note that it is enough to show that there exists $\mathscr{C} \in \Re$ such that $\mathcal{C} \subseteq \mathscr{A} * \mathscr{B}$. (For then, if $\mathscr{D} \in \mathfrak{R}$ and $\mathscr{D} \neq \mathcal{C}$ pick by (b) some $C \in \mathscr{C}$ such that $S \backslash C \in \mathscr{D}$. Then $C \in \mathscr{A} * \mathscr{B}$ so $S \backslash C \in \mathscr{D} \backslash(\mathscr{A} * \mathscr{B})$.) Pick $x, y \in Y$ such that $\mathscr{A}=\bigcap \widetilde{\varphi}^{-1}[\{x\}]$ and $\mathscr{B}=\bigcap \widetilde{\varphi}^{-1}[\{y\}]$ and let $\mathscr{C}=\bigcap \widetilde{\varphi}^{-1}[\{x y\}]$. To see that $\mathscr{C} \subseteq \mathcal{A} * \mathscr{B}$, let $A \in \mathcal{C}$. Let $U=Y \backslash \widetilde{\varphi}[\overline{S \backslash A}]$. Then $U$ is open in $Y$ and $x y \in U$. (For if $x y \notin U$ pick some $p \in \overline{S \backslash A}$ such that $\widetilde{\varphi}(p)=x y$. Then $A \notin p$ so $A \notin \bigcap \widetilde{\varphi}^{-1}[\{x y\}]$, a contradiction.)

Since $x y \in U$ and $Y$ is right topological, pick a neighborhood $V$ of $x$ such that $V y \subseteq U$. Then by Remark 21.29, $\varphi^{-1}[V]=\widetilde{\varphi}^{-1}[V] \cap S \in \mathcal{A}$. We claim that $\varphi^{-1}[V] \subseteq\left\{s \in S: s^{-1} A \in \mathscr{B}\right\}$ so that $A \in \mathscr{A} * \mathscr{B}$ as required. To this end, let $s \in \varphi^{-1}[V]$. Then $\varphi(s) y \in U$. Since $\lambda_{\varphi(s)}$ is continuous pick a neighborhood $W$ of $y$ such that $\varphi(s) W \subseteq U$. Then by Remark $21.29, \varphi^{-1}[W] \in \mathscr{B}$ so it suffices to show that $\varphi^{-1}[W] \subseteq s^{-1} A$. Let $t \in \varphi^{-1}[W]$. Then $\varphi(s t)=\varphi(s) \varphi(t) \in U$ so $s t \notin S \backslash A$, i.e., $s t \in A$ as required.

By Theorem 21.31, the function $h: Y \rightarrow \Re$ defined by $h(x)=\bigcap \widetilde{\varphi}^{-1}[\{x\}]$ is a homeomorphism from $Y$ onto $\Re$. To see that it is a homomorphism, let $x, y \in Y$. We have just shown that $h(x y)=\bigcap \widetilde{\varphi}^{-1}[\{x y\}] \subseteq h(x) * h(y)$ so that $h(x) \cdot h(y)=$ $h(x y)$.

The following theorem tells us that the description of semigroup compactifications provided by (a), (b), and a weakening of (c) of Theorem 21.36 in fact characterizes semigroup compactifications.

Theorem 21.37. Let $S$ be a discrete semigroup and let $\mathfrak{R}$ be a set of filters on $S$ satisfying
(a) given any choice function $f$ for $\mathfrak{\Re}$ there exists $\mathfrak{F} \in \mathscr{P}_{f}(\Re)$ such that $S=$ $\cup_{\mathcal{A} \in \mathfrak{F}_{\mathcal{F}}} f(\mathcal{A})$,
(b) given distinct $\mathfrak{A}$ and $\mathfrak{B}$ in $\mathfrak{R}$, there exist $A \in \mathscr{A}$ and $B \in \mathscr{B}$ such that whenever $\zeta \in \Re$, either $S \backslash A \in \mathscr{C}$ or $S \backslash B \in \mathscr{C}$, and
(c) given any $\mathcal{A}$ and $\mathscr{B}$ in $\mathfrak{R}$ there exists $\mathscr{C} \mathfrak{R}$ such that $\bigodot \subseteq \mathscr{A} * \mathscr{B}$.

Then in fact for any $\mathcal{A}$ and $\mathfrak{B}$ in $\mathfrak{R}$ there exists a unique $\mathcal{C} \in \mathfrak{R}$ such that $\mathcal{C} \subseteq$ $\mathfrak{A} * \mathscr{B}$. Also, with the quotient topology and the operation $\cdot \mathfrak{R}$ is a compact right topological semigroup and the function $g: \beta S \rightarrow \mathfrak{\Re}$ defined by $g(p) \subseteq p$ is $a$ continuous homomorphism from $\beta S$ onto $\Re$ with $g[S] \subseteq \Lambda(\Re)$ and $g[S]$ dense in $\Re$. In particular, $\left(g_{\mid S}, \mathfrak{R}\right)$ is a semigroup compactification of $S$.

Proof. As in the proof of Theorem 21.36 we see that statements (b) and (c) imply that for any $\mathcal{A}$ and $\mathfrak{B}$ in $\mathfrak{R}$ there exists a unique $\mathscr{C} \in \mathfrak{R}$ such that $\mathscr{C} \subseteq \mathcal{A} * \mathscr{B}$, so the operation $\cdot$ is well defined. By Theorem 21.32, with the quotient topology $\Re$ is a compact Hausdorff space and $g$ is a (well defined) continuous function from $\beta S$ onto $\Re$.

We show next that $g$ is a homomorphism. To this end, let $p, q \in \beta S$. To see that $g(p \cdot q)=g(p) \cdot g(q)$, we show that $g(p) \cdot g(q) \subseteq p \cdot q$. Let $A \in g(p) \cdot g(q)$. Then $A \in g(p) * g(q)$ so $B=\left\{s \in S: s^{-1} A \in g(q)\right\} \in g(p) \subseteq p$ and if $s \in B$, then $s^{-1} A \in g(q) \subseteq q$ so $\left\{s \in S: s^{-1} A \in q\right\} \in p$. That is, $A \in p \cdot q$ as required.

Since $g$ is a homomorphism onto $\mathfrak{R}$, we have immediately that the operation $\cdot$ on $\mathfrak{R}$ is associative. By Exercise 2.2.2, $\mathfrak{R}$ is a right topological semigroup.

Let $s \in S$. To see that $\lambda_{g(s)}$ is continuous, note that since $g$ is a homomorphism $g \circ \lambda_{s}=\lambda_{g(s)} \circ g$. Let $U$ be open in $\Re$ and let $V=\lambda_{g(s)}{ }^{-1}[U]$. Then $g^{-1}[V]=$ $\left(g \circ \lambda_{s}\right)^{-1}[U]$ is open in $\beta S$. Then $V=\Re \backslash g\left[\beta S \backslash g^{-1}[V]\right]$ is open in $\Re$.

Since $S$ is dense in $\beta S$ and $g$ is continuous, $g[S]$ is dense in $\Re$.

### 21.5 Uniform Compactifications

Every uniform space $X$ has a compactification $\left(\phi, \gamma_{u} X\right)$ defined by its uniform structure. For many uniform spaces $X$ which are also semigroups, $\left(\phi, \gamma_{u} X\right)$ is a semigroup compactification of $X$. It has the property that the map $(a, x) \mapsto \phi(a) x$ is a continuous map from $X \times \gamma_{u} X$ to $\gamma_{u} X$, and $\gamma_{u} X$ is the maximal semigroup compactification of $X$ for which this holds.

This is true for all discrete semigroups and for all topological groups. If $X$ is a discrete semigroup, then $\gamma_{u} X \approx \beta X$ and so the material in this section generalizes our definition of $\beta X$ as a semigroup.

We first remind the reader of the definition of a uniform structure.
Definition 21.38. Let $X$ be any set. If $U, V \subseteq X \times X$, we define $U^{-1}$ and $U V$ by $U^{-1}=\{(y, x):(x, y) \in U\}$ and $U V=\{(x, y):(x, z) \in V$ and $(z, y) \in U$ for some $z \in X\}$. We may use $U^{2}$ to denote $U U$. $\Delta$ will denote the diagonal $\{(x, x): x \in X\}$.

A uniform structure (or uniformity) $\mathcal{U}$ on $X$ is a filter of subsets of $X \times X$ with the following properties:
(1) $\Delta \subseteq U$ for every $U \in \mathcal{U}$;
(2) for every $U \in \mathcal{U}, U^{-1} \in \mathcal{U}$; and
(3) for every $U \in \mathcal{U}$, there exists $V \in \mathcal{U}$ for which $V^{2} \subseteq U$.

Let $U$ be a uniform structure on $X$ and let $U \in \mathcal{U}$. For each $x \in X$, we put $U(x)=\{y \in X:(x, y) \in U\}$, and, for each $Y \subseteq X$, we put $U[Y]=\bigcup_{y \in Y} U(y)$.
$\mathcal{U}$ generates a topology on $X$ in which a base for the neighborhoods of the point $x \in X$ are the sets of the form $U(x)$, where $U \in \mathcal{U}$. If $X$ has this topology, $(X, \mathcal{U})$ is called a uniform space and $X$ is called a uniformizable space.

If $(X, \mathcal{U})$ and $(Y, \mathcal{V})$ are uniform spaces, a function $f: X \rightarrow Y$ is said to be uniformly continuous if, for each $V \in \mathcal{V}$, there exists $U \in \mathcal{U}$ such that $\left(f\left(x_{1}\right), f\left(x_{2}\right)\right) \in$ $V$ whenever $\left(x_{1}, x_{2}\right) \in U$.

Metric spaces and topological groups provide important examples of uniformizable spaces.

If $(X, d)$ is a metric space, the filter which has as base the sets of the form $\{(x, y) \in$ $X \times X: d(x, y)<r\}$, where $r>0$, is a uniform structure on $X$. This example includes all discrete spaces. If $X$ is discrete, it has the trivial uniform structure $\mathcal{U}=$ $\{U \subseteq X \times X: \Delta \subseteq U\}$.

If $G$ is a topological group, its topology is defined by the right uniform structure which has as base the sets $\left\{(x, y) \in G \times G: x y^{-1} \in V\right\}$, where $V$ denotes a neighborhood of the identity. In this section, we shall assume that we have assigned this uniform structure to any topological group to which we refer.

It is precisely the completely regular topological spaces which are uniformizable. Suppose that $X$ is a space and that $C_{\mathbb{R}}(X)$ denotes the subalgebra of $C(X)$ consisting of the real-valued functions in $C(X) . X$ is said to be completely regular if, for every closed subset $E$ of $X$ and every $x \in X \backslash E$, there is a function $f \in C_{\mathbb{R}}(X)$ for which $f(x)=0$ and $f[E]=\{1\}$. For each $f \in C_{\mathbb{R}}(X)$ and each $\epsilon>0$, we put $U_{f, \epsilon}=\{(x, y) \in X \times X:|f(x)-f(y)|<\epsilon\}$. The finite intersections of the sets of the form $U_{f, \epsilon}$ then provide a base for a uniform structure on $X$.

In particular, every compact space $X$ is uniformizable. In fact, $X$ has a unique uniform structure given by the filter of neighborhoods of the diagonal in $X \times X$ (see Exercise 21.5.1).

In the next lemma we establish a relation between compactifications of $X$ and subalgebras of $C_{\mathbb{R}}(X)$.

Lemma 21.39. Let $X$ be any topological space and let $A$ be a norm closed subalgebra of $C_{\mathbb{R}}(X)$ which contains the constant functions. There exist a compact space $Y$ and a continuous function $\phi: X \rightarrow Y$ with the property that $\phi[X]$ is dense in $Y$ and $A=\left\{f \in C_{\mathbb{R}}(X): f=g \circ \phi\right.$ for some $\left.g \in C_{\mathbb{R}}(Y)\right\}$. The mapping $\phi$ is an embedding if, for every closed subset $E$ of $X$ and every $x \in X \backslash E$, there exists $f \in A$ such that $f(x)=0$ and $f[E]=\{1\}$.

Proof. For each $f \in A$, let $I_{f}=\{t \in \mathbb{R}:|t| \leq\|f\|\}$. Let $C=\times_{f \in A} I_{f}$ and let $\phi: X \rightarrow C$ be the evaluation map defined by $\phi(x)(f)=f(x)$. Let $Y=c \ell_{C} \phi[X]$.

For each $f \in A$, let $\pi_{f}: C \rightarrow I_{f}$ be the projection map. If $f \in A$, we have $f=\pi_{f \mid Y} \circ \phi$. Conversely, let $G=\left\{g \in C_{\mathbb{R}}(Y): g \circ \phi \in A\right\}$. By Exercise 21.5.2, $G$ is a closed subalgebra of $C_{\mathbb{R}}(Y)$ which contains the constant functions. We claim that $G$ also separates the points of $Y$. To see this, let $\vec{y}$ and $\vec{z}$ be distinct points in $Y$ and choose $f \in A$ such that $y_{f} \neq z_{f}$. Since $\pi_{f \mid Y} \circ \phi=f$, we have $\pi_{f_{\mid Y}} \in G$ and $\pi_{f \mid Y}(\vec{y}) \neq \pi_{f \mid Y}(\vec{z})$. So $G$ separates the points of $Y$ and it follows from the Stone-Weierstrass Theorem that $G=C_{\mathbb{R}}(Y)$. Thus $A=\left\{f \in C_{\mathbb{R}}(X): f=g \circ \phi\right.$ for some $\left.g \in C_{\mathbb{R}}(Y)\right\}$.

Suppose now that, for every closed subset $E$ of $X$ and every $x \in X \backslash E$, there exists $f \in A$ such that $f(x)=0$ and $f[E]=\{1\}$. Then $\phi$ is clearly injective. To see that $\phi$ is an embedding, let $E$ be closed in $X$ and let $y \in \phi[X] \backslash \phi[E]$. Pick $x \in X$ such that $y=\phi(x)$ and pick $f \in A$ such that $f(x)=0$ and $f[E]=\{1\}$. Pick $g \in C(Y)$ such that $f=g \circ \phi$. Then $g(y)=g(\phi(x))=0$ and $g[\phi[E]]=\{1\}$ so $y \notin c \ell \phi[E]$.

The following result establishes the existence of the Stone-Čech compactification for any completely regular space. (Of course, since any subset of a compact space is completely regular, this is the greatest possible generality for such a result.)

Theorem 21.40. Let $X$ be a completely regular space. Then $X$ can be embedded in a compact space $\beta X$ which has the following universal property: whenever $g: X \rightarrow C$ is a continuous function from $X$ to a compact space, there is a continuous function $\widetilde{g}: \beta X \rightarrow C$ which is an extension of $g$.

Proof. Let $A=C_{\mathbb{R}}(X)$. By Lemma 21.39, $X$ can be densely embedded in a compact space $\beta X$ with the property that every function in $A$ extends to a continuous function in $C_{\mathbb{R}}(\beta X)$. We shall regard $X$ as being a subspace of $\beta X$.

Let $C$ be a compact space and let $F$ denote the set of all continuous functions from $C$ to $[0,1]$. We define a natural embedding $i: C \rightarrow F_{[0,1]}$ by putting $i(u)(f)=$ $f(u)$ for every $u \in C$ and every $f \in F$.
Suppose that $g: X \rightarrow C$ is continuous. Then, for every $f \in F, f \circ g$ has a continuous extension $(f \circ g): \beta X \rightarrow[0,1]$. We define $h: \beta X \rightarrow F_{[0,1] \text { by }}$ $h(y)(f)=(f \circ g)(y)$ for every $y \in \beta X$ and every $f \in F$. We observe that $h(x)=i(g(x))$ whenever $x \in X$. Since $X$ is dense in $\beta X, h[X]$ is dense in $h[\beta X]$.

So $h[\beta X] \subseteq i[C]$, because $h[X] \subseteq i[C]$ and $i[C]$ is compact. We can therefore define $\widetilde{g}$ by $\widetilde{g}=i^{-1} \circ h$.

Recall that a topological compactification $(\varphi, Y)$ of a space $X$ has the property that $\varphi$ is an embedding of $X$ into $Y$.

Theorem 21.41. Let $(X, \mathcal{U})$ be a uniform space. There is a topological compactification ( $\phi, \gamma_{u} X$ ) of $X$ such that it is precisely the uniformly continuous functions in $C_{\mathbb{R}}(X)$ which have continuous extensions to $\gamma_{u} X$. (That is, $\left\{f \in C_{\mathbb{R}}(X): f=g \circ \phi\right.$ for some $\left.g \in C_{\mathbb{R}}\left(\gamma_{u} X\right)\right\}=\left\{f \in C_{\mathbb{R}}(X): f\right.$ is uniformly continuous $\}$.)

Proof. It is a routine matter to prove that the uniformly continuous functions in $C_{\mathbb{R}}(X)$ are a norm closed subalgebra of $C_{\mathbb{R}}(X)$. The conclusion then follows from Exercise 21.5.3 and Lemma 21.39.

Since $\phi$ is an embedding, we shall regard $X$ as being a subspace of $\gamma_{u} X$. The compactification $\gamma_{u} X$ will be called the uniform compactification of $X$.

It can be shown that all possible topological compactifications of a completely regular space $X$ arise in this way as uniform compactifications.

We now see that $\gamma_{u} X$ may be very large.
Lemma 21.42. Let $(X, \mathcal{U})$ be a uniform space. Suppose that there exist a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ in $X$ and a set $U \in U$ such that $x_{m} \notin U\left(x_{n}\right)$ whenever $m \neq n$. Let $f: \mathbb{N} \rightarrow X$ be defined by $f(n)=x_{n}$. Then $\widetilde{f}: \beta \mathbb{N} \rightarrow \gamma_{u} X$ is an embedding.

Proof. We claim that, for any two disjoint subsets $A$ and $B$ of $\mathbb{N}, c \ell_{\gamma_{u} X} f[A] \cap$ $c \ell_{\gamma_{u} X} f[B]=\emptyset$. To see this, we observe that $U\left[\left\{x_{n}: n \in A\right\}\right]$ and $\left\{x_{n}: n \in B\right\}$ are disjoint, and hence that there is a uniformly continuous function $g: X \rightarrow[0,1]$ for which $g\left[\left\{x_{n}: n \in A\right\}\right]=\{0\}$ and $g\left[\left\{x_{n}: n \in B\right\}\right]=\{1\}$ (by Exercise 21.5.3). By Theorem 21.41, $g$ can be extended to a continuous function $\bar{g}: \gamma_{u} X \rightarrow \mathbb{R}$. Since $\bar{g}\left[c \ell_{\gamma_{u} X} f[A]\right]=\{0\}$ and $\bar{g}\left[c \ell_{\gamma_{u} X} f[B]\right]=\{1\}$, we have $c \ell_{\gamma_{u} X} f[A] \cap$ $c \ell_{\gamma_{u} X} f[B]=\emptyset$.

Now suppose that $u$ and $v$ are distinct elements of $\beta \mathbb{N}$. We can choose disjoint subsets $A$ and $B$ of $\mathbb{N}$ such that $A \in \underset{\sim}{u}$ and $B \in v$. Since $\widetilde{f}(u) \in c \ell_{\gamma_{u} X}(f[A])$ and $\widetilde{f}(v) \in c \ell_{\gamma_{u} X}(f[B])$, it follows that $\widetilde{f}(u) \neq \widetilde{f}(v)$. So $\widetilde{f}$ is injective and is therefore an embedding.

We now assume that $X$ is a semigroup and that $(X, U)$ is a uniform space. We shall give sufficient conditions for $\left(\phi, \gamma_{u} X\right)$ to be a semigroup compactification of $X$. We observe that these conditions are satisfied in each of of the following cases:
(1) $X$ is discrete (with the trivial uniformity);
(2) $(X, d)$ is a metric space with a metric $d$ satisfying $d(x z, y z) \leq d(x, y)$ and $d(z x, z y) \leq d(x, y)$ for every $x, y, z \in X$;
(3) $X$ is a topological group.

Notice that requirement (ii) below is stronger than the assertion that $\rho_{a}$ is uniformly continuous for each $a \in X$.

Theorem 21.43. Suppose that $X$ is a semigroup and that $(X, \mathcal{U})$ is a uniform space. Suppose that the two following conditions are satisfied:
(i) For each $a \in X, \lambda_{a}: X \rightarrow X$ is uniformly continuous and
(ii) for each $U \in \mathcal{U}$, there exists $V \in \mathcal{U}$ such that for every $(s, t) \in V$ and every $a \in X$, one has $(s a, t a) \in U$.

Then we can define a semigroup operation on $\gamma_{u} X$ for which $\left(\phi, \gamma_{u} X\right)$ is a semigroup compactification of $X$.

Proof. For each $a \in X$, there is a continuous extension $\bar{\lambda}_{a}: \gamma_{u} X \rightarrow \gamma_{u} X$ of $\lambda_{a}$ (by Exercise 21.5.4). We put $a y=\bar{\lambda}_{a}(y)$ for each $y \in \gamma_{u} X$.

Given $y \in \gamma_{u} X$, we define $r_{y}: X \rightarrow \gamma_{u} X$ by $r_{y}(s)=s y$. We shall show that $r_{y}$ is uniformly continuous. We have observed that the (unique) uniformity on $\gamma_{u} X$ is generated by $\left\{U_{g, \epsilon}: g \in C_{\mathbb{R}}\left(\gamma_{u} X\right)\right.$ and $\left.\epsilon>0\right\}$, where $U_{g, \epsilon}=\left\{(u, v) \in \gamma_{u} X \times \gamma_{u} X\right.$ : $|g(u)-g(v)|<\epsilon\}$. So let $g \in C_{\mathbb{R}}\left(\gamma_{u} X\right)$ and $\epsilon>0$ be given.

Now $g_{\mid X}$ is uniformly continuous by Theorem 21.41 so pick $W \in \mathcal{U}$ such that $|g(s)-g(t)|<\frac{\epsilon}{2}$ whenever $(s, t) \in W$. Pick by condition (ii) some $V \in \mathcal{U}$ such that for all $a \in X$ and all $(s, t) \in V$, one has $(s a, t a) \in W$. Then, given $(s, t) \in V$, one has $|g(s y)-g(t y)|=\lim _{a \rightarrow y}|g(s a)-g(t a)| \leq \frac{\epsilon}{2}$, where $a$ denotes an element of $X$, and so $\left(r_{y}(s), r_{y}(t)\right) \in U_{g, \epsilon}$.

It follows from Exercise 21.5.4 that $r_{y}$ can be extended to a continuous function $\bar{r}_{y}: \gamma_{u} X \rightarrow \gamma_{u} X$.

We now define a binary operation on $\gamma_{u} X$ by putting $x y=\bar{r}_{y}(x)$ for every $x, y \in$ $\gamma_{u} X$. We observe that, for every $a \in X$, the mapping $y \mapsto a y$ from $\gamma_{u} X$ to itself is continuous; and, for every $y \in \gamma_{u} X$, the mapping $x \mapsto x y$ from $\gamma_{u} X$ to itself is continuous, because these are the mappings $\bar{\lambda}_{a}$ and $\bar{r}_{y}$ respectively.

It follows that the operation defined is associative because, for every $x, y, z \in \gamma_{u} X$,

$$
\begin{aligned}
& x(y z)=\lim _{s \rightarrow x} \lim _{t \rightarrow y} \lim _{u \rightarrow z} s(t u) \quad \text { and } \\
& (x y) z=\lim _{s \rightarrow x} \lim _{t \rightarrow y} \lim _{u \rightarrow z}(s t) u,
\end{aligned}
$$

where $s, t$, and $u$ denote elements of $X$.
So $x(y z)=(x y) z$. Thus $\gamma_{u} X$ is a semigroup compactification of $X$.

We now show that the semigroup operation on $\gamma_{u} X$ is jointly continuous on $X \times$ $\gamma_{u} X$.

Theorem 21.44. Let $(X, \mathcal{U})$ satisfy the hypotheses of Theorem 21.43. Then the map $(s, x) \mapsto s x$ is a continuous map from $X \times \gamma_{u} X$ to $\gamma_{u} X$.

Proof. Let $s \in X$ and $x \in \gamma_{u} X$. Choose any $f \in C_{\mathbb{R}}\left(\gamma_{u} X\right)$ and any $\epsilon>0$.
Since $f_{\mid X}$ is uniformly continuous, there exists $U \in \mathcal{U}$ such that $\left|f(s)-f\left(s^{\prime}\right)\right|<\epsilon$ whenever $\left(s, s^{\prime}\right) \in U$. By condition (ii) of Theorem 21.43, there exists $V \in \mathcal{U}$ such that $\left(s t, s^{\prime} t\right) \in U$ for every $\left(s, s^{\prime}\right) \in V$ and every $t \in X$. If $x^{\prime} \in \gamma_{u} X$, then $\left|f\left(s x^{\prime}\right)-f\left(s^{\prime} x^{\prime}\right)\right|=\lim _{t \rightarrow x^{\prime}}\left|f(s t)-f\left(s^{\prime} t\right)\right| \leq \epsilon$ whenever $\left(s, s^{\prime}\right) \in V$. Thus, if $s^{\prime} \in$ $V(s)$ and $x^{\prime} \in \lambda_{s}^{-1}\left[\left\{y \in \gamma_{u} X:|f(s x)-f(y)|<\epsilon\right\}\right]$, we have $\left|f(s x)-f\left(s x^{\prime}\right)\right|<\epsilon$ and $\left|f\left(s x^{\prime}\right)-f\left(s^{\prime} x^{\prime}\right)\right| \leq \epsilon$. So $\left|f(s x)-f\left(s^{\prime} x^{\prime}\right)\right|<2 \epsilon$.

Theorem 21.45. Suppose that $(X, \mathcal{U})$ satisfies the conditions of Theorem 21.43. Suppose that $Y$ is a compact right topological semigroup and that $h: X \rightarrow Y$ is a uniformly continuous homomorphism with $h[X] \subseteq \Lambda(Y)$. Then $h$ can be extended to $a$ continuous homomorphism $\bar{h}: \gamma_{u} X \rightarrow Y$.

Proof. By Exercise 21.5.4, $h$ can be extended to a continuous function $\bar{h}: \gamma_{u} X \rightarrow Y$. For every $u, v \in \gamma_{u} X$, we have

$$
\bar{h}(u v)=\lim _{s \rightarrow u} \lim _{t \rightarrow v} h(s t)=\lim _{s \rightarrow u} \lim _{t \rightarrow v} h(s) h(t)=\lim _{s \rightarrow u} h(s) \bar{h}(v)=\bar{h}(u) \bar{h}(v),
$$

where $s$ and $t$ denote elements of $X$. So $\bar{h}$ is a homomorphism.

We now show that, if $X$ is a topological group, $\gamma_{u} X$ is maximal among the semigroup compactifications of $X$ which have a joint continuity property.

Theorem 21.46. Let $X$ be a topological group and let $(\theta, Y)$ be a semigroup compactification of $X$. Suppose that the mapping $(x, y) \mapsto \theta(x) y$ from $X \times Y$ to $Y$ is continuous. Then there is a continuous homomorphism $\bar{\theta}: \gamma_{u} X \rightarrow Y$ such that $\theta=\bar{\theta}_{\mid X}$.

Proof. We shall show that $\theta$ is uniformly continuous.
Let $e$ denote the identity of $X$ and let $\mathcal{N}_{e}$ be the set of neighborhoods of $e$. Suppose that $\theta$ is not uniformly continuous. Then there exists an open neighborhood $U$ of the diagonal in $Y \times Y$ such that, for every $V \in \mathcal{N}_{e}$, there are points $s_{V}, t_{V} \in X$ satisfying $s_{V} t_{V}^{-1} \in V$ and $\left(\theta\left(s_{V}\right), \theta\left(t_{V}\right)\right) \notin U$. The net $\left\langle\left(\theta\left(s_{V}\right), \theta\left(t_{V}\right)\right)\right\rangle_{V \in \mathcal{N}_{e}}$ has a limit point $(y, z) \in(Y \times Y) \backslash U$. Now $s_{V}=e_{V} t_{V}$, where $e_{V} \in V$, and so $\theta\left(s_{V}\right)=\theta\left(e_{V}\right) \theta\left(t_{V}\right)$. Since $e_{V} \rightarrow e, \theta\left(e_{V}\right) \rightarrow \theta(e)$, and $\theta(e)$ is easily seen to be an identity for $Y$. So our continuity assumption implies that $y=z$, a contradiction.

Thus $\theta$ is uniformly continuous and therefore can be extended to a continuous homomorphism $\bar{\theta}: \gamma_{u} X \rightarrow Y$ (by Theorem 21.45).

Theorem 21.45 shows that $\gamma_{u} X$ can be identified with $\beta X$ if $X$ is a discrete semigroup with the trivial uniformity. However, there are many familiar examples in which $\gamma_{u} X$ and $\beta X$ are different. Suppose, for example, that $X=(\mathbb{R},+)$. We shall see in Theorem 21.47 that $\beta \mathbb{R}$ cannot be made into a semigroup compactification of $(\mathbb{R},+)$,

It is natural, given a nondiscrete topological semigroup such as $(\mathbb{R},+)$, to attempt to proceed as we did with a discrete semigroup in Theorem 4.1. And, indeed, one can do the first part of the extension the same way. That is, given any $s \in S$, one can define $\ell_{s}: S \rightarrow S \subseteq \beta S$ by $\ell_{s}(t)=s t$. Then by Theorem 21.40, there is a continuous function $L_{s}: \beta S \rightarrow \beta S$ such that $L_{s} \mid S=\ell_{s}$ so one can define for $s \in S$ and $q \in \beta S, s q=L_{S}(q)$. As before one still has the function $r_{q}: S \rightarrow \beta S$ defined by $r_{q}(s)=s q$. However, in order to invoke Theorem 21.40 to extend $r_{q}$, one would need $r_{q}$ to be continuous. We now see that this condition does not hold in many familiar semigroups, including $(\mathbb{R},+)$.

Note that in the following theorem we do not assume that the operation on $\beta S$ is associative.

Theorem 21.47. Let $S$ be a semigroup which is also a metric space with a metric $\delta$ for which $\delta\left(s t, s t^{\prime}\right)=\delta\left(t, t^{\prime}\right)$ and $\delta\left(t s, t^{\prime} s\right)=\delta\left(t, t^{\prime}\right)$ for every $s, t, t^{\prime} \in S$. Suppose that $S$ contains a sequence $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ such that $\delta\left(y_{m}, y_{n}\right)>1$ whenever $m \neq n$. Let . be a binary operation on $\beta S$ which extends the semigroup operation of $S$ and has the property that the mapping $\xi \mapsto x \cdot \xi$ from $\beta S$ to itself is continuous for every $x \in S$. Then there is a point $p \in \beta S$ such that the mapping $x \mapsto x \cdot p$ is discontinuous at every nonisolated point $x$ of $S$.

Proof. Let $p$ be any limit point of $\left\langle y_{n}\right\rangle_{n=1}^{\infty}$ and let $x \in S$ be the limit of a sequence $\left\langle x_{n}\right\rangle_{n=1}^{\infty}$ of distinct elements of $S$. We may suppose that $\delta\left(x_{m}, x_{n}\right)<\frac{1}{2}$ for every $m, n \in \mathbb{N}$.

For every $m, m^{\prime}, n, n^{\prime} \in \mathbb{N}$ with $n \neq n^{\prime}$, we have

$$
\begin{aligned}
\delta\left(x_{m} y_{n}, x_{m^{\prime}} y_{n^{\prime}}\right) & \geq \delta\left(x_{m} y_{n}, x_{m} y_{n^{\prime}}\right)-\delta\left(x_{m} y_{n^{\prime}}, x_{m^{\prime}} y_{n^{\prime}}\right) \\
& =\delta\left(y_{n}, y_{n^{\prime}}\right)-\delta\left(x_{m}, x_{m^{\prime}}\right)>\frac{1}{2} .
\end{aligned}
$$

Let $A=\left\{x_{m} y_{n}: m<n\right.$ and $m$ is even $\}$ and $B=\left\{x_{m} y_{n}: m<n\right.$ and $m$ is odd $\}$. We claim that $A$ and $B$ have no points of accumulation in $S$. This can be seen from the fact that, for any $s \in S,\left\{t \in S: \delta(s, t)<\frac{1}{4}\right\}$ cannot contain two points of the form $x_{m} y_{n}$ and $x_{m^{\prime}} y_{n^{\prime}}$ with $n \neq n^{\prime}$, and can therefore contain only a finite number of points in $A \cup B$. Thus $c \ell_{S} A=A, c \ell_{S} B=B$ and $c \ell_{S} A \cap c \ell_{S} B=\emptyset$.

It follows from Urysohn's Lemma that there is a continuous function $f: S \rightarrow$ $[0,1]$ for which $f[A]=\{0\}$ and $f[B]=\{1\}$. Let $\widetilde{f}: \beta S \rightarrow[0,1]$ denote the continuous extension of $f$. Then $\widetilde{f}\left(x_{m} \cdot p\right)=0$ if $m$ is even and $\widetilde{f}\left(x_{m} \cdot p\right)=1$ if $m$ is odd. So the sequence $\left\langle x_{m} \cdot p\right\rangle_{m=1}^{\infty}$ cannot converge to $x \cdot p$.

We shall now look at some of the properties of $\gamma_{u} \mathbb{R}$, where $\mathbb{R}$ denotes the topological group formed by the real numbers under addition. We first note that $\beta \mathbb{Z}$ can be embedded topologically and algebraically in $\gamma_{u} \mathbb{R}$. By Theorem 21.45, the inclusion map $i: \mathbb{Z} \rightarrow \mathbb{R}$ can be extended to a continuous homomorphism $\bar{i}: \beta \mathbb{Z} \rightarrow \gamma_{u} \mathbb{R}$. We can show that $\bar{i}$ is injective and therefore an embedding, by essentially the same argument as the one used in the proof of Lemma 21.42.

We shall therefore assume that $\beta \mathbb{Z} \subseteq \gamma_{u} \mathbb{R}$, by identifying $\beta \mathbb{Z}$ with $\bar{i}[\beta \mathbb{Z}]$. This identifies $\beta \mathbb{Z}$ with $c \ell_{\gamma_{u} \mathbb{R}}(\mathbb{Z})$, because $\bar{i}[\beta \mathbb{Z}]=c \ell_{\gamma_{u} \mathbb{R}}(i[\mathbb{Z}])$.

The following theorem gives an expression for an element of $\gamma_{u} \mathbb{R}$ analogous to the expression of a real number as the sum of its fractional and integral parts.

Theorem 21.48. Every $x \in \gamma_{u} \mathbb{R}$ can be expressed uniquely as $x=t+z$, where $t \in[0,1)$ and $z \in \beta \mathbb{Z}$.

Proof. Let $\pi: \mathbb{R} \rightarrow \mathbb{T}=\mathbb{R} / \mathbb{Z}$ denote the canonical map. Since $\pi$ is uniformly continuous, $\pi$ can be extended to a continuous homomorphism $\bar{\pi}: \gamma_{u} \mathbb{R} \rightarrow \mathbb{T}$.

We claim that $\bar{\pi}(x)=0$ if and only if $x \in \beta \mathbb{Z}$. On the one hand, $\bar{\pi}(x)=0$ if $x \in \beta \mathbb{Z}$, because $\pi[\mathbb{Z}]=\{0\}$. On the other hand, suppose that $x \notin \beta \mathbb{Z}$. Then there is a continuous function $f: \gamma_{u} \mathbb{R} \rightarrow[0,1]$ for which $f(x)=1$ and $f[\mathbb{Z}]=\{0\}$. Since $f_{\mid \mathbb{Z}}$ is uniformly continuous, there exists $\delta>0$ such that $f\left[\bigcup_{n \in \mathbb{Z}}[n-\delta, n+\delta]\right] \subseteq$ $\left[0, \frac{1}{2}\right]$. So $x \notin c \ell_{\gamma_{u} \mathbb{R}}\left(\cup_{n \in \mathbb{Z}}[n-\delta, n+\delta]\right)$ and therefore $x \in c \ell_{\gamma_{u} \mathbb{R}}\left(\cup_{n \in \mathbb{Z}}(n+\delta, n+\right.$ $1-\delta))$ and $\pi(x) \neq 0$, because $0 \notin c \ell_{\mathbb{T}} \pi\left[\bigcup_{n \in \mathbb{Z}}(n+\delta, n+1-\delta)\right]$.

Let $t$ denote the unique number in $[0,1)$ for which $\pi(t)=\bar{\pi}(x)$. If $z=-t+x$, then $\bar{\pi}(z)=0$ and so $z \in \beta \mathbb{Z}$. Thus we have an expression for $x$ of the type required.

To prove uniqueness, suppose that $x=t^{\prime}+z^{\prime}$, where $t^{\prime} \in[0,1)$ and $z^{\prime} \in \beta \mathbb{Z}$. Then $\bar{\pi}(x)=\pi\left(t^{\prime}\right)$ and so $t^{\prime}=t$ and therefore $z^{\prime}=-t+x=z$.

Theorem 21.48 allows us to analyze the algebraic structure of $\gamma_{u} \mathbb{R}$ in terms of the algebraic structure of $\beta \mathbb{Z}$.

Corollary 21.49. The left ideals of $\gamma_{u} \mathbb{R}$ have the form $\mathbb{R}+L$, where $L$ is a left ideal of $\beta \mathbb{Z}$; and the right ideals of $\gamma_{u} \mathbb{R}$ have the form $\mathbb{R}+R$, where $R$ is a right ideal of $\beta \mathbb{Z}$.

Proof. This follows easily from Theorem 21.48 and the observation that $\mathbb{R}$ is contained in the center of $\gamma_{u} \mathbb{R}$.

We omit the proofs of the following corollaries, as they are easy consequences of Theorem 21.48.

Corollary 21.50. $K\left(\gamma_{u} \mathbb{R}\right)=\mathbb{R}+K(\beta \mathbb{Z})$.

Corollary 21.51. Every idempotent of $\gamma_{u} \mathbb{R}$ is in $\beta \mathbb{Z}$.

Corollary 21.52. $\gamma_{u} \mathbb{R}$ has $2^{\mathfrak{c}}$ minimal left ideals and $2^{\mathfrak{c}}$ minimal right ideals, each containing $2^{\mathfrak{c}}$ idempotents.

Proof. This follows from Corollary 21.49 and Theorem 6.9.

Exercise 21.5.1. Let $(X, \mathcal{U})$ be a uniform space. Show that every $U \in \mathcal{U}$ is a neighborhood of the diagonal $\Delta$ in $X \times X$. If $X$ is compact, show that $\mathcal{U}$ is the filter of all neighborhoods of $\Delta$ in $X \times X$.

Exercise 21.5.2. Let $G$ and $Y$ be as in the proof of Lemma 21.39. Prove that $G$ is a closed subalgebra of $C_{\mathbb{R}}(Y)$ which contains the constant functions.

Exercise 21.5.3. Let $(X, \mathcal{U})$ be a uniform space. Suppose that $E$ and $F$ are subsets of $X$ and that $U[E] \cap F=\emptyset$ for some $U \in U$. Show that there is a uniformly continuous function $f: X \rightarrow[0,1]$ for which $f[E]=\{0\}$ and $f[F]=\{1\}$.
(Hint: Choose a sequence $\left\langle U_{n}\right\rangle_{n \in \omega}$ in $U$ by putting $U_{0}=U \cap U^{-1}$ and choosing $U_{n}$ to satisfy $U_{n}=U_{n}^{-1}$ and $U_{n}^{2} \subseteq U_{n-1}$ for every $n>0$. Then define subsets $E_{r}$ of $X$ for each dyadic rational $r \in[0,1]$ with the following properties:

$$
\begin{aligned}
& E_{0}=E, \\
& E_{1}=X \backslash F,
\end{aligned}
$$

and for each $n \in \mathbb{N}$ and each $k \in\left\{0,1,2, \ldots, 2^{n}-1\right\}$,

$$
U_{n}\left[E_{\frac{k}{2^{n}}}\right] \subseteq E_{\frac{k+1}{2^{n}}}
$$

can be done inductively by putting $E_{0}=E$ and $E_{1}=X \backslash F$, and then assuming that $E_{\frac{k}{2^{n}}}$ has been defined for every $k \in\left\{0,1,2, \ldots, 2^{n}\right\}$. If $k=2 m+1$ for $m \in$ $\left\{0,1, \ldots, 2^{n}-1\right\}, E_{\frac{k}{2^{n+1}}}$ can be defined as $U_{n+1}\left[E_{\frac{m}{2^{n}}}\right]$. Once the sets $E_{r}$ have been constructed, define $f: X \rightarrow[0,1]$ by putting $f(x)=1$ if $x \in F$ and $f(x)=\inf \{r$ : $\left.x \in E_{r}\right\}$ otherwise.)

Exercise 21.5.4. Suppose that $(X, \mathcal{U})$ and $(Y, \mathcal{V})$ are uniform spaces and that $\theta$ : $X \rightarrow Y$ is uniformly continuous. Show that $\theta$ has a continuous extension $\bar{\theta}: \gamma_{u} X \rightarrow$ $\gamma_{u} Y$. (Hint: Let $A=C_{\mathbb{R}}\left(\gamma_{u} Y\right)$. The mapping $\phi: \gamma_{u} Y \rightarrow A_{\mathbb{R}}$ defined by $\phi(y)(f)=$ $f(y)$ is then an embedding. If $f \in A, f_{\mid Y}$ is uniformly continuous and so $f \circ \theta$ is uniformly continuous and has a continuous extension $\hat{f}: \gamma_{u} X \rightarrow \mathbb{R}$. Let $\psi: \gamma_{u} X \rightarrow$ $\phi\left[\gamma_{u} Y\right]$ be defined by $\psi(x)(f)=\hat{f}(x)$. For every $x \in X, \psi(x)=\phi(\theta(x))$.)

Exercise 21.5.5. A uniform space $(X, \mathcal{U})$ is said to be totally bounded if, for every $U \in \mathcal{U}$, there exists a finite subset $F$ of $X$ such that $X=\bigcup_{x \in F} U(x)$. If $(X, \mathcal{U})$ is not totally bounded, show that $\gamma_{u} X$ contains a topological copy of $\beta \mathbb{N}$. (Hint: Apply Lemma 21.42.)

Exercise 21.5.6. Let $X$ be a topological group. Show that $f \in C_{\mathbb{R}}(X)$ is uniformly continuous if and only if the map $x \mapsto f \circ \lambda_{x}$ from $X$ to $C_{\mathbb{R}}(X)$ is continuous, where the topology of $C_{\mathbb{R}}(X)$ is that defined by its norm. (For this reason, $\gamma_{u} X$ may be called the left uniformly continuous compactification of $X$ and denoted by Lひе ( $X$ ).)

### 21.6 Notes

It is customary to define the $\mathscr{L} \mathcal{M} \mathcal{C}, W_{\mathcal{A} P}, \mathcal{A} \mathcal{P}$, and $\mathcal{A} \mathcal{A} \mathcal{P}$ compactifications only for semitopological semigroups $S$. Of course, if $S$ is not semitopological, then the map $\eta_{1}$ cannot be an embedding (because $\eta_{1}[S]$ is semitopological). It was shown in [240] (a result of collaboration with P. Milnes) that there exists a completely regular semitopological semigroup $S$ such that $\eta_{1}$ is neither one-to-one nor open and that there exist completely regular semigroups which are neither left nor right topological for which $\eta_{1}$ is one-to-one and other such semigroups for which $\eta_{1}$ is open as a map to $\eta_{1}[S]$.

In keeping with our standard practice, we have assumed that all hypothesized topological spaces are Hausdorff. However, the results of Section 21.1 remain valid if $S$ is any semigroup with topology, without any separation axioms assumed.

We defined weakly almost periodic and almost periodic functions in terms of extendibility to the $W_{\mathcal{A}} \mathcal{P}$ - and $\mathcal{A} \mathcal{P}$-compactifications. It is common to define them in terms of topologies on $C(S)$. One then has that a function $f \in C(S)$ is weakly almost periodic if $c \ell\left\{f \circ \rho_{s}: s \in S\right\}$ is compact in the weak topology on $C(S)$ and is almost periodic provided $c \ell\left\{f \circ \rho_{s}: s \in S\right\}$ is compact in the norm topology on $C(S)$. For the equivalence of these characterizations with our definitions see [64].

Theorem 21.7 and Corollary 21.8 are due to J. Berglund, H. Junghenn, and P. Milnes in [63], where they credit the "main idea" to J. Baker.

The equivalence of statements (1) and (3) in Theorem 21.18 is due to A. Grothendieck [179].

Theorem 21.22 is due to W. Ruppert [355].
The algebraic properties of $\mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N})$ are much harder to analyze than those of $\beta(\mathbb{N})$. It is difficult to prove that $\mathcal{W} \mathcal{A} \mathcal{P}(\mathbb{N})$ contains more than one idempotent. T. West was the first to prove that it contains at least two [389]. It has since been shown, in the work of G. Brown and W. Moran [82], W. Ruppert [358] and B. Bordbar [76], that $W_{\mathcal{A} P}(\mathbb{N})$ has $2^{\mathfrak{c}}$ idempotents. Whether the set of idempotents in $\mathcal{W} \mathcal{A} \mathscr{P}(\mathbb{N})$ is closed, was an open question for some time. It was answered in the negative by B. Bordbar and J. S. Pym [78].

The results of Section 21.4 are from [61] and were obtained in collaboration with J. Berglund. In [61] a characterization of the $\mathcal{W}_{\mathcal{A} \mathcal{P}}$-compactification as a space of filters was also obtained.

Theorem 21.40 is due (independently) to E. Čech [97] and M. Stone [368]. See the notes to Chapter 3 for more information about the origins of the Stone-Čech compactification.

Theorem 21.48 is due to M. Filali [143], who proved it for the more general case of $\gamma_{u} \mathbb{R}^{n}$.

Suppose that $S$ is a semitopological semigroup and that $f \in C(S)$. It is fairly easy to prove that $f$ is a $W_{\mathcal{A} \mathcal{P}}$ function if and only if $\left\{\left(f \circ \lambda_{s} \widetilde{S}: s \in S\right\}\right.$ is relatively compact in $\{\widetilde{g}: g \in C(S)\}$ for the topology of pointwise convergence on $C\left(\beta S_{d}\right)$. It follows from [128, Theorem IV.6.14] that this is equivalent to $\left\{f \circ \lambda_{s}: s \in S\right\}$ being weakly relatively compact in $C(S)$.
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ultrafilter, 56-58
$\kappa$-uniform, 60
as measure, 57, 61
combinatorially rich, 427
nonprincipal, 58
principal, 58, 64
uniform, 60, 79
Umoh, H., 225, 521
uniform compactification
as semigroup, 548
contains $\beta \mathbb{N}$, 547
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van Douwen, E., 167, 251, 269, 307
van Mill, J., viii, 167
variable extracted word, 474
variable extraction, 474
variable reduced word, 474
variable reduction, 474
variable word, 334, 473
very weakly left cancellative, 141, 146
very weakly right cancellative, 141
Voigt, B., 459
Wallace, A., 55
Wallman, H., 82
weak P-point
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