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Abstract.We describe a generalization of the classical Julia-Wolff-Carathéodory theorem to
a large class of bounded convex domains of finite type, including convex circular domains and
convex domains with real analytic boundary. The main tools used in the proofs are several
explicit estimates on the boundary behavior of Kobayashi distance and metric, and a new Lindelöf
principle.

0. Introduction
A classical result in the theory of one complex variable, due to Fatou [F], says that a
bounded holomorphic function defined on the unit disk ∆ in the complex plane admits
non-tangential limit at a.e. point σ ∈ ∂∆. Clearly, this theorem leaves open the question
of what happens at a specific point σ0 ∈ ∂∆. Of course, to get a sensible statement one
needs to make some assumptions on the function f . In 1920, Julia ([Ju]) identified the
right hypotheses, showing how to get the existence of the non-tangential limit at a given
boundary point using Schwarz’s lemma. But the real breakthrough is due to Wolff ([W])
in 1926 and Carathéodory ([C]) in 1929, who proved, under Julia’s hypotheses, that the
derivative too admits non-tangential limit at the specified boundary point. Their results
are collected in the following statement, known as the Julia-Wolff-Carathéodory theorem:

Theorem 0.1: (Julia-Wolff-Carathéodory) Let f ∈ Hol(∆,∆) and σ0 ∈ ∂∆ be such that

lim inf
ζ→σ0

1− |f(ζ)|
1− |ζ| = α < +∞. (0.1)

Then:
(i) f has non-tangential limit τ0 ∈ ∂∆ at σ0;

(ii) f ′ has non-tangential limit ατ0σ0 at σ0.

See, e.g., [A2] for proofs and applications. By the way, it should be remarked that the
lim inf in (0.1) is always strictly positive.

The extension of this theorem to bounded holomorphic functions of several variables
is clearly a natural problem. This has been done in several cases: the unit ball Bn of Cn
(Hervé [H] and Rudin [R]); strongly convex domains ([A4]); strongly pseudoconvex do-
mains ([A5]); and polydisks (Jafari [J] and [A6]). The aim of this paper is to describe a
generalization of this theorem (and of a related result, the Lindelöf principle; see below)
to a large class of bounded convex domains of finite type, including the convex circular
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domains and the convex domains with real analytic boundary. The spirit of the approach
is the same that informed [A4] and [A6] (see [AT] for a more informal description of the
background ideas and of the involved techniques); but the details of the proofs are differ-
ent. In particular, the version of the Lindelöf principle we discuss here is both valid in
more general domains and requires weaker hypotheses than the one proved, for instance,
in [A4].

The main idea behind these generalizations is that the boundary behavior of holo-
morphic functions defined on (or with values in) a bounded domain must be controlled
by the boundary behavior of the intrinsic Kobayashi distance and metric of the domain.
Therefore to compare our results with the classical ones we must translate the hypotheses
of Theorem 0.1 in terms involving the Kobayashi metric and distance.

We begin with (0.1). In the disk, 1−|ζ| measures the euclidean distance of ζ from the
boundary ∂D. Now, if D ⊂⊂ Cn is a bounded strongly pseudoconvex or convex domain, it
is known that the Kobayashi distance kD(z0, z) from a given point z0 ∈ D goes to infinity
exactly as − 1

2 log δ(z) as z tends to ∂D, where δ(z) is the euclidean distance of z from the
boundary ∂D. Then a sensible translation of (0.1) for a bounded holomorphic function
f :D → ∆ and a point x ∈ ∂D is

lim inf
z→x

[
kD(z0, z)− k∆

(
0, f(z)

)]
< +∞.

Indeed, this is exactly what is needed to generalize Julia’s part of the Julia-Wolff-Cara-
théodory theorem:

Theorem 0.2: ([A4]) Let D ⊂⊂ Cn be complete hyperbolic. Take f ∈ Hol(D,∆) and
x ∈ ∂D such that

lim inf
z→x

[
kD(z0, z)− k∆

(
0, f(z)

)]
< +∞. (0.2)

Then f has K-limit τ ∈ ∂∆ at x.

It is worth pointing out that similar statements hold for holomorphic maps f :D1 → D2

under suitable hypotheses on D2 (e.g., if D2 is bounded strongly pseudoconvex). The proof
is just an application of the contracting property of the Kobayashi distance.

The K-limit appearing in the statement of Theorem 0.2 is a several variable gener-
alization (one of many) of the notion of non-tangential limit. One way of defining the
non-tangential limit in the unit disk is using Stolz regions: a Stolz region K∆(σ,M) ⊂ ∆
of vertex σ ∈ ∂∆ and amplitude M > 1 is the egg-shaped region given by

K∆(σ,M) =
{
ζ ∈ ∆

∣∣∣∣ |σ − ζ|1− |ζ| < M

}
; (0.3)

Then f : ∆ → C has non-tangential limit L ∈ C at σ iff f(ζ) → L as ζ → σ inside any
Stolz region of vertex σ. Now, the work by Korányi and Stein on Fatou’s theorem in
strongly pseudoconvex domains has revealed that the right generalization of Stolz regions
in several variable is not a cone-shaped region, but a region which is non-tangential only
in the direction orthogonal to the boundary, and instead at least parabolically tangent to
the boundary along the complex-tangential directions.
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In [A4] we discovered a way to define, using just the Kobayashi distance, an approach
region for domains in several complex variables which is comparable to Korányi-Stein’s:
the K-region of vertex x ∈ ∂D, amplitude M > 1 and pole z0 ∈ D defined by setting

Kz0(x,M) =
{
z ∈ D

∣∣ lim sup
w→x

[
kD(z, w)− kD(z0, w)

]
+ kD(z0, z) < logM

}
;

notice that changing the pole amounts to a shifting of the amplitudes, and so it is not
relevant. The K-regions coincide with the Stolz regions in the unit disk (and with Korányi-
Stein regions in the unit ball Bn), and are well-suited to interact with conditions like (0.2).
We shall then say that a function f :D → C admits K-limit L ∈ C at x ∈ ∂D if f(z)→ L
as z → x inside any K-region of vertex x.

Unfortunately, as Rudin already remarked in the unit ball, the K-limit is a generaliza-
tion of the non-tangential limit not suitable for extensions of the Wolff-Carathéodory part
of Theorem 0.1. The correct version is a somewhat weaker (and more technical) notion
we call restricted K-limit, whose origin lies in the classical Lindelöf principle. This says
that, given a point σ ∈ ∂∆, a bounded (or just bounded in Stolz regions with vertex at x)
holomorphic function f : ∆ → C admits non-tangential limit L ∈ C at σ if and only if it
admits limit L when restricted to a single non-tangential curve γ: [0, 1) → ∆ such that
γ(t)→ σ as t→ 1−.

Čirka has been the first one to generalize the Lindelöf principle to bounded holomor-
phic functions of several complex variables, remarking that the correct statement involved,
instead of the non-tangential limit, the existence of the limit along all curves in a suitable
class including all non-tangential ones. In the case of strongly pseudoconvex domains, it
amounted to curves that were non-tangential in the direction orthogonal to the boundary,
and asimptotically less than parabolically tangent to the boundary along the complex-
tangential directions; so the existence of the (same) limit along all these curves is slightly
weaker than the existence of the K-limit, but stronger than the existence of the non-
tangential limit.

In [A4], inspired by [CK], we described a general procedure to get new Lindelöf princi-
ples; unfortunately, it works only for bounded holomorphic functions, whereas the functions
appearing in generalizations of the Wolff-Carathéodory part of Theorem 0.1 are in general
only bounded in K-regions, with the bound depending on the amplitude of the region.

One then needs a Lindelöf principle for K-bounded (i.e., bounded in K-regions) func-
tions. Possibly the main new result of this paper is exactly such a Lindelöf principle,
holding in any bounded convex domain of finite type under weaker hypotheses on f :

Theorem 0.3: Let D ⊂ Cn be a bounded convex domain, and fix z0 ∈ D. Let x ∈ ∂D such
that ∂D is smooth near x, and assume that the line type of x is finite. Let f ∈ Hol(D,C)
be T -bounded at x ∈ ∂D. If f

(
γo(t)

)
→ L as t → 1− for a special restricted x-curve γo,

then f has restricted K-limit L at x.

Here T -bounded means bounded in T -regions, which are approach regions smaller
than K-regions but defined only in convex domains; an x-curve is a curve in D ending
at x ∈ ∂D; a restricted curve is, roughly speaking, a curve whose orthogonal projection
into the complex line orthogonal to ∂D in x approaches x non-tangentially (this is not the
actual definition, but it has the correct flavour without relying on too many details); a
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special curve is a curve such that its Kobayashi distance from its projection tends to zero;
and having restricted K-limit L means having limit L restricted to any special restricted
curve (see Section 3 for the exact definitions).

We are finally able to state our generalization of Theorem 0.1.(ii), saying that the
derivatives of a bounded holomorphic function satisfying (0.2) admits restricted K-limit,
even with weights:

Theorem 0.4: Let D ⊂⊂ Cn be a “good” convex domain of finite type, and take x ∈ ∂D.
Let f ∈ Hol(D,∆) be such that (0.2) holds at x. For v ∈ Cn, v 6= O, let 0 < s ≤ 1 be
such that δ(z)sκD(z; v) is T -bounded at x, where δ(z) is the euclidean distance from the
boundary, and κD is the Kobayashi metric of D. Then the function

δ(z)s−1 ∂f

∂v
(z) (0.4)

is T -bounded at x, and:
(i) if v is transversal to TCx (∂D) then s = 1, and (0.4) has non-zero restricted K-limit

at x;
(ii) if v is complex-tangential to ∂D at x then s < 1 and (0.4) has restricted K-limit zero

at x.

Thus the behavior of the Kobayashi metric at the boundary controls the boundary
behavior of the derivatives of f , as anticipated at the beginning of this introduction. One
final remark: by a “good” convex domain of finite type here we mean a domain satisfying a
couple of technical hypotheses needed in the proof (see the remarks at the end of Sections 2
and 4 and the statement of Theorem 4.2 for the exact assumptions needed) but possibly not
needed for the validity of the theorem. Anyway, we know that strongly convex domains,
weakly convex domains with real analytic boundary and convex circular domains of finite
type are “good” in this sense, and thus Theorem 0.4 can be applied to a much larger class
of domains than the corresponding results in [A4].

This paper is organized as follows. Section 1 collects several estimates on the boundary
behavior of the Kobayashi distance and metric in convex domains of finite type, whose
proof depends on McNeal’s work [Mc1, Mc2]. Section 2 is devoted to the study of complex
geodesics in convex domains of finite type, a technical tool we shall heavily need in the
rest of the paper. Section 3 contains our new Lindelöf principle, and Section 4 the proof
of Theorem 0.4.

1. Estimates
Let D = {z ∈ Cn | r(z) < 0} ⊂⊂ Cn be a bounded domain, and x ∈ ∂D. If the boundary
of D is smooth nearby x, we say that x is a point of finite line type if

sup{ν(r ◦ l) | l:C→ Cn is linear and l(0) = x} = L < +∞,

where ν(r ◦ l) denote the order of vanishing of r ◦ l in x. The number L is the maximum
order of contact of ∂D with complex lines in x; in particular, L ≥ 2 (it suffices to consider
a line tangent to ∂D). Furthermore, if D is convex nearby x then McNeal proved that x
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is of finite line type if and only if it is of finite type in the sense of D’Angelo. For this
reason we shall say that a bounded convex domain D is simply of finite type L < +∞ if
the line type of all x ∈ ∂D is bounded by L (and the bound is achieved at some point). In
particular, D is strongly convex if and only if it is of finite type 2.

In this section we collect several estimates on the boundary behavior of the Kobayashi
metric and distance on a convex domain of finite type we shall need in the sequel. We
shall denote by kD(z, w) the Kobayashi distance of z and w in the domain D, and by
κD(z; v) the Kobayashi length in D of the tangent vector v at the point z. We shall also
consistently use the following notation: if f and g are functions, we shall write f . g to
mean that there is a constant C, sometimes universal sometimes depending on specified
parameters but always independent of f and g, such that f ≤ Cg. If f . g and g . f , we
shall write f ≈ g.

For q ∈ D and v ∈ C∗, we denote by δ(q) = d(q, ∂D) the euclidean distance from q to
the boundary of D, and by δ(q; v) the euclidean distance from q to the boundary of the
intersection of D with the complex line through q parallel to v. We shall also denote by
B(x0, ε) the euclidean ball of center x0 and radius ε.

We begin recalling two estimates which holds for any C2 domain:

Lemma 1.1: Let D ⊂⊂ Cn be a C2 bounded domain.

(i) Given z0 ∈ D, there is a constant c1 such that for all z ∈ D

kD(z0, z) ≤ c1 −
1
2

log δ(z). (1.1)

(ii) Given x0 ∈ ∂D, there exist ε and c > 0 such that for all z1, z2 ∈ D ∩B(x0, ε) we have

kD(z1, z2) ≤ 1
2

2∑
j=1

log
(

1 +
‖z1 − z2‖
δ(zj)

)
+ c. (1.2)

Proof : (i) See [A2, Theorem 2.3.51] or [A1].
(ii) See [A2, Theorem 2.3.56] or [FR]. ¤

For the next estimate we need a new notation. LetD ⊂⊂ Cn be a bounded C2 domain;
in particular, there is ε > 0 such that ∂D admits a tubular neighbourhood U of radius ε.
For any z ∈ U there is a closest x = x(z) ∈ ∂D; we then extend the exterior normal unit
vector field n from ∂D to U by setting nz = nx(z). If z ∈ D ∩ U and v ∈ Cn = TzD,
we shall write v = vN + vT , where vN = (v,nz)nz is the normal component of v at z
and vT = v − vN is the tangential component of v at z (and (· , ·) denotes the canonical
hermitian product of Cn).

Lemma 1.2: Let D ⊂⊂ Cn be a C2 bounded domain. Then there are ε > 0 and c > 0
such that if z ∈ D is such that δ(z) < ε and v ∈ Cn then

κD(z; v) ≤ ‖vN‖
δ(z)

+ c
‖vT ‖
δ(z)1/2

. (1.3)
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Proof : Let ε > 0 be such that ∂D admits a tubular neighbourhood of radius 2ε. In
particular, for every z ∈ D such that δ(z) < ε there is z0 ∈ D such that δ(z0) = ε,
x(z0) = x(z), δ(z) = ε − ‖z − z0‖ and the euclidean ball B of center z0 and radius ε is
contained in D and tangent to ∂D in x(z0). The decreasing property of the Kobayashi
metric implies κD(z; v) ≤ κB(z; v); therefore it suffices to estimate the latter.

Now, it is easy to see that

κB(z; v)2 =
ε2

(ε+ ‖z − z0‖)2

‖vN‖2
δ(z)2

+
‖vT ‖2

δ(z)(ε+ ‖z − z0‖)
;

therefore

κB(z; v)2 ≤ ‖vN‖
2

δ(z)2
+
‖vT ‖2
εδ(z)

,

and we are done. ¤
For the next couple of results we need the convexity of D:

Lemma 1.3: Let D ⊂⊂ Cn be a C2 bounded convex domain. Then:
(i) Given z0 ∈ D, there is a constant c2 ∈ R such that for all z ∈ D

c2 −
1
2

log δ(z) ≤ kD(z0, z). (1.4)

(ii) There is ε > 0 such that if z ∈ D is such that δ(z) < ε and v ∈ Cn then

‖vN‖
δ(z)

. κD(z; v), (1.5)

where the constant depends only on D.

Proof : (i) The estimate (1.4) is known for strongly pseudoconvex domain (see [A2, Theo-
rem 2.3.52], [A1], [V], [M]); but we now show that it holds for weakly convex domains too.
The real tangent plane to ∂D at x is given by Reχx(z) = 0 where

χx(z) =
n∑
h=1

∂r

∂zh
(x) (xh − zh),

and r is a C2 defining function for D.
Since ∂D is compact and C2, there is a constant M depending only on D such that

|χx(z)| ≤M‖x− z‖. If H = {Re ζ > 0} ⊂ C is the right half-plane, by convexity we have
χx(D) ⊂ H for any x ∈ ∂D. Choosing x = x(z), the explicit expression of kH yields a
c′2 > 0 depending only on z0 and D such that

kD(z0, z) ≥ kH
(
χx(z)(z0), χx(z)(z)

)
≥ c′2 −

1
2

log Reχx(z)(z)

≥ c′2 −
1
2

log |χx(z)(z)| ≥ c2 −
1
2

log δ(z),
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where c2 = c′2 − 1
2 logM , because ‖x(z)− z‖ = δ(z) by construction.

(ii) As usual, let ε > 0 be such that there is a tubular neighbourhood U of ∂D of
radius ε. So take z ∈ U ∩D, and choose again x = x(z) ∈ ∂D. Then

κD(z; v) ≥ κH
(
χx(z); dχx(v)

)
=
|dχx(v)|

2 Reχx(z)
≥ |dχx(v)|

2Mδ(z)
.

On the other hand, the complex gradient of r at x ∈ ∂D is a non-vanishing real multiple of
the conjugate of the exterior unit normal of ∂D at x; therefore there is M1 > 0 depending
only on D such that

1
M1
|(v,nx)| ≤ |dχx(v)| ≤M1|(v,nx)|,

and we are done, because nx = nz by construction. ¤
The final bunch of estimates depends on the finite type condition. To state them, we

recall the following basic result by McNeal:

Theorem 1.4: ([Mc1, Mc2]) Let D = {z ∈ Cn | r(z) < 0} be a bounded domain, and
let x ∈ ∂D. Assume that there is a neighbourhood U of x in Cn such that D ∩ U is
convex and smooth near x; assume moreover that the line type of x is L < +∞. Then,
after possibly shrinking U , for every q ∈ D ∩ U there exist an affine isometric change of
coordinates, positive numbers τ1 = δ(q) ≤ τ2 ≤ · · · ≤ τn and points p1, p2, · · · , pn ∈ ∂D
such that the new system of coordinates (z1, z2, . . . , zn) is centered in q and we have:
(i) if i > j,

∂r

∂zi
(pj) = 0; (1.6)

(ii) for 1 ≤ i ≤ n
δ(q)
τi
.
∣∣∣∣ ∂r∂zi (pi)

∣∣∣∣ . δ(q)
τi

; (1.7)

(iii) for i < j ∣∣∣∣ ∂r∂zi (pj)
∣∣∣∣ . δ(q)

τi
; (1.8)

(iv) for j = 2, . . . , n
δ(q)1/2 . τj . δ(q)1/L, (1.9)

where the constants are independent of q.

The construction of McNeal coordinates is as follows. Let τ1 be the distance from q
to ∂D, and p1 ∈ ∂D a point where the distance is realized. Let z1 be the affine isometric
parametrization of the complex line from q to p1 with z1(0) = q and p1 lying on the
positive Re z1 axis. Now let τ2 be the distance from q to the intersection of ∂D with the
(complex) orthogonal complement (through q) of the span of the coordinate z1; we then
choose p2 ∈ ∂D to be a point where this distance is achieved, and as z2 the affine isometric
parametrization of the complex line from q to p2 with z2(q) = 0 and p2 lying on the
positive Re z2 axis. Continuing this process we get the n coordinate functions satisfying
the assertions of Theorem 1.4.

Using McNeal coordinates we can give a sort of local model for the boundary of a
convex domain of finite type:



8 Marco Abate and Roberto Tauraso

Lemma 1.5: Let D ⊂ Cn be a bounded convex domain. Let x ∈ ∂D such that ∂D is
smooth near x, and assume that the type of x is finite. Then there is a neighborhood U
of x such that for every q ∈ D ∩ U the domain

AD(q) =

q + w ∈ Cn
∣∣∣∣ n∑
j=1

|zj(w)|
τj(q)

< 1


is contained in D.

Remark: In the previous lemma, with a slight abuse of notation we wrote zj(w) instead
of d(zj)q(w), where w should be considered as a tangent vector to Cn in q. Being the zj ’s
affine maps, this amounts to considering q as the origin. We shall use this convention from
now on.
Proof : Take v ∈ Cn, with ‖v‖ = 1; we want to estimate δ(q; v). Set

t =
n∑
j=1

|zj(v)|
τj(q)

and αj =
|zj(v)|
tτj(q)

for j = 1, . . . , n;

clearly,
∑
j αj = 1.

Let γ1, . . . , γn be the orthogonal unit vectors determined by the coordinate directions
associated to q, so that pj = q + τj(q)γj for j = 1, . . . , n. Every vector in the complex
line Cv is a positive real multiple of a vector of the form

w = eiθv = eiθ
n∑
j=1

zj(v)γj =
n∑
j=1

|zj(v)|γ̃j

for a suitable θ ∈ R, where γ̃j = eiθ
(
zj(v)/|zj(v)|

)
γj . Since pj realizes the minimum

distance from q to the boundary ofD along the directions spanned by the vectors γj , . . . , γn,
the point p̃j = q + τj(q)γ̃j belongs to D for j = 1, . . . , n. The convexity of D then implies
that

q +
w

t
=

n∑
j=1

αj p̃j ∈ D.

Since this holds for any θ ∈ R, the euclidean distance from q to ∂D along the direction v
is at least 1/t, and thus

1
δ(q; v)

≤ t =
n∑
j=1

|zj(v)|
τj(q)

. (1.10)

Now let w ∈ Cn, w 6= O, be such that
n∑
j=1

|zj(w)|
τj(q)

< 1,

and put v = w/‖w‖. Since zj(w) = ‖w‖zj(v) for j = 1, . . . , n, it follows that

‖w‖ <

 n∑
j=1

|zj(v)|
τj(q)

−1

≤ δ(q; v),

and thus q + w ∈ D. ¤
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And then:

Proposition 1.6: Let D ⊂ Cn be a bounded convex domain. Let x ∈ ∂D such that ∂D
is smooth near x, and assume that the type of x is finite. Then there is a neighborhood U
of x such that for every q ∈ D ∩ U and v ∈ Cn we have

κD(q; v) ≈
n∑
j=1

|zj(v)|
τj(q)

,

where the constants depend only on D.

Proof : The previous lemma yields

κD(q; v) ≤ κAD(q)(q; v) =
n∑
j=1

|zj(v)|
τj(q)

,

and one direction is done.
Now, we clearly have

zi(pj) = τjδ
i
j , (1.11)

where δij is Kronecker’s delta.
For j = 1, . . . , n, the tangent plane to ∂D at pj is given by Reχj(z) = 0, where

χj(z) =
n∑
h=1

∂r

∂zh
(pj) [zh(pj)− zh(z)].

Notice that, by convexity, Reχj(z) > 0 for all z ∈ D and j = 1, . . . , n. In particular,
χj(D) ⊂ H, the right half-plane in C. Furthermore, by (1.11) and the right-hand side of
(1.7), we have

|χj(q)| =
∣∣∣∣ ∂r∂zj (pj)

∣∣∣∣ τj . δ(q). (1.12)

Now, (1.12) yields

κD(q; v) ≥ κH
(
χj(q); dχj(v)

)
=
|dχj(v)|

2|Reχj(q)|
≥ |dχj(v)|

2|χj(q)|
& |dχj(v)|

2|δ(q)| . (1.13)

Now (1.6) yields

|dχj(v)| ≥
∣∣∣∣ ∂r∂zj (pj)

∣∣∣∣ |zj(v)| −
j−1∑
i=1

∣∣∣∣ ∂r∂zi (pj)
∣∣∣∣ |zi(v)|. (1.14)

Then, first using the left-hand side of (1.7) and then (1.8), we get

|zj(v)|
τj

. 1
δ(q)

∣∣∣∣ ∂r∂zj (pj)
∣∣∣∣ |zj(v)| ≤ |dχj(v)|

δ(q)
+

1
δ(q)

j−1∑
i=1

∣∣∣∣ ∂r∂zi (pj)
∣∣∣∣ |zi(v)|

. |dχj(v)|
δ(q)

+
j−1∑
i=1

|zi(v)|
τi

.
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From this and (1.13) by induction on j we obtain that

|zj(v)|
τj

. κD(q; v) (1.15)

for j = 1, . . . , n, and the assertion follows. ¤

Corollary 1.7: Let D ⊂ Cn be a bounded convex domain. Let x ∈ ∂D such that ∂D is
smooth near x, and assume that the line type of x is L ≥ 2. Then there is a neighborhood U
of x such that for all q ∈ D ∩ U and v ∈ Cn we have

‖v‖
δ(q)

1
L

. κD(q; v) . ‖v‖
δ(q)

, (1.16)

and
‖v‖
δ(q; v)

. κD(q; v), (1.17)

where the constants depend only on D.

Proof : The second inequality in (1.16) follows immediately from Lemma 1.2, and thus
does not depend on the fact that D is of finite line type. For the first inequality recalling
Theorem 1.4.(iv) we get

‖v‖
δ(q)

1
L

. 1
δ(q)

1
L

n∑
j=1

|zj(v)| .
n∑
j=1

|zj(v)|
τj

. κD(q; v),

by the previous proposition. Finally, (1.17) follows from (1.10) and (1.15). ¤

A final estimate:

Proposition 1.8: Let D ⊂⊂ Cn be a bounded convex domain. Let x ∈ ∂D be such that
∂D is smooth near x, and assume that the line type of x is L ≥ 2. Then there is a
neighborhood U of x such that if p, q are in D ∩ U with 0 < kD(p, q) < c, then

‖p− q‖
δ(q; p− q) . kD(p, q), (1.18)

where the constant is independent of p and q (but it depends on c).

Proof : We use McNeal coordinates centered at q. For j = 1, . . . , n we have

kD(p, q) ≥ kH
(
χj(p), χj(q)) = atanh

∣∣∣∣∣χj(p)− χj(q)χj(p) + χj(q)

∣∣∣∣∣
≥ atanh

|χj(p)− χj(q)|
|χj(p)− χj(q)|+ 2|χj(q)|

=
1
2

log
(

1 +
|χj(p)− χj(q)|
|χj(q)|

)
.
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Since kD(p, q) < c, recalling (1.12) we get

|χj(p)− χj(q)|
δ(q)

. |χj(p)− χj(q)||χj(q)|
≤ e2kD(p,q) − 1 ≤ e2c − 1

c
kD(p, q). (1.19)

Now (1.6) yields

|χj(p)− χj(q)| ≥
∣∣∣∣ ∂r∂zj (pj)

∣∣∣∣ |zj(p)| − j−1∑
i=1

∣∣∣∣ ∂r∂zi (pj)
∣∣∣∣ |zi(p)|.

Then, first using the left-hand side of (1.7) and then (1.8), we get

|zj(p)|
τj(q)

. 1
δ(q)

∣∣∣∣ ∂r∂zj (pj)
∣∣∣∣ |zj(p)| ≤ |χj(p)− χj(q)|δ(q)

+
1
δ(q)

j−1∑
i=1

∣∣∣∣ ∂r∂zi (pj)
∣∣∣∣ |zi(p)|

. |χj(p)− χj(q)|
δ(q)

+
j−1∑
i=1

|zi(p)|
τi(q)

.

From this and (1.19) by induction on j we obtain that

|zj(p)|
τj(q)

. kD(p, q)

for j = 1, . . . , n, and (1.18) follows from (1.10) applied with v = p− q. ¤

2. Complex geodesics

A main technical tool for our work is the notion of complex geodesic. A complex geodesic
in a domain D ⊂⊂ Cn is a holomorphic map ϕ: ∆ → D, where ∆ is the unit disk in the
complex plane, which is an isometry with respect to the Poincaré distance ω on ∆ and the
Kobayashi distance on D.

The complex geodesics are particularly well-behaved in convex domains. First of all,
Lempert and Royden-Wong (see [L], [RW], [A2], [JP] and [K]) proved that for every pair
of distinct points z, w in a convex domain D (respectively, for every point z ∈ D and
non-zero tangent direction v ∈ Cn) there is a complex geodesic passing through z and w
(respectively, passing through z and tangent to v). Furthermore, a complex geodesic in a
convex domain is automatically an isometry between the Poincaré metric on ∆ and the
Kobayashi metric on D (and, conversely, any such isometry is a complex geodesic); and
if a holomorphic map ϕ: ∆ → D preserves the distance between two given points (or the
length of one given non-zero tangent vector) then ϕ automatically is a complex geodesic.

In this section we shall discuss existence and uniqueness of complex geodesics passing
through an interior point z ∈ D and a boundary point x ∈ ∂D when D is of finite type,
generalizing results known (see [A3], [CHL]) for strongly convex domains.

First, a lemma.
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Lemma 2.1: Let D ⊂⊂ Cn be a bounded convex domain. If ϕ ∈ Hol(∆, D) is a complex
geodesic in D such that ϕ(0) = z0, then

δ
(
ϕ(ζ)) ≈ 1− |ζ|, (2.1)

where the constants depend only on D and z0.

Proof : It suffices to apply (1.4) and (1.1) to kD
(
ϕ(0), ϕ(ζ)

)
, recalling that

kD
(
ϕ(0), ϕ(ζ)

)
= ω(0, ζ) =

1
2

log
1 + |ζ|
1− |ζ| .

¤
To prove the existence of a complex geodesic passing through a point in the boundary

we first need to know that the complex geodesics at least extend continuously to the
boundary. For that, the following criterion due to Hardy and Littlewood will be useful:

Theorem 2.2: ([HL]) Let f ∈ Hol(∆,C) and fix α ∈ (0, 1). Then f belongs to the Hölder
space C0,α(∆) if and only

|f ′(ζ)| . (1− |ζ|)α−1

for all ζ ∈ ∆

Now we can prove that every complex geodesic in a convex domain of finite type
extends continuously to ∂∆.

Theorem 2.3: Let D ⊂ Cn be a bounded convex domain of finite type L and let ϕ: ∆→ D
be a complex geodesic. Then each component of ϕ belongs to the Hölder space C0, 1

L (∆).

Proof : By Lemma 1.1 and Corollary 1.7 (and recalling that a complex geodesic is auto-
matically an isometry between the Poincaré metric and the Kobayashi metric) we get

‖ϕ′(ζ)‖
δ
(
ϕ(ζ)

) 1
L

. κD
(
ϕ(ζ);ϕ′(ζ)

)
= κ∆(ζ; 1) =

1
1− |ζ|2 ;

hence Lemma 2.1 yields

‖ϕ′(ζ)‖ . 1
1− |ζ|2 δ

(
ϕ(ζ)

) 1
L . (1− |ζ|) 1

L−1,

and the desired regularity of ϕ follows from Theorem 2.2. ¤
As a consequence we can prove the following:

Proposition 2.4: Let D ⊂⊂ Cn be a bounded convex domain of finite type L. Then for
any z0 ∈ D and x ∈ ∂D there exists a complex geodesic ϕ: ∆ → D such that ϕ(0) = z0

and ϕ(1) = x.

Proof : Let {zk} ⊂ D be a sequence converging to x. The convexity of D yields for each
k ∈ N a complex geodesic ϕk: ∆ → D such that ϕk(0) = z0 and ϕk(tk) = zk for a
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suitable tk > 0. Moreoever D, being a bounded convex domain, is taut, and thus up to
a subsequence we can assume that the sequence {ϕk} converges to a map ϕ ∈ Hol(∆, D),
and that tk → 1−. Clearly ϕ(0) = z0 and for all ζ ∈ ∆

kD
(
z0, ϕ(ζ)

)
= lim
k→∞

kD
(
z0, ϕk(ζ)

)
= ω(0, ζ);

as remarked before, this is enough to assure that ϕ is a complex geodesic. By Theorem 2.3,
it belongs to C0, 1

L (∆), and then we clearly have ϕ(1) = x. ¤
Our next goal is to prove (under suitable hypotheses) the uniqueness of the complex

geodesic passing through a given point z0 ∈ D and a given point x ∈ ∂D. To do so we need
to describe more in detail the theory surrounding complex geodesics in convex domains.

Let D ⊂⊂ Cn be a bounded convex domain, and ϕ: ∆ → D a complex geodesic.
Lempert and Royden-Wong proved the existence of a holomorphic dual map ϕ∗: ∆→ Cn
satisfying the following properties:
(a) the components of ϕ∗ belongs to the Hardy space H1(∆);
(b) ϕ∗ is uniquely determined up to a constant positive multiple as soon as there exists a

unique supporting hyperplane at every point of ∂D (e.g., if ∂D is C2);
(c) for almost all τ ∈ ∂∆ we have ϕ∗(τ) = τµ(τ)nϕ(τ) for a unique (up to a positive

multiple) function µ ∈ L1(∂∆);
(d) ϕ∗ is never vanishing in ∆ and for every z ∈ D there exists a unique ζ = p̃(z) ∈ ∆

such that 〈
z − ϕ(ζ), ϕ∗(ζ)

〉
= 0,

where 〈z, w〉 = (z, w);
(e) p̃:D → ∆, the left inverse of ϕ, is holomorphic, p̃ ◦ ϕ = id∆, and p = ϕ ◦ p̃ is a

holomorphic retraction of D onto ϕ(∆);
(f) Re〈ϕ′(0), ϕ∗(0)〉 > 0.

We now need to recover in the finite type case some properties of the dual map ϕ∗ and of
the associated maps p and p̃ already known in the strongly convex setting.

Lemma 2.5: Let D ⊂⊂ Cn be a bounded convex domain of finite type, and let ϕ: ∆→ D
be a complex geodesic. Set, for almost all τ ∈ ∂∆,

v(τ) = (ϕ′(τ),nϕ(τ)).

Then v, 1/v ∈ L∞(∂∆).

Proof : Take τ ∈ ∂∆. By (1.5), (2.1) and since κ∆(tτ ; 1) = 1/(1− t2) we have∣∣(ϕ′(tτ),nϕ(tτ))
∣∣ . δ(ϕ(tτ)

)
κD
(
ϕ(tτ);ϕ′(tτ)

)
. (1− t)κ∆(tτ ; 1) ≤ 1.

Letting t go to 1, we obtain that v ∈ L∞(∂∆).
Now, applying (1.3) to z = ϕ(tτ) and v = ϕ′(tτ), we get∣∣(ϕ′(tτ),nϕ(tτ))

∣∣ = ‖vN‖ & κD
(
ϕ(tτ);ϕ′(tτ)

)
δ
(
ϕ(tτ)

)
− ‖vT ‖δ

(
ϕ(tτ)

)1/2
.

So, by (2.1),∣∣(ϕ′(tτ),nϕ(tτ))
∣∣ & (1− t)κ∆(tτ ; 1)− ‖vT ‖(1− t)1/2 ≥ 1

2
− ‖vT ‖(1− t)1/2.

Letting again t go to 1, we find that 1/v ∈ L∞(∂∆). ¤
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Now, the curve θ 7→ ϕ(eiθ) is almost everywhere differentiable, and its tangent
at ϕ(eiθ) is orthogonal to nϕ(eiθ). From this it is easy to prove (see [A2, p. 330] or [L])
that Im〈ϕ′(eiθ), ϕ∗(eiθ)〉 = 0 for almost every θ, and thus Im〈ϕ′, ϕ∗〉 ≡ 0 on ∆. Since
the previous lemma yields 〈ϕ′, ϕ∗〉 ∈ L1(∆), it follows that 〈ϕ′, ϕ∗〉 is a positive constant.
Now, ϕ∗ is defined up to a positive multiple; therefore we can (and we shall) always assume

〈ϕ′, ϕ∗〉 ≡ 1. (2.2)

In particular, the curve t 7→ ϕ(t) approaches ϕ(1) non-tangentially.

Corollary 2.6: Let D ⊂⊂ Cn be a bounded convex domain of finite type L, and let
ϕ: ∆→ D be a complex geodesic. Then:
(i) all the components of ϕ∗ belong to the Hölder class C0,1/L(∆);
(ii) the function v(τ) =

(
ϕ′(τ),nϕ(τ)

)
belongs to the Hölder class C0,1/L(∂∆);

(iii) the function p̃ belongs to the class C1(D).

Proof : Setting µ(τ) = ‖ϕ∗(τ)‖, by (2.2) we get τµ(τ)v(τ) = 1 almost everywhere on
∂∆; since 1/v ∈ L∞(∂∆), this implies that v belongs to the same Hölder class as µ (if
any). Furthermore, since we know that ϕ ∈ C0,1/L(∆), a classical result by Hardy and
Littlewood [HL] says that ϕ∗ is 1/L-Hölder iff µ is. Given this, since ϕ∗ and ϕ extends
continuously to the boundary, so does p̃; and the regularity of dp̃ is the same as the
regularity of ϕ∗, that is p̃ ∈ C1(D).

So it suffices to prove that µ ∈ C0,1/L(∂∆), and this can be achieved as in [A2,
Theorem 2.6.34] or [L]. ¤

In particular, for every z ∈ D and v ∈ Cn we have dp̃z(v) =
〈
v, ϕ∗

(
p̃(z)

)〉
, and for

every τ ∈ ∂∆ and v ∈ Cn we have

dp̃ϕ(τ)(v) = 〈v, ϕ∗(τ)〉 =
(v,nϕ(τ))(
ϕ′(τ),nϕ(τ)

) . (2.3)

We shall say that a convex domain D is strictly linearly convex if for every x ∈ ∂D
the complex tangent hyperplane TCx (∂D) = Tx(∂D) ∩ iTx(∂D) intersects ∂D only in x.
Strongly convex domains and convex domains with real-analytic boundary (which are
automatically of finite type) are necessarily strictly linearly convex, but the converse is not
true.

Our interest in this notion lies in the following

Lemma 2.7: Let D ⊂⊂ Cn be a bounded convex domain of finite type, ϕ: ∆ → D a
complex geodesic, and p̃:D → ∆ its left inverse. Then if z ∈ D does not belong to any
hyperplane TCϕ(τ)∂D for all τ ∈ ∂∆ then p̃(z) ∈ ∆.

Proof : The number of solutions in ∆ of〈
z − ϕ(ζ), ϕ∗(ζ)

〉
= 0

is equal to the winding number of the function gz(ζ) =
〈
z − ϕ(ζ), ϕ∗(ζ)

〉
. Arguing as in

[A2, Proposition 2.6.22] one sees that for z ∈ D the winding number is 1 unless gz(τ) = 0
for some τ ∈ ∂∆, which is equivalent to having z ∈ TCϕ (τ)∂D for some τ ∈ ∂∆ (and in
that case p̃(z) = ϕ(τ) ∈ ∂D). ¤
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We are finally ready to prove the uniqueness of complex geodesics:

Theorem 2.8: Let D ⊂⊂ Cn be a bounded strictly linearly convex domain of finite type.
Then:
(i) for any pair of distinct points z0, w0 ∈ D there is a unique complex geodesic ϕ: ∆→ D

such that ϕ(0) = z0 and ϕ(t) = w0, where t = tanh kD(z0, w0);
(ii) for any z0 ∈ D and x ∈ ∂D there exists a unique complex geodesic ϕ such that

ϕ(0) = z0 and ϕ(1) = x.

Proof : (i) We shall not need this fact in the sequel, but it is interesting to compare its proof
with the proof of (ii). Assume, by contradiction, that there are two complex geodesics ϕ
and ψ passing through z0 and w0 as required, and let p̃ be the left inverse of ϕ. Then p̃◦ψ
is a holomorphic self-map of the disk with two fixed points, and hence p̃ ◦ ψ = id∆. The
previous lemma then implies ϕ|∂∆ ≡ ψ|∂∆, and thus ϕ ≡ ψ.

(ii) Assume now that ϕ and ψ are two complex geodesics with ϕ(0) = ψ(0) = z0

and ϕ(1) = ψ(1) = x. Denote by p̃ the left inverse of ϕ, and by q̃ the left inverse of ψ.
Set f = p̃ ◦ ψ and g = q̃ ◦ ϕ. Clearly, f , g ∈ Hol(∆,∆) ∩ C(∆), f(0) = g(0) = 0 and
f(1) = g(1) = 1. Again, it suffices to prove that f = id∆.

First, we prove that there exists the radial limit of f ′ at 1. By the classical Julia-
Wolff-Carathéodory theorem, it is enough to show that

lim inf
t→1

[
ω(0, t)− ω

(
0, f(t)

)]
<∞.

Now, ϕ(t) and ψ(t) are non-tangential x-curves; therefore there is M > 1 such that for
all t close enough to 1 we have

max

{
‖ϕ(t)− x‖
δ
(
ϕ(t)

) ,
‖ψ(t)− x‖
δ
(
ψ(t)

) }
< M.

Moreover, by (2.1),
δ(ϕ(ζ)) ≈ δ(ψ(ζ)) ≈ (1− |ζ|),

and therefore Lemma 1.1.(ii) yields

ω(0, t)− ω(0, f(t)) = kD(z0, ϕ(t))− kD(z0, p ◦ ψ(t)) ≤ kD(ϕ(t), p ◦ ψ(t))
≤ kD(ϕ(t), ψ(t))

≤ 1
2

log
(

1 +
‖ϕ(t)− ψ(t)‖

δ(ϕ(t))

)
+

1
2

log
(

1 +
‖ϕ(t)− ψ(t)‖

δ(ψ(t))

)
+ c

≤ 1
2
‖ϕ(t)− ψ(t)‖

δ(ϕ(t))
+

1
2
‖ϕ(t)− ψ(t)‖

δ(ψ(t))
+ c

≤ 1
2

(‖ϕ(t)− x‖+ ‖ψ(t)− x‖)
(

1
δ(ϕ(t))

+
1

δ(ψ(t))

)
+ c

. ‖ϕ(t)− x‖
δ(ϕ(t))

+
‖ψ(t)− x‖
δ(ψ(t))

+ c

. 2M + c.
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Hence there exist the radial limits f ′(1) and g′(1). Since f(0) = g(0) = 0, a classical result
(see [A2, Corollary 1.2.10]) says that f ′(1) ≥ 1 and f ′(1) = 1 iff f is the identity (and
likewise for g). But then (2.3) and the continuity of (ψ′,nψ) and (ϕ′,nϕ) yields

1 ≤ f ′(1) =

(
ψ′(1),nx

)(
ϕ′(1),nx

) .
Analogously,

1 ≤ g′(1) =

(
ϕ′(1),nx

)(
ψ′(1),nx

) =
1

f ′(1)
;

therefore f ′(1) = g′(1) = 1, and thus f = id∆, as claimed. ¤

Remark: We do not actually need the full power of strict linear convexity to get
uniqueness of complex geodesics; we can allow some intersection between complex tangent
hyperplanes and the boundary. Indeed, let E ⊂ ∂D be the set of points x ∈ ∂D such that
TCx (∂D) ∩ ∂D contains at least two points (and thus, by convexity, a real segment). Then
the previous proof shows that if ϕ is a complex geodesic such that ϕ(∂∆) ∩ E is not of
full measure then ϕ is the unique complex geodesic passing through ϕ(0) and any other
point in its image. Since the tangent vector to ϕ(∂∆), which exists a.e., is transversal to
the complex tangent hyperplanes, a sufficient condition for this is that the set E has zero
2-dimensional Hausdorff measure.

We shall not even need the full uniqueness statement. What is really needed in the
sequel is the following

Corollary 2.9: Let D ⊂⊂ Cn be a bounded strictly linearly convex domain of finite type,
fix z0 ∈ D and denote for every z ∈ D by ϕz the only complex geodesic with ϕz(0) = z0

and ϕz(t0) = z, where t0 = tanh kD(z0, z) ∈ [0, 1]. Then z 7→ ϕz is continuous.

Proof : Let {zk} ⊂ D be a sequence converging to z ∈ D. Then every subsequential limit
of {ϕzk} is a complex geodesic passing through z0 and z, and thus (by uniqueness) it is ϕz.
By tautness, this imply that ϕz is the limit of {ϕzk}, as claimed. ¤

More generally, a convex domain D is solid in z0 ∈ D if for every z ∈ D it is possible to
choose a complex geodesic ϕz with ϕz(0) = z0 and ϕz(t0) = z, where t0 = tanh kD(z0, z),
in such a way that the map z 7→ ϕz is continuous. We have just proved that strictly linearly
convex domains of finite type (or, more generally, convex domains of finite type strictly
linearly convex except in a set of zero 2-dimensional Hausdorff measure) are solid in every
point. Another example is given by convex circular domains (no regularity assumption
on the boundary) which are always solid with respect to the origin (it suffices to choose
ϕz(ζ) = ζx, where x is the intersection of ∂D with the real half-line issuing from the origin
and passing through z; see [A2, Corollary 2.6.4]).

In Section 4 we shall prove a Julia-Wolff-Carathéodory theorem for convex domains D
of finite type solid in a given point z0 ∈ D. Actually, the solid assumption will be needed
only for the following two lemmas:
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Lemma 2.10: Let D ⊂⊂ Cn be a bounded convex domain solid in z0 ∈ D. Then for every
x ∈ ∂D and z ∈ D we have

lim sup
w→x

[kD(z, w)− kD(z0, w)] = lim
t→1−

[
kD
(
z, ϕx(t)

)
− ω(0, t)

]
.

Proof : First of all, it is easy to check that the function

t 7→ kD
(
z, ϕx(t)

)
− ω(0, t)

is not increasing for t ∈ [0, 1); let hz(x) denote its limit as t→ 1−. By definition,

hz(x) ≤ lim sup
w→x

[
kD(z, w)− kD(0, w)

]
;

to prove the converse inequality we need to show that for every ε > 0 there is δ > 0 so
that if ‖w − x‖ < δ then

kD(z, w)− kD(0, w) < hz(x) + ε.

Choose t0 < 1 so that

kD
(
z, ϕx(t0)

)
− ω(0, t0) ≤ hz(x) + ε/2,

and then fix δ > 0 such that if ‖w − x‖ < δ then kD(z0, w) > ω(0, t0) and∣∣kD(z, ϕw(t0)
)
− kD

(
z, ϕx(t0)

)∣∣ < ε/2;

such a δ exists because D is solid in z0. Then

kD(z, w)− kD(z0, w) = kD
(
z, ϕw

(
tanh kD(z0, w)

))
− ω

(
0, tanh kD(z0, w)

)
≤ kD

(
z, ϕw(t0)

)
− ω(0, t0)

≤ kD
(
z, ϕx(t0)

)
− ω(0, t0) + ε/2

≤ hz(x) + ε,

and we are done. ¤
Lemma 2.11: Let D ⊂⊂ Cn be a convex domain solid in z0 ∈ D. Then for all x ∈ ∂D
and f ∈ Hol(D,∆) we have

lim inf
z→x

[
kD(z0, z)− ω

(
0, f(z)

)]
= lim
t→1−

[
ω(0, t)− ω

(
0, f
(
ϕx(t)

))]
.

Proof : First of all, it is easy to check that the function

t 7→ ω(0, t)− ω
(
0, f
(
ϕx(t)

))
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is not decreasing in [0, 1); let h ∈ R ∪ {+∞} denote its limit as t→ 1−. Clearly,

lim inf
z→x

[
kD(z0, z)− ω

(
0, f(z)

)]
≤ h;

to prove the converse inequality we need to show that for every ε > 0 there is a δ > 0 so
that ‖z − x‖ < δ implies

kD(z0, z)− ω
(
0, f(z)

)
≥ h− ε.

Choose t0 > 0 so that
ω(0, t0)− ω

(
0, f
(
ϕx(t0)

))
≥ h− ε/2,

and take δ > 0 so that if z ∈ D is such that ‖z − x‖ < δ then kD(z0, z) > ω(0, t0) and∣∣ω(0, f(ϕx(t0)
))
− ω

(
0, f
(
ϕz(t0)

))∣∣ < ε/2.

In particular,

ω(0, t)− ω
(
0, f
(
ϕz(t)

))
≥ ω(0, t0)− ω

(
0, f
(
ϕz(t0)

))
≥ ω(0, t0)− ω

(
0, f
(
ϕx(t0)

))
− ε/2 ≥ h− ε

for all t ≥ t0. Then

kD(z0, z)− ω
(
0, f(z)

)
= ω

(
0, tanh kD(z0, z)

)
− ω

(
0, f
(
ϕz
(
tanh kD(z0, z)

)))
≥ h− ε,

and we are done. ¤

3. A Lindelöf principle
As described in the introduction, to prove a Julia-Wolff-Carathéodory theorem one needs
a Lindelöf principle; the aim of this section is exactly the proof of a Lindelöf principle for
a convex domain of finite type.

Let D ⊂⊂ Cn be a bounded convex domain; in this section we shall fix once for all: a
point z0 ∈ D; a point x ∈ ∂D such that ∂D is of finite type in a neighbourhood of x; and a
complex geodesic ϕx such that ϕx(0) = z0 and ϕx(1) = x, with corresponding left-inverse
p̃x and holomorphic retraction px = ϕx ◦ p̃x. Except in a secondary lemma, we shall not
assume that D is solid in z0; in particular, we shall not assume that D is strictly linearly
convex.

Our previous approaches to Lindelöf principles (see [A4, 5, 6] and [AT]) were based
on the (small) K-regions of vertex x ∈ ∂D, amplitude M > 1 and pole z0 ∈ D, given by

Kz0(x,M) =
{
z ∈ D | lim sup

w→x

[
kD(z, w)− kD(z0, w)

]
+ kD(z0, z) < logM

}
.

(Caution: in [A2, 4] this region was denoted by Hz0(x,M) because there we also needed
another approach region defined using the lim inf instead of the lim sup.) When D = ∆
the K-regions of pole the origin are the classical Stolz regions

K∆(τ,M) =
{
ζ ∈ ∆

∣∣∣∣ |τ − ζ|1− |ζ| < M

}
.
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Later on, we shall also need the (small) horosphere of center x ∈ ∂D, radius R > 0
and pole z0 ∈ D:

Ez0(x,M) =
{
z ∈ D | lim sup

w→x

[
kD(z, w)− kD(z0, w)

]
< 1

2 logR
}
.

In the unit disk small horospheres of pole the origin are the classical horocycles

E∆(τ,R) =
{
ζ ∈ ∆

∣∣∣∣ |τ − ζ|21− |ζ|2 < R

}
.

It turns out that in convex domains the choice of a different kind of approach regions
yields better results. A T -region of vertex x ∈ ∂D, amplitude M > 1, pole z0 ∈ D and
girth 0 < δ < 1 is

Tz0(x,M, δ) =
{
z ∈ D | p̃x(z) ∈ K∆(1,M), kD

(
z, px(z)

)
< ω(0, δ)

}
.

If D is solid in z0, the T -regions are actually smaller than K-regions (but we stress
that we shall not need this result in the sequel):

Lemma 3.1: Let D ⊂⊂ Cn be a bounded convex domain solid in z0 ∈ D. Then for all
x ∈ ∂D, M > 1 and 0 < δ < 1 we have

Tz0(x,M, δ) ⊂ Kz0

(
x,

1 + δ

1− δ M
)
.

Proof : In fact, take z ∈ Tz0(x,M, δ) and set ζ = p̃x(z). Then we have

kD
(
z, w

)
− kD(z0, w) + kD(z0, z)

≤ 2kD
(
z, px(z)

)
+ kD(px(z), w)− kD(z0, w) + kD

(
z0, px(z)

)
< 2ω(0, δ) + kD(px(z), w)− kD(z0, w) + kD

(
z0, px(z)

)
for all w ∈ D. Now, recalling Lemma 2.10 we find

lim sup
w→x

[
kD
(
px(z), w

)
− kD(z0, w)

]
+ kD

(
z0, px(z)

)
= lim
t→1−

[
kD
(
px(z), ϕx(t)

)
− kD

(
z0, ϕx(t)

)]
+ kD

(
z0, px(z)

)
= lim
t→1−

[
ω
(
p̃x(z), t

)
− ω(0, t)

]
+ ω

(
0, p̃x(z)

)
< logM,

because p̃x(z) ∈ K∆(1,M). Therefore

lim sup
w→x

[
kD(z, w)− kD(z0, w)

]
+ kD(z0, z) < log

(
1 + δ

1− δ

)
+ logM,

that is z ∈ Kz0

(
x, 1+δ

1−δM
)

as claimed. ¤
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To state our new Lindelöf principle we recall a few customary definitions. An x-curve
is a continuous curve γ: [0, 1) → D such that γ(t) → x as t → 1−. For every x-curve γ
in D we set γx = px ◦ γ and γ̃x = p̃x ◦ γ; the latter is a 1-curve in ∆. We shall say
that an x-curve γ is special if kD

(
γ(t), γx(t)

)
→ 0 as t → 1−, and that it is M -restricted

if γ̃x(t) ∈ K∆(1,M) eventually; in particular, if γ is restricted then γ̃x approaches 1 non-
tangentially. Notice that if γ is a special M -restricted x-curve then for all 0 < δ < 1 we
have γ(t) ∈ Tz0(x,M, δ) eventually.

We shall say that a map f :D → C is K-bounded at x ∈ ∂D if it is bounded in every
K-region of vertex x (with the bound depending on the amplitude of the K-region). On
the other hand, we shall say that a map f :D → C is T -bounded at x ∈ ∂D if there exists
0 < δ0 < 1 such that f is bounded in every T -region Tz0(x,M, δ0) of vertex x and girth δ0,
(with the bound depending again on the amplitude M). Note that, by Lemma 3.1, if D is
solid in z0 then if a function f is K-bounded at x then it is T -bounded at x.

Finally, we shall say that the map f has K-limit L ∈ C at x ∈ ∂D if f(z) → L
when z → x staying inside any K-region Kz0(x,M); and that it has restricted K-limit
L ∈ C at x if f

(
γ(t)

)
→ L as t → 1− for any special restricted x-curve γ. Then our new

Lindelöf principle is:

Theorem 3.2: Let D ⊂ Cn be a bounded convex domain, and fix z0 ∈ D. Let x ∈ ∂D such
that ∂D is smooth near x, and assume that the line type of x is finite. Choose a complex
geodesic ϕx such that ϕx(0) = z0 and ϕx(1) = x, and let f ∈ Hol(D,C) be T -bounded
at x ∈ ∂D. If f

(
γo(t)

)
→ L as t → 1− for a special restricted x-curve γo, then f has

restricted K-limit L at x.

Proof : Let γ be a special M -restricted x-curve. For t ∈ [0, 1) let the map Ψt ∈ Hol(C,Cn)
be defined by setting

Ψt(ζ) = γx(t) + ζ
(
γ(t)− γx(t)

)
.

First of all note that for any R > 1 there is 0 < tR < 1 such that Ψt(∆R) ⊂ D for
all t ≥ tR, where ∆R = R∆. In fact, Ψt(∆R) ⊂ D if and only if for all ζ ∈ ∆R we have

‖Ψt(ζ)− γx(t)‖ = |ζ| ‖γ(t)− γx(t)‖ < δ
(
γx(t); γ(t)− γx(t)

)
,

that is
‖γ(t)− γx(t)‖

δ
(
γx(t); γ(t)− γx(t)

) ≤ 1
R
.

Since γ is a special x-curve, we have kD
(
γ(t), γx(t)

)
→ 0, and the existence of tR follows

from Proposition 1.8.
Moreover, since p−1

x

(
γ(t)

)
is the intersection of a complex hyperplane with D, we

have Ψt(ζ) ∈ p−1
x

(
γ(t)

)
and therefore px(Ψt(ζ)) = γx(t) = Ψt(0) for all t > tR. Hence

t 7→ Ψt(ζ) is eventually an M -restricted x-curve for any ζ ∈ ∆R. We can assume without
loss of generality that γ̃x(t) ∈ K∆(1,M) for t > tR.

Now let δ0 < 1 be such that f is bounded in any region Tz0(x,M, δ0). Fix R > 1;
then Ψt(∆R/δ0) ⊂ D for all t > tR/δ0 . If ζ ∈ ∆R ⊂ ∆R/δ0 we then have

kD
(
Ψt(ζ), px

(
Ψt(ζ)

))
= kD

(
Ψt(ζ),Ψt(0)

)
≤ k∆R/δ0

(0, ζ) = ω

(
0, δ0
|ζ|
R

)
< ω(0, δ0).
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Hence Ψt(∆R) ⊂ Tz0(x,M, δ0) for t > tR/δ0 . By assumption |f | is bounded, say by C, in
Tz0(x,M, δ0). Hence for R > 1 and t > tR/δ0 we have

k∆C

(
f
(
γ(t)

)
, f
(
γx(t)

))
≤ kTz0 (x,M,δ0)

(
γ(t), γx(t)

)
= kTz0 (x,M,δ0)

(
Ψt(1),Ψt(0)

)
≤ k∆R

(0, 1) = ω

(
0,

1
R

)
.

Letting R→ +∞ we find that as t→ 1− we have

f
(
γ(t)

)
→ L if and only if f

(
γx(t)

)
→ L. (3.1)

Now consider f̃x = f ◦ ϕx ∈ Hol(∆,C). The map f̃x is K-bounded at 1 because f is
T -bounded at x, and ζ = p̃x

(
ϕx(ζ)

)
∈ K∆(1,M) implies ϕx(ζ) ∈ Tz0(x,M, δ0). Moreover,

since γ is a M -restricted x-curve then γ̃x is a non-tangential 1-curve.
By assumption, f has limit L along the special restricted curve γo. By (3.1) it follows

that f̃x has limit L along the non-tangential 1-curve γ̃ox; then, by the classical Lindelöf
principle, we have

f̃x
(
γ̃x(t)

)
= f

(
γx(t)

)
→ L

as t → 1− for all restricted x-curve γ. But then (3.1) yields f
(
γ(t)

)
→ L for all special

restricted x-curve γ, and we are done. ¤

4. A Julia-Wolff-Carathéodory theorem

In this section we shall deal with the promised version of the Julia-Wolff-Carathéodory
theorem in convex domains of finite type. Let f :D → ∆ be a bounded holomorphic
function defined on a bounded domain D, and fix z0 ∈ D. We shall say that f is α-Julia
at x ∈ ∂D if

lim inf
w→x

[
kD(z0, w)− ω

(
0, f(w)

)]
= 1

2 logα < +∞.

This is the basic assumption; from this we shall be able to infer the existence of the
(restricted) K-limit of f and its (weighted) derivates at x.

The existence of the limit for f is a standard consequence of the general Julia lemma
for complete hyperbolic domains:

Theorem 4.1: Let D ⊂⊂ Cn be a complete hyperbolic domain. Fix z0 ∈ D, and let
f ∈ Hol(D,∆) be α-Julia at x ∈ ∂D. Then f has K-limit τ ∈ ∂∆ at x.

Proof : See [A2, Proposition 2.7.15]. ¤
If v = (v1, . . . , vn) ∈ Cn is different from the origin, we shall write

∂f

∂v
(z) = dfz(v) =

n∑
j=1

vj
∂f

∂zj
(z).

Our aim is then to prove the following version of the Julia-Wolff-Carathéodory theorem:
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Theorem 4.2: Let D ⊂⊂ Cn be a convex domain of finite type solid in z0 ∈ D, and take
x ∈ ∂D such that there exists the radial limit of ϕ′x at 1. Let f ∈ Hol(D,∆) be α-Julia
at x. For v ∈ Cn, v 6= O, let 0 < s ≤ 1 be such that δ(z)sκD(z; v) is T -bounded at x. Then
the function

δ(z)s−1 ∂f

∂v
(z)

is T -bounded and has restricted K-limit at x. Furthermore, if v is transversal to TCx (∂D)
we can take s = 1, and the limit is zero if and only if v ∈ TCx (∂D).

Such an s always exists. Indeed we have the following

Proposition 4.3: Let D ⊂⊂ Cn be a convex domain, and let x ∈ ∂D be such that ∂D is
smooth near x, and assume that the line type of x is L ≥ 2. Then there is a neighbourhood U
of x such that for any z ∈ U ∩D and for any v ∈ Cn different from the origin we have:

(i) δ(z)κD(z; v) . ‖v‖;
(ii) ‖v‖ . δ(z)1/LκD(z; v);

(iii) if v is transversal to TCx (∂D) then ‖v‖ . δ(z)κD(z; v);
(iv) if v ∈ TCx (∂D) then we can find 1/L ≤ s ≤ 1 − 1/L such that δ(z)sκD(z; v) is T -
bounded at x.

Proof : (i) and (ii) follows from Corollary 1.7, while (iii) follows from Lemma 1.3.(ii).
Concerning (iv), if z ∈ Tz0(x,M, δ) ∩ U by Proposition 1.8 we have that

‖z − px(z)‖ . kD(px(z), z) δ(px(z); z − px(z)) . δ(px(z); z − px(z))

. δ
(
px(z)

)1/L . δ(z)1/L,

because kD
(
z, px(z)

)
< ω(0, δ) implies δ

(
px(z)

)
. δ(z). Moreover, since v ∈ TCx (∂D),

‖vN‖ = ‖(v,nz)‖ = ‖(v,nz − nx)‖
. ‖z − x‖ ≤ ‖z − px(z)‖+ ‖px(z)− x‖
. δ(z)1/L + δ(z) . δ(z)1/L,

where we used the fact that px(z) approaches x non-tangentially, and thus we have
‖px(z)− x‖ . δ

(
px(z)

)
. δ(z). Therefore, by Lemma 1.2,

κD(z; v) . ‖vN‖
δ(z)

+
‖vT ‖
δ(z)1/2

. 1
δ(z)1−1/L

+
1

δ(z)1/2
. 1
δ(z)1−1/L

.

¤

So in the statement of Theorem 4.2 we can take s = 1 if v is transversal to TCx (∂D),
and 1/L ≤ s ≤ 1− 1/L < 1 otherwise.

The first step in the proof consists in replacing δ(z) by 1 − p̃x(z). This is possible
because of the following
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Lemma 4.4: Let D ⊂⊂ Cn be a convex domain, and fix z0 ∈ D. Let x ∈ ∂D be such that
there is a complex geodesic ϕx with ϕx(0) = z0 and ϕx(1) = x. Then both |1− p̃x(z)|/δ(z)
and its inverse are T -bounded at x (for any girth δ).

Proof : Take z ∈ Tz0(x,M, δ). Then

|1− p̃x(z)| ≤M(1− |p̃x(z)|) = M
(
1−Kz0

(
px(z)

))
,

where Kz0(z) = tanh kD(z0, z). On the other hand,

0 ≤ kD(z0, z)− kD
(
z0, px(z)

)
≤ kD

(
z, px(z)

)
< ω(0, δ),

and thus
1−Kz0

(
px(z)

)
≤ 2

1 + δ

1− δ exp
(
−2kD(z0, z)

)
.

The T -boundedness of |1− p̃x(z)|/δ(z) then follows from Lemma 1.3.(i).
Finally, the (global) boundedness of δ(z)/|1 − p̃x(z)| follows from Lemma 1.1.(i)

and kD(z0, z) ≥ ω
(
0, p̃x(z)

)
. ¤

Since either s = 1 or the limit is zero (and every special restricted x-curve is eventually
inside a T -region), we are then left to prove that(

1− p̃x(z)
)s−1 ∂f

∂v
(z) (4.1)

has the stated restricted K-limit; the advantage now is that we deal with a holomorphic
function, and so we can apply the Lindelöf principle proved in the last section.

Our first aim then is to prove that (4.1) is T -bounded. For this we need the following

Lemma 4.5: Let D ⊂⊂ Cn be a convex domain, and fix z0 ∈ D. Let x ∈ ∂D be
such that there is a complex geodesic ϕx with ϕx(0) = z0 and ϕx(1) = x. Then for
every z ∈ Tz0(x,M, δ), r ∈ (0, 1) and complex geodesic ψ such that ψ(0) = z we have
ψ(∆r) ⊂ Tz0(x,Mr, δr), where Mr = M(1 + r)/(1− r) and

δr =
δ(1− r)2 − 2(1− δ)r
(1− r)2 + 2(1− δ)r . (4.2)

Proof : First of all we have

kD
(
ψ(ζ), px

(
ψ(ζ)

))
≤ kD

(
z, ψ(ζ)

)
+ kD

(
z, px(z)

)
+ kD

(
px(z), px(ψ(ζ)

))
≤ kD

(
z, px(z)

)
+ 2kD

(
z, ψ(ζ)

)
< ω(0, δ) + 2ω(0, r) = ω(0, δr).

Next

lim
t→1

[
ω
(
p̃x
(
ψ(ζ)

)
, t
)
− ω(0, t)

]
+ ω

(
0, p̃x

(
ψ(ζ)

))
≤ lim
t→1

[
ω
(
p̃x(z), t

)
− ω(0, t)

]
+ ω

(
0, p̃x(z)

)
+ 2ω

(
p̃x(z), p̃x

(
ψ(ζ)

))
< logM + 2kD

(
z, ψ(ζ)

)
< logMr,

and we are done. ¤
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Proposition 4.6: Let D ⊂⊂ Cn be a convex domain of finite type, solid in z0 ∈ D, and
take x ∈ ∂D. Let f ∈ Hol(D,∆) be α-Julia at z0. Take v ∈ Cn different from the origin,
and choose 0 < s ≤ 1 such that δ(z)sκD(z; v) is T -bounded at x. Then

(
1− p̃x(z)

)s−1 ∂f

∂v
(z)

is T -bounded at x.

Proof : For every z ∈ D let ψz ∈ Hol(∆, D) be a complex geodesic such that ψz(0) = z
and ψ′z(0) = v/κD(z; v). Let δ0 > 0 be such that δ(z)sκD(z; v) is bounded in T -regions of
vertex x and girth δ0, fix 0 < δ < δ0 and choose r ∈ (0, 1) such that δr < δ0, where δr is
given by (4.2). We claim that (4.1) is bounded in T -regions of vertex x and girth δ.

Write(
1− p̃x(z)

)s−1 ∂f

∂v
(z) =

(
1− p̃x(z)

)s−1
κD(z; v)(f ◦ ψz)′(0)

=
(
1− p̃x(z)

)s−1κD(z; v)
2πi

∫
|ζ|=r

f
(
ψz(ζ)

)
ζ2

dζ

=
1

2π

∫ 2π

0

f
(
ψz(reiθ)

)
− τ

p̃x
(
ψz(reiθ)

)
− 1
· p̃x

(
ψz(reiθ)

)
− 1

p̃x(z)− 1
·
(
p̃x(z)− 1
δ(z)

)s
· δ(z)

sκD(z; v)
reiθ

dθ,

where τ ∈ ∂∆ is given by Theorem 4.1. We must show that the four factors in the integrand
are T -bounded.

The fourth factor is T -bounded by assumption, and Lemma 4.4 shows that the third
factor is T -bounded too. Now take z ∈ Tz0(x,M, δ); then Lemma 4.5 yields∣∣∣∣∣1− p̃x

(
ψz(reiθ)

)
1− p̃x(z)

∣∣∣∣∣ ≤Mr

1−Kz0

(
px
(
ψz(reiθ)

))
1−Kz0

(
px(z)

) ,

where Mr = M(1 + r)/(1− r). Now,

1
2

log
1−Kz0

(
px
(
ψz(reiθ)

))
2
(
1−Kz0

(
px(z)

)) ≤
∣∣kD(z0, px(z)

)
− kD

(
z0, px

(
ψz(reiθ)

))∣∣
≤ kD

(
px(z), px

(
ψz(reiθ)

))
≤ kD

(
z, ψz(reiθ)

)
= ω(0, r),

and thus the second factor is T -bounded too.
We are left with the first factor. Take z ∈ Tz0(x,M, δ0), and set

1
2

logR = logM − ω
(
0, p̃x(z)

)
.

In particular, p̃x(z) ∈ E∆(1, R) and

R ≤M2 1− |p̃x(z)|
1 + |p̃x(z)| ≤M

2|1− p̃x(z)|.
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Now, by Lemma 2.11 we know that f ◦ϕx is α-Julia at 1. Thus f
(
px(z)

)
∈ E∆(τ, αR)

and

log
|τ − f(z)|
1 + |f(z)| = lim

t→1

[
ω
(
f(z), tτ

)
− ω(0, tτ)

]
− ω

(
0, f(z)

)
≤ 2 lim

t→1

[
ω
(
f(z), tτ

)
− ω(0, tτ)

]
≤ 2 lim

t→1

[
ω
(
f
(
px(z)

)
, tτ
)
− ω(0, tτ)

]
+ 2ω

(
f(z), f

(
px(z)

))
≤ log

(
αR

1 + δ0
1− δ0

)
.

Therefore ∣∣∣∣ τ − f(z)
1− p̃x(z)

∣∣∣∣ ≤ 2αM2 1 + δ0
1− δ0

for all z ∈ Tz0(x,M, δ0). Recalling Lemma 4.5 we then get∣∣∣∣∣ τ − f
(
ψz(reiθ)

)
1− p̃x

(
ψz(reiθ)

) ∣∣∣∣∣ ≤ 2αM2
r

1 + δ0
1− δ0

for all z ∈ Tz0(x,M, δ), and so the first factor is T -bounded too. ¤
We must now prove that (4.1) has limit along a special restricted x-curve: the obvious

candidate is γ(t) = ϕx(t). We first deal with the complex tangential directions:

Proposition 4.7: Let D ⊂⊂ Cn be a convex domain of finite type, solid in z0 ∈ D, and
take x ∈ ∂D. Let f ∈ Hol(D,∆) be α-Julia at z0. Take v ∈ TCx (∂D) different from the
origin, and choose 0 < s < 1 such that δ(z)sκD(z; v) is T -bounded at x. Then

lim
t→1

(1− t)s−1 ∂f

∂v

(
ϕx(t)

)
= 0.

Proof : Let Φ: ∆×C→ Cn be given by Φ(ζ, η) = ϕx(ζ) +ηv, and set Φ−1(D) = B. Define
h̃:B → ∆ by putting h̃ = f ◦Φ. Clearly, h̃(ζ, 0) = f

(
ϕx(ζ)

)
and ∂h̃(ζ, 0)/∂η = dfϕx(ζ)(v).

Then we can write
h̃(ζ, η) = f

(
ϕx(ζ)

)
+ η dfϕx(ζ)(v) + o(|η|).

Set
h(ζ, η) = f

(
ϕx(ζ)

)
+ 1

2η dfϕx(ζ)(v);

being the average of the first two partial sums of the power series expansion of h̃, we still
have h(B) ⊂ ∆. Writing

h(ζ, η) = f
(
ϕx(ζ)

)
+ η(1− ζ)1−sg(ζ)

with g(ζ) = dfϕx(v)(v)/2(1− ζ)1−s, the assertion is equivalent to limt→1 g(t) = 0.
Now, since t 7→ ϕx(t) is a non-tangential x-curve, and recalling Lemma 1.5, we see

that B contains a domain of the form

E(t0) =
{

(ζ, η) ∈ B
∣∣∣∣ |ζ − t0|2(1− t0)2

+
|η|1/s0
c(t0)

< 1
}
,
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for suitable t0 close enough to 1 and c(t0) ∈ R (possibly large), where s0 = min{1/2, s}.
Fix a > 1, and set ζt = t+ ia(1− t); clearly ζt ∈ ∆ for t close to 1. Furthermore, we

have
1− t < 2

1− t0
1 + a2

=⇒ (ζt, 0) ∈ E(t0),

and

1− t < 1− t0
1 + a2

=⇒ 1− |ζt − t0|
2

(1− t0)2
>

1− t
1− t0

.

Therefore for every t close enough to 1 we can find ηt ∈ C such that

1− |ζt − t0|
2

(1− t0)2
>
|ηt|1/s0
c(t0)

>
1− t
1− t0

;

in particular, (ζt, ηt) ∈ B, and we can also assume that ηt(1 − ζt)1−sg(ζt) ∈ R. Notice
moreover that

|ηt| ≥ c1(1− t)s0 ,
where c1 depends only on t0 and not on a. We then have |1− ζt| ≥ a(1− t) and

ηt(1− ζt)1−sg(ζt) ≥ |ηt|a1−s(1− t)1−s|g(ζt)| ≥ c1a1−s(1− t)1−s+s0 |g(ζt)|.

Now, ζt eventually belongs to a Stolz region in ∆; hence Lemma 2.11 and the classical
one-variable Julia-Wolff-Carathéodory theorem yields

1− f
(
ϕx(ζt)

)
1− ζt

= α+ o(1),

that is
f
(
ϕx(ζt)

)
= 1−

(
α+ o(1)

)
(1− ia)(1− t).

Thus
1 ≥ Reh(ζt, ηt) = 1−

(
α+ o(1)

)
(1− t) + ηt(1− t)1−sg(ζt)

≥ 1−
(
α+ o(1)

)
(1− t) + c1a

1−s(1− t)1−s+s0 |g(ζt)|,
that is

|g(ζt)| ≤
α+ o(1)
c1a1−s (1− t)s−s0 .

If s > 1/2, letting t→ 1− we get

lim
t→1−

|g(ζt)| = 0;

if s ≤ 1/2 we instead get
lim sup
t→1

|g(ζt)| ≤
α

c1a1−s .

This means that choosing a large enough we can make this lim sup as small as we please;
since we can clearly obtain the same estimate for ζ ′t = t − ic(1 − t), and g is T -bounded,
it follows that limt→1 |g(t)| = 0 in all cases, as claimed. ¤
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And finally the transversal directions:

Proposition 4.8: Let D ⊂⊂ Cn be a convex domain of finite type, solid in z0 ∈ D, and
take x ∈ ∂D such that there exists the radial limit of ϕ′x at 1. Let f ∈ Hol(D,∆) be α-Julia
at x. Then for any v ∈ Cn transversal to TCx (∂D) the limit

lim
t→1

∂f

∂v

(
ϕx(t)

)
(4.3)

exists and it is non-zero.

Proof : Let νx = limt→1 ϕ
′
x(t); we know that νx is transversal to TCx (∂D). Furthermore,

∂f

∂νx

(
ϕx(t)

)
= dfϕx(t)(νx) = (f ◦ ϕx)′(t) + dfϕx(t)

(
νx − ϕ′x(t)

)
.

Now, by Proposition 4.6, ‖dfϕx(t)‖ (the operator norm) is bounded, and thus the classical
one-variable Julia-Wolff-Carathéodory theorem applied to f ◦ ϕx yields

lim
t→1

∂f

∂νx

(
ϕx(t)

)
= α.

Since every vector transversal to TCx (∂D) is of the form λνx + w for suitable λ ∈ C∗ and
w ∈ TCx (∂D), from Proposition 4.7 we get the assertion. ¤

Remark: the hypothesis on the existence of the radial limit of ϕ′x is satisfied, for
instance, in real-analytic convex domains of finite type (because Lempert’s argument [L]
applies word by word to prove that complex geodesics extend real-analytic to the boundary)
and in convex circular domains (because ϕx(ζ) = ζx). Anyway, Proposition 4.8 holds under
weaker hypotheses too. For instance, it suffices to assume that ‖ϕ′x(t)‖ is bounded as t
goes to 1 and write

dfϕx(t)(λnx) = (f ◦ ϕx)′(t) + dfϕx(t)

(
λnx − ϕ′x(t)N

)
− dfϕx(t)

(
ϕ′x(t)T

)
,

where λ = v(1) =
(
ϕ′x(1),nx

)
6= 0. The first addendum on the right goes to α; the second

goes to zero, because ‖dfϕx(t)‖ is bounded and ‖λnx−ϕ′x(t)N‖ → 0; and the third goes to
zero too, because ‖dfϕx(t)‖ = o(1) when restricted to complex tangential vectors. Thus we
have again the existence of the limit (4.3) for one transversal vector, and therefore for all
of them.

So we finally have both T -boundedness and the existence of the limit along a special
restricted x-curve for (4.1); applying the Lindelöf principle Theorem 3.2, and recalling
Lemma 4.4, we get Theorem 4.2. ¤
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mensions dans elle-même. J. Math. Pures Appl. 42 (1963), 117–147.

[J] F. Jafari: Angular derivatives in polydisks. Indian J. Math. 35 (1993), 197–212.

[JP] M. Jarnicki, P. Pflug: Invariant distances and metrics in complex analysis.
Walter de Gruyter, Berlin, 1993.

[Ju] G. Julia: Extension nouvelle d’un lemme de Schwarz. Acta Math. 42 (1920),
349–355.

[K] S. Kobayashi: Hyperbolic complex spaces. Springer, Berlin, 1998.

[L] L. Lempert: La métrique de Kobayashi et la représentation des domaines sur la
boule. Bull. Soc. Math. Fr. 109 (1981), 427–474.
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de la représentation conforme. Acta Soc. Sci. Fennicae 46 (1915), 1–35.

[M] P.R. Mercer: Complex geodesics and iterates of holomorphic maps on convex do-
mains in Cn. Trans. Amer. Math. Soc. 338 (1993), 201–211.

[Mc1] J.D. McNeal: Convex Domains of Finite Type. J. Funct. Anal. 108 (1992),
361–373.

[Mc2] J.D. McNeal: Estimates on the Bergman Kernels of Convex Domains. Adv. Math.
109 (1994), 108–139.
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