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0. Introduction

A well-known classical result in the theory of one complex variable, due to Fatou [Fa], says that a bounded
holomorphic function f defined in the unit disk ∆ admits non-tangential limit at almost every point σ ∈ ∂∆.
As satisfying as it is from several points of view, this theorem leaves open the question of whether the
function f admits non-tangential limit at a specific point σ0 ∈ ∂∆.

Of course, one needs to make some assumptions on the behavior of f near the point σ0; the aim is
to find the weakest possible assumptions. In 1920, Julia [Ju1] identified the right hypothesis: assuming,
without loss of generality, that the image of the bounded holomorphic function is contained in the unit disk
then Julia’s assumption is

lim inf
ζ→σ0

1− |f(ζ)|
1− |ζ| < +∞. (0.1)

In other words, f(ζ) must go to the boundary as fast as ζ (as we shall show, it cannot go to the boundary
any faster, but it might go slower). Then Julia proved the following

Theorem 0.1: (Julia) Let f ∈ Hol(∆,∆) be a bounded holomorphic function, and take σ ∈ ∂∆ such that

lim inf
ζ→σ

1− |f(ζ)|
1− |ζ| = β < +∞

for some β ∈ R. Then β > 0 and f has non-tangential limit τ ∈ ∂∆ at σ.

As we shall see, the proof is just a (clever) application of Schwarz-Pick lemma. The real breakthrough
in this theory is due to Wolff [Wo] in 1926 and Carathéodory [C1] in 1929: if f satisfies (0.1) at σ then the
derivative f ′ too admits finite non-tangential limit at σ — and this limit can be computed explicitely. More
precisely:

Theorem 0.2: (Wolff-Carathéodory) Let f ∈ Hol(∆,∆) be a bounded holomorphic function, and take
σ ∈ ∂∆ such that

lim inf
ζ→σ

1− |f(ζ)|
1− |ζ| = β < +∞

for some β > 0. Then both the incremental ratio

f(ζ)− τ
ζ − σ

and the derivative f ′ have non-tangential limit βτσ at σ, where τ ∈ ∂∆ is the non-tangential limit of f at σ.

Theorems 0.1 and 0.2 are collectively known as the Julia-Wolff-Carathéodory theorem. The aim of this
survey is to present a possible way to generalize this theorem to bounded holomorphic functions of several
complex variables.

The main point to be kept in mind here is that, as first noticed by Korányi and Stein (see, e.g., [St])
and later theorized by Krantz [Kr1], the right kind of limit to consider in studying the boundary behavior of
holomorphic functions of several complex variables depends on the geometry of the domain, and it is usually
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stronger than the non-tangential limit. To better stress this interdependence between analysis and geometry
we decided to organize this survey as a sort of template that the reader may apply to the specific cases s/he
is interested in.

More precisely, we shall single out a number of geometrical hypotheses (usually expressed in terms of
the Kobayashi intrinsic distance of the domain) that when satisfied will imply a Julia-Wolff-Carathéodory
theorem. This approach has the advantage to reveal the main ideas in the proofs, unhindered by the technical
details needed to verify the hypotheses. In other words, the hard computations are swept under the carpet
(i.e., buried in the references), leaving the interesting patterns over the carpet free to be examined.

Of course, the hypotheses can be satisfied: for instance, all of them hold for strongly pseudoconvex
domains, convex domains with Cω boundary, convex circular domains of finite type, and in the polydisk;
but most of them hold in more general domains too. And one fringe benefit of the approach chosen for
this survey is that as soon as somebody proves that the hypotheses hold for a specific domain, s/he gets
a Julia-Wolff-Carathéodory theorem in that domain for free. Indeed, this approach has already uncovered
new results: to the best of my knowledge, Theorem 4.2 in full generality and Proposition 4.8 have not been
proved before.

So in Section 1 of this survey we shall present a proof of the Julia-Wolff-Carathéodory theorem suitable
to be generalized to several complex variables. It will consist of three steps:
(a) A proof of Theorem 0.1 starting from the Schwarz-Pick lemma.
(b) A discussion of the Lindelöf principle, which says that if a (K-)bounded holomorphic function has

limit restricted to a curve ending at a boundary point then it has the same limit restricted to any
non-tangential curve ending at that boundary point.

(c) A proof of the Julia-Wolff-Carathéodory theorem obtained by showing that the incremental ratio and
the derivative satisfy the hypotheses of the Lindelöf principle.

Then the next three sections will describe a way of performing the same three steps in a several variables
context, providing the template mentioned above.

Finally, a few words on the literature. As mentioned before, Theorem 0.1 first appeared in [Ju1], and
Theorem 0.2 in [Wo]. The proof we shall present here is essentially due to Rudin [Ru, Section 8.5]; other
proofs and one-variable generalizations can be found in [A3], [Ah], [C1, 2], [J], [Kom], [LV], [Me], [N], [Po],
[T] and references therein.

As far as I know, the first several variables generalizations of Theorem 0.1 were proved by Minialoff [Mi]
for the unit ball B2 ⊂ C2, and then by Hervé [He] in Bn. The general form we shall discuss originates
in [A2]. For some other (finite and infinite dimensional) approaches see [Ba], [M], [W], [R], [WÃl1] and
references therein.

The one-variable Lindelöf principle has been proved by Lindelöf [Li1, 2]; see also [A3, Theorem 1.3.23],
[Ru, Theorem 8.4.1], [Bu, 5.16, 5.56, 12.30, 12.31] and references therein. The first important several variables
version of it is due to Čirka [Č]; his approach has been further pursued in [D1, 2], [DZ] and [K]. A different
generalization is due to Cima and Krantz [CK] (see also [H1, 2]), and both inspired the presentation we shall
give in Section 3 (whose ideas stem from [A2]).

A first tentative extension of the Julia-Wolff-Carathéodory theorem to bounded domains in C2 is due
to Wachs [W]. Hervé [He] proved a preliminary Julia-Wolff-Carathéodory theorem for the unit ball of Cn
using non-tangential limits and considering only incremental ratioes; the full statement for the unit ball
is due to Rudin [Ru, Section 8.5]. The Julia-Wolff-Carathéodory theorem for strongly convex domains is
in [A2]; for strongly pseudoconvex domains in [A4]; for the polydisk in [A5] (see also Jafari [Ja], even though
his statement is not completely correct); for convex domains of finite type in [AT2]. Furthermore, Julia-
Wolff-Carathéodory theorems in infinite-dimensional Banach and Hilbert spaces are discussed in [EHRS],
[F], [MM], [SW], [WÃl2, 3, 4], [Z] and references therein.

Finally, I would also like to mention the shorter survey [AT1], written, as well as the much more
substantial paper [AT2], with the unvaluable help of Roberto Tauraso.
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1. One complex variable
We already mentioned that Theorem 0.1 is a consequence of the classical Schwarz-Pick lemma. For the sake
of completeness, let us recall here the relevant definitions and statements.

Definition 1.1: The Poincaré metric on ∆ is the complete Hermitian metric κ2
∆ of constant Gaussian

curvature −4 given by

κ2
∆(ζ) =

1
(1− |ζ|2)2

dz dz̄.

The Poincaré distance ω on ∆ is the integrated distance associated to κ∆.

It is easy to prove that

ω(ζ1, ζ2) = 1
2 log

1 +
∣∣∣ ζ1−ζ2

1−ζ2ζ1

∣∣∣
1−

∣∣∣ ζ1−ζ2
1−ζ2ζ1

∣∣∣ .
For us the main property of the Poincaré distance is the classical Schwarz-Pick lemma:

Theorem 1.1: (Schwarz-Pick) The Poincaré metric and distance are contracted by holomorphic self-maps
of the unit disk. In other words, if f ∈ Hol(∆,∆) then

∀ζ ∈ ∆ f∗(κ2
∆)(ζ) ≤ κ2

∆(ζ) (1.1)

and

∀ζ1, ζ2 ∈ ∆ ω
(
f(ζ1), f(ζ2)

)
≤ ω(ζ1, ζ2). (1.2)

Furthermore, equality in (1.1) for some ζ ∈ ∆ or in (1.2) for some ζ1 6= ζ2 occurs iff f is a holomorphic
automorphism of ∆.

A first easy application of this result is the fact that the lim inf in (0.1) is always positive (or +∞). But
let us first give it a name.

Definition 1.2: Let f ∈ Hol(∆,∆) be a holomorphic self-map of ∆, and σ ∈ ∂∆. Then the boundary
dilation coefficient βf (σ) of f at σ is given by

βf (σ) = lim inf
ζ→σ

1− |f(ζ)|
1− |ζ| .

If it is finite and equal to β > 0 we shall say that f is β-Julia at σ.

Then

Corollary 1.2: For any f ∈ Hol(∆,∆) we have

1− |f(ζ)|
1− |ζ| ≥

1− |f(0)|
1 + |f(0)| > 0 (1.3)

for all ζ ∈ ∆; in particular,

βf (σ) ≥ 1− |f(0)|
1 + |f(0)| > 0

for all σ ∈ ∂∆.

Proof : The Schwarz-Pick lemma yields

ω
(
0, f(ζ)

)
≤ ω

(
0, f(0)

)
+ ω

(
f(0), f(ζ)

)
≤ ω

(
0, f(0)

)
+ ω(0, ζ),

that is
1 + |f(ζ)|
1− |f(ζ)| ≤

1 + |f(0)|
1− |f(0)| ·

1 + |ζ|
1− |ζ| (1.4)

for all ζ ∈ ∆. Let a = (|f(0)|+ |ζ|)/(1+ |f(0)||ζ|); then the right-hand side of (1.4) is equal to (1+a)/(1−a).
Hence |f(ζ)| ≤ a, that is

1− |f(ζ)| ≥ (1− |ζ|) 1− |f(0)|
1 + |f(0)||ζ| ≥ (1− |ζ|)1− |f(0)|

1 + |f(0)|
for all ζ ∈ ∆, as claimed.
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The main step in the proof of Theorem 0.1 is known as Julia’s lemma, and it is again a consequence of
the Schwarz-Pick lemma:

Theorem 1.3: (Julia) Let f ∈ Hol(∆,∆) and σ ∈ ∂∆ be such that

lim inf
ζ→σ

1− |f(ζ)|
1− |ζ| = β < +∞.

Then there exists a unique τ ∈ ∂∆ such that

|τ − f(ζ)|2
1− |f(ζ)|2 ≤ β

|σ − ζ|2
1− |ζ|2 . (1.5)

Proof : The Schwarz-Pick lemma yields ∣∣∣∣∣ f(ζ)− f(η)
1− f(η)f(ζ)

∣∣∣∣∣ ≤
∣∣∣∣ ζ − η1− ηζ

∣∣∣∣
and thus

|1− f(η)f(ζ)|2
1− |f(ζ)|2 ≤ 1− |f(η)|2

1− |η|2 · |1− ηζ|
2

1− |ζ|2 (1.6)

for all η, ζ ∈ ∆. Now choose a sequence {ηk} ⊂ ∆ converging to σ and such that

lim
k→+∞

1− |f(ηk)|
1− |ηk|

= β;

in particular, |f(ηk)| → 1, and so up to a subsequence we can assume that f(ηk) → τ ∈ ∂∆ as k → +∞.
Then setting η = ηk in (1.6) and taking the limit as k → +∞ we obtain (1.5).

We are left to prove the uniqueness of τ . To do so, we need a geometrical interpretation of (1.5).

Definition 1.3: The horocycle E(σ,R) of center σ and radius R is the set

E(σ,R) =
{
ζ ∈ ∆

∣∣∣∣ |σ − ζ|21− |ζ|2 < R

}
.

Geometrically, E(σ,R) is an euclidean disk of euclidean radius R/(1 +R) internally tangent to ∂∆ in σ; in
particular,

|σ − ζ| ≤ 2R
1 +R

< 2R (1.7)

for all ζ ∈ E(σ,R). A horocycle can also be seen as the limit of Poincaré disks with fixed euclidean radius
and centers converging to σ (see, e.g., [Ju2] or [A3, Proposition 1.2.1]).

The formula (1.5) then says that
f
(
E(σ,R)

)
⊆ E(τ, βR)

for any R > 0. Assume, by contradiction, that (1.5) also holds for some τ1 6= τ , and choose R > 0 so small
that E(τ, βR) ∩ E(τ1, βR) = ∅. Then we get

∅ 6= f
(
E(σ,R)

)
⊆ E(τ, βR) ∩ E(τ1, βR) = ∅,

contradiction. Therefore (1.5) can hold for at most one τ ∈ ∂∆, and we are done.

In Section 4 we shall need a sort of converse of Julia’s lemma:
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Lemma 1.4: Let f ∈ Hol(∆,∆), σ, τ ∈ ∂∆ and β > 0 be such that

f
(
E(σ,R)

)
⊆ E(τ, βR)

for all R > 0. Then βf (σ) ≤ β.

Proof : For t ∈ [0, 1) set Rt = (1− t)/(1 + t), so that tσ ∈ ∂E(σ,Rt). Therefore f(tσ) ∈ E(τ, βRt); hence

1− |f(tσ)|
1− t ≤ |τ − f(tσ)|

1− t < 2β
Rt

1− t =
2

1 + t
β,

by (1.7), and thus

βf (σ) = lim inf
ζ→σ

1− |f(ζ)|
1− |ζ| ≤ lim inf

t→1−

1− |f(tσ)|
1− t ≤ β.

To complete the proof of Theorem 0.1 we still need to give a precise definition of what we mean by
non-tangential limit.

Definition 1.4: Take σ ∈ ∂∆ and M ≥ 1; the Stolz region K(σ,M) of vertex σ and amplitude M is
given by

K(σ,M) =
{
ζ ∈ ∆

∣∣∣∣ |σ − ζ|1− |ζ| < M

}
.

Geometrically, K(σ,M) is an egg-shaped region, ending in an angle touching the boundary of ∆ at σ.
The amplitude of this angle tends to 0 as M → 1+, and tends to π as M → +∞. Therefore we can use Stolz
regions to define the notion of non-tangential limit:

Definition 1.5: A function f : ∆ → C admits non-tangential limit L ∈ C at the point σ ∈ ∂∆ if
f(ζ)→ L as ζ tends to σ inside K(σ,M) for any M > 1.

From the definitions it is apparent that horocycles and Stolz regions are strongly related. For instance,
if ζ belongs to K(σ,M) we have

|σ − ζ|2
1− |ζ|2 =

|σ − ζ|
1− |ζ| ·

|σ − ζ|
1 + |ζ| < M |σ − ζ|,

and thus ζ ∈ E(σ,M |σ − ζ|).
We are then ready for the

Proof of Theorem 0.1: Assume that f is β-Julia at σ, fixM > 1 and choose any sequence {ζk} ⊂ K(σ,M)
converging to σ. In particular, ζk ∈ E(σ,M |σ− ζk|) for all k ∈ N. Then Theorem 1.3 gives a unique τ ∈ ∂∆
such that f(ζk) ∈ E(τ, βM |σ − ζk|). Therefore every limit point of the sequence {f(ζk)} must be contained
in the intersection ⋂

k∈N
E(τ, βM |σ − ζk|) = {τ},

that is f(ζk)→ τ , and we have proved that f has non-tangential limit τ at σ.

To prove Theorem 0.2 we need another ingredient, known as Lindelöf principle. The idea is that the
existence of the limit along a given curve in ∆ ending at σ ∈ ∂∆ forces the existence of the non-tangential
limit at σ. To be more precise:

Definition 1.6: Let σ ∈ ∂∆. A σ-curve in ∆ is a continous curve γ: [0, 1) → ∆ such that γ(t) → σ
as t→ 1−. Furthermore, we shall say that a function f : ∆→ C is K-bounded at σ if for every M > 1 there
exists CM > 0 such that |f(ζ)| ≤ CM for all ζ ∈ K(σ,M).

Then Lindelöf [Li2] proved the following
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Theorem 1.5: Let f : ∆ → C be a holomorphic function, and σ ∈ ∂∆. Assume there is a σ-curve
γ: [0, 1)→ ∆ such that f

(
γ(t)

)
→ L ∈ C as t→ 1−. Assume moreover that

(a) f is bounded, or that
(b) f is K-bounded and γ is non-tangential, that is its image is contained in a K-region K(σ,M0).
Then f has non-tangential limit L at σ.

Proof : A proof of case (a) can be found in [A3, Theorem 1.3.23] or in [Ru, Theorem 8.4.1]. Since each
K(σ,M) is biholomorphic to ∆ and the biholomorphism extends continuously up to the boundary, case (b)
is a consequence of (a). Furthermore, it should be remarked that in case (b) the existence of the limit along γ
automatically implies that f is K-bounded ([Li1]; see [Bu, 5.16] and references therein).

However, we shall describe here an easy proof of case (b) when γ is radial, that is γ(t) = tσ, which is
the case we shall mostly use.

First of all, without loss of generality we can assume that σ = 1, and then the Cayley transform allows
us to transfer the stage to H+ = {w ∈ C | Imw > 0}. The boundary point we are interested in becomes ∞,
and the curve γ is now given by γ(t) = i(1 + t)/(1− t).

Furthermore if we denote by K(∞,M) ⊂ H+ the image under the Cayley transform of K(1,M) ⊂ ∆,
and by Kε the truncated cone

Kε =
{
w ∈ H+ | Imw > ε max{1, |Rew|}

}
,

we have
K(∞,M) ⊂ K1/(2M) and K1/(2M) ∩ {w ∈ H+ | Imw > R} ⊂ K(∞,M ′),

for every R, M > 1, where

M ′ =

√
1 + 4M2

R+ 1
R− 1

.

The first inclusion is easy; the second one follows from the formula∣∣∣∣ 1− ζ
1− |ζ|

∣∣∣∣2 = 1 +
2

|ζ|+ Re ζ

∣∣∣∣ Im ζ

1− |ζ|

∣∣∣∣2 , (1.8)

true for all ζ ∈ ∆ with Re ζ > 0.
Therefore we are reduced to prove that if f :H+ → C is holomorphic and bounded on any Kε, and

f ◦ γ(t)→ L ∈ C as t→ 1−, then f(w) has limit L as w tends to ∞ inside Kε.
Choose ε′ < ε (so that Kε′ ⊃ Kε), and define fn:Kε′ → C by fn(w) = f(nw). Then {fn} is a sequence

of uniformly bounded holomorphic functions. Furthermore, fn(ir)→ L as n→ +∞ for any r > 1; by Vitali’s
theorem, the whole sequence {fn} is then converging uniformly on compact subsets to a holomorphic function
f∞:Kε′ → C. But we have f∞(ir) = L for all r > 1; therefore f∞ ≡ L. In particular, for every δ > 0 we
can find N ≥ 1 such that n ≥ N implies

|fn(w)− L| < δ for all w ∈ Kε such that 1 ≤ |w| ≤ 2.

This implies that for every δ > 0 there is R > 1 such that w ∈ Kε and |w| > R implies |f(w)− L| < δ, that
is the assertion. Indeed, it suffices to take R = N ; if |w| > N let n ≥ N be the integer part of |w|, and set
w′ = w/n. Then w′ ∈ Kε and 1 ≤ |w′| ≤ 2, and thus

|f(w)− L| = |fn(w′)− L| < δ,

as claimed.

Example 1.1: It is very easy to provide examples of K-bounded functions which are not bounded: for
instance f(ζ) = (1 + ζ)−1 is K-bounded at 1 but it is not bounded in ∆. More generally, every rational
function with a pole at τ ∈ ∂∆ and no poles inside ∆ is not bounded on ∆ but it is K-bounded at
every σ ∈ ∂∆ different from τ .

We are now ready to begin the proof of Theorem 0.2. Let then f ∈ Hol(∆,∆) be β-Julia at σ ∈ ∂∆, and
let τ ∈ ∂∆ be the non-tangential limit of f at σ provided by Theorem 0.1. We would like to show that f ′ has
non-tangential limit βτσ at σ; but first we study the behavior of the incremental ratio

(
f(ζ)− τ

)
/(ζ − σ).
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Proposition 1.6: Let f ∈ Hol(∆,∆) be β-Julia at σ ∈ ∂∆, and let τ ∈ ∂∆ be the non-tangential limit of f
at σ. Then the incremental ratio

f(ζ)− τ
ζ − σ

is K-bounded and has non-tangential limit βτσ at σ.

Proof : We shall show that the incremental ratio is K-bounded and that it has radial limit βτσ at σ; the
assertion will then follow from Theorem 1.5.(b).

Take ζ ∈ K(σ,M). We have already remarked that we then have ζ ∈ E(σ,M |ζ − σ|), and thus
f(ζ) ∈ E(τ, βM |ζ − σ|), by Julia’s Lemma. Recalling (1.7) we get

|f(ζ)− τ | < 2βM |ζ − σ|,

and so the incremental ratio is bounded by 2βM in K(σ,M).
Now given t ∈ [0, 1) set Rt = (1− t)/(1 + t), so that tσ ∈ ∂E(σ,Rt). Then f(tσ) ∈ E(τ, βRt), and thus

1− |f(tσ)| ≤ |τ − f(tσ)| ≤ 2βRt = 2β
1− t
1 + t

.

Therefore
1− |f(tσ)|

1− t ≤
∣∣∣∣τ − f(tσ)

1− t

∣∣∣∣ ≤ 2
1 + t

β =
2

1 + t
lim inf
ζ→σ

1− |f(ζ)|
1− |ζ| ;

letting t→ 1− we see that

lim
t→1−

1− |f(tσ)|
1− t = lim

t→1−

∣∣∣∣τ − f(tσ)
1− t

∣∣∣∣ = β, (1.9)

and then

lim
t→1−

|τ − f(tσ)|
1− |f(tσ)| = 1. (1.10)

Since f(tσ)→ τ , we know that Re
(
τf(tσ)

)
> 0 for t close enough to 1; then (1.8) and (1.10) imply

lim
t→1−

τ − f(tσ)
1− |f(tσ)| = τ,

and together with (1.9) we get

lim
t→1−

f(tσ)− τ
tσ − σ = βτσ,

as desired.

By the way, the non-tangential limit of the incremental ratio is usually called the angular derivative of f
at σ, because it represents the limit of the derivative of f inside an angular region with vertex at σ.

We can now complete the

Proof of Theorem 0.2: Again, the idea is to prove that f ′ is K-bounded and then show that f ′(tσ) tends
to βτσ as t→ 1−.

Take ζ ∈ K(σ,M), and choose δζ > 0 so that ζ + δζ∆ ⊂ ∆. Therefore we can write

f ′(ζ) =
1

2πi

∫
|η|=δζ

f(ζ + η)
η2

dη =
1

2πi

∫
|η|=δζ

f(ζ + η)− τ
ζ + η − σ · ζ + η − σ

η2
dη

=
1

2π

∫ 2π

0

f(ζ + δζe
iθ)− τ

ζ + δζeiθ − σ

[
1− σ − ζ

δζeiθ

]
dθ.

(1.11)

Now, if M1 > M and

δζ =
1
M

M1 −M
M1 + 1

|σ − ζ|,
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then it is easy to check that ζ + δζ∆ ⊂ K(σ,M1); therefore (1.11) and the bound on the incremental ratio
yield

|f ′(ζ)| ≤ 2βM1

[
1 +M

M1 + 1
M1 −M

]
,

and so f ′ is K-bounded.
If ζ = tσ, we can take δtσ = (1− t)(M − 1)/(M + 1) for any M > 1, and (1.11) becomes

f ′(tσ) =
1

2π

∫ 2π

0

f(tσ + δtσe
iθ)− τ

tσ + δtσeiθ − σ

[
1− σM − 1

M + 1
e−iθ

]
dθ.

Since tσ + δtσ∆ ⊂ K(σ,M), Proposition 1.6 yields

lim
t→1−

f(tσ + δtσe
iθ)− τ

tσ + δtσeiθ − σ
= βτσ

for any θ ∈ [0, 2π]; therefore we get f ′(tσ) → βτσ̄ as well, by the dominated convergence theorem, and we
are done.

It is easy to find examples of function f ∈ Hol(∆,∆) with βf (1) = +∞.

Example 1.2: Let f ∈ Hol(∆,∆) be given by f(z) = λzk/k where λ ∈ C and k ∈ N are such
that k > |λ|. Then βf (1) = +∞ for the simple reason that |f(1)| = |λ|/k < 1; on the other hand, f ′(1) = λ.

Therefore if βf (σ) = +∞ both f and f ′ might still have finite non-tangential limit at σ, but we have
no control on them. However, if we assume that f(ζ) is actually going to the boundary of ∆ as ζ → σ then
the link between the angular derivative and the boundary dilation coefficient is much tighter. Indeed, the
final result of this section is

Theorem 1.7: Let f ∈ Hol(∆,∆) and σ ∈ ∂∆ be such that

lim sup
t→1−

|f(tσ)| = 1. (1.12)

Then
βf (σ) = lim sup

t→1−
|f ′(tσ)|. (1.13)

In particular, f ′ has finite non-tangential limit at σ iff βf (σ) < +∞, and then f has non-tangential limit
at σ too.

Proof : If the lim sup in (1.13) is infinite, then f ′(tσ) cannot converge as t→ 1−, and thus βf (σ) = +∞ by
Theorem 0.2.

So assume that the lim sup in (1.13) is finite; in particular, there is M > 0 such that |f ′(tσ)| ≤ M for
all t ∈ [0, 1). We claim that βf (σ) is finite too — and then the assertion will follow from Theorem 0.2 again.

For all t1, t2 ∈ [0, 1) we have

|f(t2σ)− f(t1σ)| =
∣∣∣∣∫ t2

t1

f ′(tσ) dt
∣∣∣∣ ≤M |t2 − t1|. (1.14)

Now, (1.12) implies that there is a sequence {tk} ⊂ [0, 1) converging to 1 and τ ∈ ∂∆ such that f(tk) → τ
as k → +∞. Therefore (1.14) yields

|τ − f(tσ)| ≤M(1− t)
for all t ∈ [0, 1). Hence

βf (σ) = lim inf
ζ→σ

1− |f(ζ)|
1− |ζ| ≤ lim inf

t→1−

1− |f(tσ)|
1− t ≤ lim inf

t→1−

|τ − f(tσ)|
1− t ≤M.

So Julia’s condition βf (σ) < +∞ is in some sense optimal.
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2. Julia’s lemma

The aim of this section is to describe a generalization of Julia’s lemma to several complex variables, and to
apply it to get a several variables version of Theorem 0.1.

As we have seen, the one-variable Julia’s lemma is a consequence of the Schwarz-Pick lemma or, more
precisely, of the contracting properties of the Poincaré metric and distance. So it is only natural to look first
for a generalization of the Poincaré metric.

Among several such generalizations, the most useful for us is the Kobayashi metric, introduced by
Kobayashi [Kob1] in 1967.

Definition 2.1: Let X be a complex manifold: the Kobayashi (pseudo)metric of X is the function
κX :TX → R+ defined by

κX(z; v) = inf{|ξ| | ∃ϕ ∈ Hol(∆, X) : ϕ(0) = z, dϕ0(ξ) = v}

for all z ∈ X and v ∈ TzX. Roughly speaking, κX(z; v) measures the (inverse of) the radius of the largest
(not necessarily immersed) holomorphic disk in X passing through z tangent to v.

The Kobayashi pseudometric is an upper semicontinuous (and often continuous) complex Finsler pseu-
dometric, that is it satisfies

κX(z;λv) = |λ|κX(z; v) (2.1)

for all z ∈ X, v ∈ TzX and λ ∈ C. Therefore it can be used to compute the length of curves:

Definition 2.2: If γ: [a, b] → X is a piecewise C1-curve in a complex manifold X then its Kobayashi
(pseudo)length is

`X(γ) =
∫ b

a

κX
(
γ(t); γ̇(t)

)
dt.

The Kobayashi pseudolength of a curve does not depend on the parametrization, by (2.1); therefore we can
define the Kobayashi (pseudo)distance kX :X ×X → R+ by setting

kX(z, w) = inf{`X(γ)},

where the infimum is taken with respect to all the piecewise C1-curves γ: [a, b] → X with γ(a) = z
and γ(b) = w. It is easy to check that kX is a pseudodistance in the metric space sense. We remark
that this is not Kobayashi original definition of kX , but it is equivalent to it (as proved by Royden [Ro]).

The prefix “pseudo” used in the definitions is there to signal that the Kobayashi pseudometric (and
distance) might vanish on nonzero vectors (respectively, on distinct points); for instance, it is easy to see
that κCn ≡ 0 and kCn ≡ 0.

Definition 2.3: A complex manifold X is (Kobayashi) hyperbolic if kX is a true distance, that
is kX(z, w) > 0 as soon as z 6= w; it is complete hyperbolic if kX is a complete distance. A related no-
tion has been introduced by Wu [Wu]: a complex manifold is taut if Hol(∆, X) is a normal family (and this
implies that Hol(Y,X) is a normal family for any complex manifold Y ).

The main general properties of the Kobayashi metric and distance are collected in the following

Theorem 2.1: Let X be a complex manifold. Then:

(i) If X is Kobayashi hyperbolic, then the metric space topology induced by kX coincides with the manifold
topology.

(ii) A complete hyperbolic manifold is taut, and a taut manifold is hyperbolic.
(iii) All the bounded domains of Cn are hyperbolic; all bounded convex or strongly pseudoconvex domains

of Cn are complete hyperbolic.
(iv) A Riemann surface is Kobayashi hyperbolic iff it is hyperbolic, that is, iff it is covered by the unit disk

(and then it is complete hyperbolic).
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(v) The Kobayashi metric and distance of the unit ball Bn ⊂ Cn agree with the Bergmann metric and
distance:

κBn(z; v) =
1

(1− ‖z‖2)2

[
|(z, v)|2 + (1− ‖z‖2)‖v‖2

]
for all z ∈ Bn and v ∈ Cn, where (· , ·) denotes the canonical hermitian product in Cn, and

kBn(z, w) = 1
2 log

1 + ‖χz(w)‖
1− ‖χz(w)‖ (2.2)

for all z, w ∈ Bn, where χz is a holomorphic automorphism of Bn sending z into the origin O. In
particular, κ∆ and k∆ are the Poincaré metric and distance of the unit disk.

(vi) The Kobayashi metric and distance are contracted by holomorphic maps: if f :X → Y is a holomorphic
map between complex manifolds, then

κY
(
f(z); dfz(v)

)
≤ κX(z; v)

for all z ∈ X and v ∈ TzX, and

kY
(
f(z), f(w)

)
≤ kX(z, w)

for all z, w ∈ X. In particular, biholomorphisms are isometries for the Kobayashi metric and distance.

For comments, proofs and much much more see, e.g., [A3, JP, Kob2] and references therein.
For us, the most important property of Kobayashi metric and distance is clearly the last one: the

Kobayashi metric and distance have a built-in Schwarz-Pick lemma. So it is only natural to try and use them
to get a several variables version of Julia’s lemma. To do so, we need ways to express Julia’s condition (0.1)
and to define horocycles in terms of Kobayashi distance and metric.

A way to proceed is suggested by metric space theory (and its applications to real differential geometry
of negatively curved manifolds; see, e.g., [BGS]). Let X be a locally compact complete metric space with
distance d. We may define an embedding ι:X → C0(X) of X into the space C0(X) of continuous functions
on X mapping z ∈ X into the function dz = d(z, ·). Now identify two continuous functions on X differing
only by a constant; let X be the image of the closure of ι(X) in C0(X) under the quotient map π, and set
∂X = X \ π

(
ι(X)

)
. It is easy to check that X and ∂X are compact in the quotient topology, and that

π ◦ ι:X → X is a homeomorphism with the image. The set ∂X is the ideal boundary of X.
Any element h ∈ ∂X is a continuous function on X defined up to a constant. Therefore the sublevels of h

are well-defined: they are the horospheres centered at the boundary point h. Now, a preimage h0 ∈ C0(X)
of h ∈ ∂X is the limit of functions of the form dzk for some sequence {zk} ⊂ X without limit points in X.
Since we are interested in π(dzk) only, we can force h0 to vanish at a fixed point z0 ∈ X. This amounts to
defining the horospheres centered in h by

E(h,R) = {z ∈ X | lim
k→∞

[d(z, zk)− d(z0, zk)] < 1
2 logR} (2.3)

(see below for the reasons suggesting the appearance of 1
2 log). Notice that, since d is a complete distance and

{zk} is without limit points, d(z, zk)→ +∞ as k → +∞. On the other hand, |d(z, zk)− d(z0, zk)| ≤ d(z, z0)
is always finite. So, in some sense, the limit in (2.3) computes one-half the logarithm of a (normalized)
distance of z from the boundary point h, and the horospheres are a sort of distance balls centered in h.

In our case, this suggests the following approach:

Definition 2.4: Let D ⊂ Cn be a complete hyperbolic domain in Cn. The (small) horosphere of
center x ∈ ∂D, radius R > 0 and pole z0 ∈ D is the set

EDz0(x,R) = {z ∈ D | lim sup
w→x

[kD(z, w)− kD(z0, w)] < 1
2 logR}. (2.4)

A few remarks are in order.

Remark 2.1: One clearly can introduce a similar notion of large horosphere replacing the lim sup
by a lim inf in the previous definition. Large horospheres and small horospheres are actually different iff
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the geometrical boundary ∂D ⊂ Cn is smaller than the ideal boundary discussed above. It can be proved
(see [A2] or [A3, Corollary 2.6.48]) that if D is a strongly convex C3 domain then the lim sup in (2.4) actually
is a limit, and thus the ideal boundary and the geometrical boundary coincide (as well as small and large
horospheres).

Remark 2.2: The 1
2 log in the definition appears to recover the classical horocycles in the unit disk.

Indeed, if we take D = ∆ and z0 = 0 it is easy to check that

ω(ζ, η)− ω(0, η) = 1
2 log

( |1− ηζ|2
1− |ζ|2

)
+ log

1 +
∣∣∣ η−ζ1−ηζ

∣∣∣
1 + |η|

 ;

therefore for all σ ∈ ∂∆ we have

lim
η→σ

[ω(ζ, η)− ω(0, η)] = 1
2 log

( |σ − ζ|2
1− |ζ|2

)
,

and thus E(σ,R) = E∆
0 (σ,R).

In a similar way one can explicitely compute the horospheres in another couple of cases:

Example 2.1: It is easy to check that the horospheres in the unit ball (with pole at the origin) are the
classical horospheres (see, e.g., [Kor]) given by

EB
n

O (x,R) =
{
z ∈ Bn

∣∣∣∣ |1− (z, x)|2
1− ‖z‖2 < R

}
for all x ∈ ∂Bn and R > 0. Geometrically, EB

n

O (x,R) is an ellipsoid internally tangent to ∂Bn in x, and it
can be proved (arguing as in [A2, Propositions 1.11 and 1.13]) that horospheres in strongly pseudoconvex
domains have a similar shape.

Example 2.2: On the other hand, the shape of horospheres in the unit polydisk ∆n ⊂ Cn is fairly
different (see [A5]):

E∆n

O (x,R) =
{
z ∈ ∆n

∣∣∣∣ max
|xj |=1

{ |xj − zj |2
1− |zj |2

}
< R

}
= E1 × · · · ×En

for all x ∈ ∂∆n and R > 0, where Ej = ∆ if |xj | < 1 and Ej = E(xj , R) if |xj | = 1.

Now we need a sensible replacement of Julia’s condition (0.1). Here the key observation is that 1− |ζ|
is exactly the (euclidean) distance of ζ ∈ ∆ from the boundary. Keeping with the interpretation of the
lim sup in (2.3) as a (normalized) Kobayashi distance of z ∈ D from x ∈ ∂D, one is then tempted to consider
something like

inf
x∈∂D

lim sup
w→x

[kD(z, w)− kD(z0, w)] (2.5)

as a sort of (normalized) Kobayashi distance of z ∈ D from the boundary. If we compute in the unit disk
we find that

inf
σ∈∂∆

lim sup
η→σ

[ω(ζ, η)− ω(0, η)] = 1
2 log

1− |ζ|
1 + |ζ| = −ω(0, ζ).

So we actually find 1
2 log of the euclidean distance from the boundary (up to a harmless correction), confirming

our ideas. But, even more importantly, we see that the natural lower bound −kD(z0, z) of (2.5) measures
exactly the same quantity.

Another piece of evidence supporting this idea comes from the boundary estimates of the Kobayashi
distance. As it can be expected, it is very difficult to compute explicitly the Kobayashi distance and metric
of a complex manifold; on the other hand, it is not as difficult (and very useful) to estimate them. For
instance, we have the following (see, e.g., [A3, section 2.3.5] or [Kob2, section 4.5] for strongly pseudoconvex
domains, [AT2] for convex C2 domains, and [A3, Proposition 2.3.5] or [Kob2, Example 3.1.24] for convex
circular domains):
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Theorem 2.2: Let D ⊂⊂ Cn be a bounded domain, and take z0 ∈ D. Assume that

(a) D is strongly pseudoconvex, or
(b) D is convex with C2 boundary, or
(c) D is convex circular.

Then there exist c1, c2 ∈ R such that

c1 − 1
2 log d(z, ∂D) ≤ kD(z0, z) ≤ c2 − 1

2 log d(z, ∂D) (2.6)

for all z ∈ D, where d(·, ∂D) denotes the euclidean distance from the boundary.

This is the first instance of the template phenomenon mentioned in the introduction. In the sequel, very
often we shall not need to know the exact shape of the boundary of the domain under consideration; it will
be enough to have estimates like the ones above on the boundary behavior of the Kobayashi distance. Let
us then introduce the following template definition:

Definition 2.5: We shall say that a domain D ⊂ Cn has the one-point boundary estimates if for one
(and hence every) z0 ∈ D there are c1, c2 ∈ R such that

c1 − 1
2 log d(z, ∂D) ≤ kD(z0, z) ≤ c2 − 1

2 log d(z, ∂D)

for all z ∈ D. In particular, D is complete hyperbolic.

So, again, if a domain has the one-point boundary estimates the Kobayashi distance from an interior
point behaves exactly as half the logarithm of the euclidean distance from the boundary. We are then led
to the following definition:

Definition 2.6: Let D ⊂ Cn be a complete hyperbolic domain, x ∈ ∂D and β > 0. We shall say that
a holomorphic function f :D → ∆ is β-Julia at x (with respect to a pole z0 ∈ D) if

lim inf
z→x

[
kD(z0, z)− ω

(
0, f(z)

)]
= 1

2 log β < +∞.

The previous computations show that when D = ∆ we recover the one-variable definition exactly.
Furthermore, if the lim inf is finite for one pole then it is finite for all poles (even though β possibly changes).
Moreover, the lim inf cannot ever be −∞, because

kD(z0, z)− ω
(
0, f(z)

)
≥ ω

(
f(z0), f(z)

)
− ω

(
0, f(z)

)
≥ −ω

(
0, f(z0)

)
,

and so β > 0 always. Finally, we explicitely remark that we might use a similar approach for holomorphic
maps from D into another complete hyperbolic domain; but for the sake of simplicity in this survey we shall
restrict ourselves to bounded holomorphic functions (see [A2, 4, 5] for more on the general case).

We have now enough tools to prove our several variables Julia’s lemma:

Theorem 2.3: Let D ⊂ Cn be a complete hyperbolic domain, and let f ∈ Hol(D,∆) be β-Julia at x ∈ ∂D
with respect to a pole z0 ∈ D, that is assume that

lim inf
z→x

[
kD(z0, z)− ω

(
0, f(z)

)]
= 1

2 log β < +∞.

Then there exists a unique τ ∈ ∂∆ such that

f
(
EDz0(x,R)

)
⊂ E(τ, βR)

for all R > 0.

Proof : Choose a sequence {wk} ⊂ D converging to x such that

lim
k→+∞

[
kD(z0, wk)− ω

(
0, f(wk)

)]
= lim inf

z→x

[
kD(z0, z)− ω

(
0, f(z)

)]
.
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We can also assume that f(wk) → τ ∈ ∆. Being D complete hyperbolic, we know that kD(z0, wk) → +∞;
therefore we must have ω

(
0, f(wk)

)
→ +∞, and so τ ∈ ∂∆. Now take z ∈ EDz0(x,R). Then using the

contracting property of the Kobayashi distance we get

1
2

log
|τ − f(z)|2
1− |f(z)|2 = lim

η→τ

[
ω
(
f(z), η

)
− ω(0, η)

]
= lim
k→+∞

[
ω
(
f(z), f(wk)

)
− ω

(
0, f(wk)

)]
≤ lim sup

k→+∞

[
kD(z, wk)− ω

(
0, f(wk)

)]
= lim sup

k→+∞
[kD(z, wk)− kD(z0, wk)] + lim

k→+∞

[
kD(z0, wk)− ω

(
0, f(wk)

)]
= lim sup

w→x
[kD(z, w)− kD(z0, w)] +

1
2

log β <
1
2

log(βR),

and f(z) ∈ E(τ, βR). The uniqueness of τ follows as in the proof of Theorem 1.3.

The next step consists in introducing a several variables version of the classical non-tangential limit.
Korányi [Kor] has been the first one to notice that in several complex variables the obvious notion of non-
tangential limit (i.e., limit inside cone-shaped approach regions) is not the right one for studying the boundary
behavior of holomorphic functions. Indeed, in Bn he introduced the admissible approach region K(x,M) of
vertex x ∈ ∂Bn and amplitude M > 1 defined by

K(x,M) =
{
z ∈ Bn

∣∣∣∣ |1− (z, x)|
1− ‖z‖ < M

}
, (2.7)

and said that a function f :Bn → C had admissible limit L ∈ C at x ∈ ∂Bn if f(z) → L as z → x
inside K(x,M) for any M > 1. Admissible regions are a clear generalization of one-variable Stolz regions,
but the shape is different: though they are cone-shaped in the normal direction to ∂Bn at x (more precisely,
the intersection with the complex line Cx is exactly a Stolz region), they are tangent to ∂Bn in complex
tangential directions. Nevertheless, Korányi was able to prove a Fatou theorem in the ball: any bounded
holomorphic function has admissible limit at almost every point of ∂Bn, which is a much stronger statement
than asking only for the existence of the non-tangential limit.

Later, Stein [St] (see also [KS]) generalized Korányi results to any C2 domain D ⊂⊂ Cn defining the
admissible limit using the euclidean approach regions

A(x,M) =
{
z ∈ D

∣∣ |(z − x,nx)| < Mδx(z), ‖z − x‖2 < Mδx(z)
}
,

where x ∈ ∂D, M > 1, nx is the outer unit normal vector to ∂D at x, and

δx(z) = min
{
d(z, ∂D), d(z, x+ Tx∂D)

}
;

notice that A(x,M) ⊆ K(x,M) if D = Bn. Furthermore, in the same period Čirka [Č] introduced another
kind of approach regions, depending on the order of contact of complex submanifolds with the boundary of
the domain.

Both Stein’s and Čirka’s approach regions are defined in euclidean terms, and so are not suited for our
arguments casted in terms of invariant distances. Another possibility is provided by the approach regions
introduced by Cima and Krantz [CK] (see also [Kr1, 2]):

A(x,M) = {z ∈ D
∣∣ kD(z,Nx) < M},

where Nx is the set of points in D of the form x− tnx, with t ∈ R, and nx is the outer unit normal vector
to ∂D at x. The approach regions A(x,M) in strongly pseudoconvex domains are comparable to Stein’s and
Čirka’s approach regions — and thus yield the same notion of admissible limit. Unfortunately, the presence
of the euclidean normal vector nx is again unsuitable for our needs, and so we are forced to introduce a
different kind of approach regions.

As we discussed before, the horospheres can be interpreted as sublevels of a sort of “distance” from the
point x in the boundary, distance normalized using a fixed pole z0. It turns out that a good way to define
approach regions is taking the sublevels of the average between the Kobayashi distance from the pole z0 and
the “distance” from x. More precisely:
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Definition 2.7: Let D ⊂ Cn be a complete hyperbolic domain. The (small) K-region KD
z0(x,M) of

vertex x ∈ ∂D, amplitude M > 1 and pole z0 ∈ D is the set

KD
z0(x,M) =

{
z ∈ D

∣∣ lim sup
w→x

[kD(z, w)− kD(z0, w)] + kD(z0, z) < logM
}
, (2.8)

and we say that a function f :D → C has K-limit L ∈ C at x ∈ ∂D if f(z)→ L as z → x inside KD
z0(x,M)

for any M > 1.

As usual, a few remarks and examples are in order.

Remark 2.3: Replacing the lim sup by a lim inf one obtains the definition of large K-regions, that we
shall not use in this paper but that are important in the study of this kind of questions for holomorphic
maps (instead of functions).

Remark 2.4: Changing the pole in K-regions amounts to a shifting in the amplitudes, and thus the
notion of K-limit does not depend on the pole.

Example 2.3: It is easy to check that in the unit ball we recover Korányi’s admissible regions exactly:
KBn

O (x,M) = K(x,M) for all x ∈ ∂Bn and M > 1. More generally, it is not difficult to check (see [A2])
that in strongly pseudoconvex domains our K-regions are comparable with Stein’s and Čirka’s admissible
regions, and so our K-limit is equivalent to their admissible limit.

Example 2.4: On the other hand, our K-regions are defined even in domains whose boundary is not
smooth; for instance, in the polydisk we have ([A5])

K∆n

O (x,M) =
{
z ∈ ∆n

∣∣∣∣ 1 + |||z|||
1− |||z||| max

|xj |=1

{ |xj − zj |2
1− |zj |2

}
< M2

}
(2.9)

for all x ∈ ∂∆n, where |||z||| = max{|zj |}; in particular, if z → x inside some K∆n

O (x,M) then zj → xj
non-tangentially if |xj | = 1 while zj → xj without restrictions if |xj | < 1.

Of course, one would like to compare K-regions with cone-shaped regions, that is K-limits with non-
tangential limits. To do so, we again need to know something on the boundary behavior of the Kobayashi
distance. More precisely, we need the following template definition:

Definition 2.8: We say that a domain D ⊂ Cn has the two-points upper boundary estimate at x ∈ ∂D
if there exist ε > 0 and C > 0 such that

kD(z1, z2) ≤ 1
2

2∑
j=1

log
(

1 +
‖z1 − z2‖
d(zj , ∂D)

)
+ C (2.10)

for all z1,z2 ∈ B(x, ε) ∩D, where B(x, ε) is the euclidean ball of center x and radius ε.

Forstneric and Rosay [FR] have proved that C2 domains have the two-points upper estimate, and a
similar proof shows that this is true for convex circular domains too.

Assume then that D ⊂ Cn has the one-point boundary estimates and the two-points boundary estimate
at x ∈ ∂D (e.g., D is strongly pseudoconvex, or C2 convex, or convex circular). Then if z ∈ D is close
enough to x we have

lim sup
w→x

[kD(z, w)− kD(z0, w)] + kD(z0, z) ≤ 1
2 log

(
1 +

‖z − x‖
d(z, ∂D)

)
+ 1

2 log
‖z − x‖
d(z, ∂D)

+ C − c1 + c2,

and thus cones with vertex at x are contained in K-regions. This means that the existence of a K-limit is
stronger than the existence of a non-tangential limit, and that x ∈ K(x,M) ∩ ∂D, even though the latter
intersection can be strictly larger than {x} (this happens, for instance, in the polydisk).

Going back to our main concern, definition (2.8) allows us to immediately relate horospheres and K-
regions: for instance it is clear that

z ∈ KD
z0(x,M) =⇒ z ∈ EDz0

(
x,M2/R(z)

)
, (2.11)

where R(z) > 0 is such that kD(z0, z) = 1
2 logR(z). We are then able to prove a several variables general-

ization of Theorem 0.1:
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Theorem 2.4: Let D ⊂ Cn be a complete hyperbolic domain, and let f ∈ Hol(D,∆) be β-Julia at x ∈ ∂D
with respect to a pole z0 ∈ D, that is assume that

lim inf
z→x

[
kD(z0, z)− ω

(
0, f(z)

)]
= 1

2 log β < +∞.

Assume moreover that x ∈ KD
z0(x,M) for some (and then for all large enough) M > 1. Then there exists a

unique τ ∈ ∂∆ such that f has K-limit τ at x.

Proof : It suffices to prove that if y ∈ KD
z0(x,M) ∩ ∂D and z → y inside KD

z0(x,M) then f(z) → τ ,
where τ ∈ ∂D is the point provided by Theorem 2.3. But indeed if z ∈ KD

z0(x,M) then we just remarked
that z ∈ EDz0

(
x,M2/R(z)

)
; therefore Theorem 2.3 yields f(z) ∈ E

(
τ, βM2/R(z)

)
. Since when z tends to

the boundary of D we have R(z)→ +∞, we get f(z)→ τ and we are done.

Actually, this proof yields slightly more than what is stated: it shows that f(z)→ τ as soon as z tends
to any point in KD

z0(x,M)∩∂D, even though this intersection might be strictly larger than {x} (for instance
in the polydisk).

3. Lindelöf principles
The next step in our presentation consists in proving a Lindelöf principle in several complex variables. As
first noticed by Čirka [Č], neither the non-tangential limit nor the K-limit (or admissible limit) are the right
one to consider: the former is too weak, the latter too strong. But let us be more precise.

Definition 3.1: Let D ⊂ Cn be a domain in Cn, and x ∈ ∂D. An x-curve in D is again a continuous
curve γ: [0, 1) → D such that γ(t) → x as t → 1−. Then, for us, a Lindelöf principle is a statement of the
following form:

“There are two classes S and R of x-curves in D such that: if f :D → C is a bounded
holomorphic function such that f

(
γo(t)

)
→ L ∈ C as t→ 1− for one curve γo ∈ S then f

(
γ(t)

)
→ L

as t→ 1− for all γ ∈ R.”

In the classical Lindelöf principle, S is the set of all σ-curves in ∆, while R is the set of all non-tangential
σ-curves. Remembering the previous section, one can be tempted to conjecture that in several variables one
could take as S again the set of all x-curves, and as R the set of all x-curves contained in a K-region (or in
an admissible region). But this is not true even in the ball, as remarked by Čirka:

Example 3.1: Take f :B2 → ∆ given by

f(z, w) =
w2

1− z2
,

and x = (1, 0). Then if γ0(t) = (t, 0) we have f ◦ γ0 ≡ 0, and indeed it is not difficult to prove that f has
non-tangential limit 0 at x. On the other hand, for any c ∈ ∆ we can consider the x-curve γc: [0, 1) → B2

given by γc(t) =
(
t, c(1− t)1/2

)
; then

f
(
γc(t)

)
=
c2(1− t)

1− t2 =
c2

1 + t
→ c2

2
.

So the existence of the limit along such a curve does not imply that f has the same radial limit. Conversely,
the existence of the radial limit does not imply that f has the same limit along a curve γc even though such
a curve is contained in a K-region: indeed,∣∣1− (γc(t), x)∣∣

1− ‖γc(t)‖
≤ 2

∣∣1− (γc(t), x)∣∣
1− ‖γc(t)‖2

=
2

1 + t− |c|2 ≤
2

1− |c|2 ,

and so the image of γc is contained in K
(
x, 2/(1− |c|2)

)
. Finally, if 1 > α > 1/2 and c ∈ ∆ we can consider

the curve γc,α(t) =
(
t, c(1− t)α

)
. This is not a non-tangential curve, because

‖γc,α(t)− x‖
1− ‖γc,α(t)‖ ≥

‖γc,α(t)− x‖
1− ‖γc,α(t)‖2 =

1
(1− t)1−α

(
(1− t)2(1−α) + |c|2)1/2

1 + t− |c|2(1− t)2α−1
→ +∞
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as t→ 1−. However,

f
(
γc,α(t)

)
=
c2(1− t)2α

1− t2 =
c2(1− t)2α−1

1 + t
→ 0

as t→ 1−, and so f ◦ γ(t) tends to zero for x-curves γ belonging to a family strictly larger than the one of
non-tangential curves.

The conclusion of this example is that in general both classes S and R in a Lindelöf principle might
not coincide with the classes of non-tangential curves, or of curves contained in a K-region, or of all x-
curves. For instance, let us describe one of the Lindelöf principles proved by Čirka [Č]. Assume that the
boundary ∂D is of class C1 in a neighbourhood of a point x ∈ ∂D, and denote by nx the outer unit normal
vector to ∂D in x. Furthermore, let Hx(∂D) = Tx(∂D) ∩ iTx(∂D) be the holomorphic tangent space to ∂D
at x, set Nx = x+ Cnx, and let πx:Cn → Nx be the complex-linear projection parallel to Hx(∂D), so that
z − πx(z) ∈ Hx(∂D) for all z ∈ Cn. Finally, set Hz = z +Hx(∂D). Then Čirka proved a Lindelöf principle
taking: as S the set of x-curves γ such that the image of πx ◦ γ is contained in D and such that

lim
t→1−

∥∥γ(t)− πx ◦ γ(t)
∥∥

d
(
πx ◦ γ(t), Hπx◦γ(t) ∩ ∂D

) = 0; (3.1)

and as R the set of curves γ ∈ S such that πx ◦ γ approaches x non-tangentially in D ∩ Nx. Notice that
R contains properly the set of all non-tangential curves. For instance, it is easy to check that if D = B2

and x = (1, 0) then γc,α ∈ R iff α > 1/2.
Some years later another kind of Lindelöf principle (valid for normal holomorphic functions, not only

for bounded ones) has been proved by Cima and Krantz [CK]. They supposed ∂D smooth at x ∈ ∂D, and
used: as S the set of non-tangential x-curves; and as R the set of x-curves γ such that

lim
t→1−

kD
(
γ(t),Γx

)
= 0

for some cone Γx of vertex x inside D. Now, notice that, by continuity, γ ∈ R iff we can find a cone Γx and
an x-curve γx whose image is contained in Γx such that

lim
t→1−

kD
(
γ(t), γx(t)

)
= 0. (3.2)

If in Čirka’s setting we take γx = πx ◦ γ it is not difficult to see that (3.1) implies (3.2). Indeed, let r(t) > 0
be the largest r such that the image of ∆r = r∆ through the map ψ(ζ) = γx(t)+ζ

(
γ(t)−γx(t)

)
is contained

in D. Clearly,
r(t)‖γ(t)− γx(t)‖ ≥ d(γx(t), Hγx(t) ∩ ∂D);

in particular, (3.1) implies r(t)→ +∞. But then

kD
(
γ(t), γx(t)

)
≤ k∆r(t)(1, 0) = ω

(
0,

1
r(t)

)
→ 0,

and so (3.2) holds.
It turns out that as soon as we have something like (3.2), to prove a Lindelöf principle it is just a matter

of applying the one-variable Lindelöf principle and the contracting property of the Kobayashi distance. These
considerations suggested in [A2] the introduction of a very general setting producing Lindelöf principles.

Definition 3.2: Let D ⊂ Cn be a domain in Cn. A projection device at x ∈ ∂D is given by the
following data:
(a) a neighbourhood U of x in Cn;
(b) a holomorphically embedded disk ϕx: ∆→ U ∩D such that limζ→1 ϕx(ζ) = x;
(c) a family P of x-curves in U ∩D;
(d) a device associating to every x-curve γ ∈ P a 1-curve γ̃x in ∆ — or, equivalently, a x-curve γx = ϕx ◦ γ̃x

in ϕx(∆) ⊂ U ∩D.
When we have a projection device, we shall always use ϕx(0) as pole for horospheres and K-regions.

It is very easy to produce examples of projection devices. For instance:
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Example 3.2: The trivial projection device. Take U = Cn, choose as ϕx any holomorphically em-
bedded disk satisfying the hypotheses, as P the set of all x-curves, and to any γ ∈ P associate the radial
curve γ̃x(t) = 1− t.

Example 3.3: The euclidean projection device. This is the device used by Čirka. Assume that ∂D
is of class C1 at x, let nx be the outer unit normal at x, and set Nx = x + Cnx as before. Choose U so
that (U ∩ D) ∩ Nx is simply connected with continuous boundary, and let ϕx: ∆ → (U ∩ D) ∩ Nx be a
biholomorphism extending continuously up to the boundary with ϕx(1) = x. Let again πx:Cn → Nx be the
orthogonal projection, and choose as P the set of x-curves γ in U ∩D such that the image of πx ◦ γ is still
contained in U ∩D. Then for every γ ∈ P we set γx = πx ◦ γ.

Example 3.4: This is a slight variation of the previous one. If D is convex and of class C1 in a neigh-
bourhood of x, both the projection πx(D) and the intersection D ∩Nx are convex domains in Nx; therefore
there is a biholomorphism ψ:πx(D) → D ∩ Nx extending continuously to the boundary so that ψ(x) = x.
Then we can take U = Cn, ϕx as in Example 3.3, P as the set of all x-curves, and set γx = ψ ◦ πx ◦ γ.

To describe the next projection device, that it will turn out to be the most useful, we need a new
definition:

Definition 3.3: A holomorphic map ϕ: ∆→ X in a complex manifold X is a complex geodesic if it is
an isometry between the Poincaré distance ω and the Kobayashi distance kX .

Complex geodesics have been introduced by Vesentini [V1], and deeply studied by Lempert [Le] and
Royden-Wong [RW]. In particular, they proved that if D is a bounded convex domain then for every z0, z ∈ D
there exists a complex geodesic ϕ: ∆→ D passing through z0 and z, that is such that ϕ(0) = z0 and z ∈ ϕ(∆).
Moreover, there also exists a left-inverse of ϕ, that is a bounded holomorphic function p̃:D → ∆ such that
p̃ ◦ ϕ = id∆ (see [A3, Chapter 2.6] or [Kob2, sections 4.6–4.8] for complete proofs). Furthermore, if there
exists z0 ∈ D such that for every z ∈ D we can find a complex geodesic ϕ continuous up to the boundary
passing through z0 and z (this happens, for instance, if D is strongly convex with C3-boundary [Le], if it is
convex of finite type [AT2], or if it is convex circular and z0 = O [V2]) then it is easy to prove (see, e.g.,
[A1]) that for any x ∈ ∂D there is a complex geodesic ϕ continuous up to the boundary such that ϕ(0) = z0

and ϕ(1) = x.

Example 3.5: The canonical projection device. Let D ⊂⊂ Cn be a bounded convex domain, and let
x ∈ ∂D be such that there is a complex geodesic ϕx: ∆→ D so that ϕx(ζ)→ x as ζ → 1. Then the canonical
projection device is obtained taking U = Cn, P as the set of all x-curves, and setting γ̃x = p̃x ◦ γ, where
p̃x:D → ∆ is the left-inverse of ϕx. Notice that the canonical projection device is defined only using the
Kobayashi distance; therefore it will be particularly well-suited for our aims.

Example 3.6: This is a far-reaching generalization of the previous example. Let D be any domain,
x ∈ ∂D any point, and ϕx: ∆ → D any holomorphically embedded disk satisfying the hypotheses. Choose
a bounded holomorphic function h:D → ∆ such that h(z) → 1 as z → x in D. Then we have a projection
device just by choosing U = Cn, P as the set of all x-curves, and setting γ̃x = h ◦ γ.

Example 3.7: All the previous examples can be localized: if there is a neighbourhood U of x ∈ ∂D
such that we can define a projection device at x for U ∩D, we clearly have a projection device at x for D. In
particular, if D is locally biholomorphic to a convex domain in x (e.g., if D is strongly pseudoconvex in x),
then we can localize the projection devices of Examples 3.3, 3.4 and 3.5.

We can now define the right kind of limit for Lindelöf principles.

Definition 3.4: Let D ⊂ Cn be a domain equipped with a projection device at x ∈ ∂D. We shall say
that a curve γ ∈ P is special if

lim
t→1−

kD∩U
(
γ(t), γx(t)

)
= 0; (3.3)

and that it is restricted if γ̃x is a non-tangential 1-curve. Let S denote the set of special x-curves, and
R ⊂ S denote the set of special restricted x-curves. We shall say that a function f :D → C has restricted
K-limit L ∈ C at x if f

(
γ(t)

)
→ L as t→ 1− for all γ ∈ R.

Remark 3.1: We could have defined the notion of special curve using kD instead of kD∩U in (3.3), and
the following proofs would have worked anyway with a possibly larger set of curves. However, the chosen
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definition stresses the local nature of the projection device (as it should be, because it is a tool born to
deal with local phenomena), allowing to replace D by D ∩ U everywhere. Furthermore, if D has the one-
point boundary estimates, the two-two points upper boundary estimate at x and also the two-points lower
boundary estimate, that is for any pair of distinct points x1 6= x2 ∈ ∂D there esist ε > 0 and K ∈ R such
that

kD(z1, z2) ≥ −1
2 log d(z1, ∂D)− 1

2 log d(z2, ∂D) +K

as soon as z1 ∈ B(x1, ε) ∩D and z2 ∈ B(x2, ε) ∩D, then ([A3, Theorem 2.3.65])

lim
z,w→x
z 6=w

kD(z, w)
kD∩U (z, w)

= 1,

and so the two definitions of special curves coincide. Examples of domains having the two-points lower
boundary estimate include strongly pseudoconvex domains ([FR], [A3, Corollary 2.3.55]).

The whole point of the definition of projection device is that the arguments used in [Č] and [CK] boil
down to the following very general Lindelöf principle:

Theorem 3.1: Let D ⊂ Cn be a domain equipped with a projection device at x ∈ ∂D. Let f :D → C be a
bounded holomorphic function such that f

(
γo(t)

)
→ L ∈ C as t→ 1− for one special curve γo ∈ S. Then f

has restricted K-limit L at x.

Proof : We can assume that f(D) ⊂⊂ ∆. If γ ∈ S we have

ω
(
f
(
γ(t)

)
, f
(
γx(t)

))
≤ kD∩U

(
γ(t), γx(t)

)
→ 0

as t → 1−; therefore f has limit along γ iff it does along γx. In particular, it has limit L along γox; the
classical Lindelöf principle applied to f ◦ϕx shows then that f has limit L along γx for all restricted γ. But
in turn this implies that f has limit L along all γ ∈ R, and we are done.

The same proof, adapted as in [CK], works for normal functions too, not necessarily bounded.
Of course, the interest of such a result is directly proportional to how large the set R is. Let us see a

few examples.

Example 3.8: The first one is a negative one: if D = ∆ and x = 1 then the class R for the trivial
projection device contains only 1-curves tangent in 1 to the radius, and so in this case Theorem 3.1 is even
weaker than the classical Lindelöf principle. In other words, the trivial projection device probably is not
that useful.

Example 3.9: The next one is much better: if D ⊂ Cn is of class C1 we already remarked that all
x-curves satisfying Čirka’s condition (3.1) are special; therefore Theorem 3.1 recovers Čirka’s result.

Example 3.10: If D is strongly convex, it is not difficult to check (see [A4]) that for the euclidean
projection device a restricted x-curve is special iff

lim
t→1−

‖γ(t)− γx(t)‖
d
(
γx(t), ∂D

) = 0; (3.4)

in particular, all non-tangential x-curves are special and restricted. A much harder computation (see [A3,
Proposition 2.7.1]) shows that if D is strongly convex of class C3 then for the canonical projection device
a restricted x-curve γ is special again iff (3.4) holds (but this time γx is given by the canonical projection
device, not by the euclidean one). Using this characterization it is possible to prove ([A3, Lemma 2.7.12])
that non-tangential x-curves are special and restricted for the canonical projection device too.

Example 3.11: In [A5] it is shown that in the polydisk ∆n, if we use the canonical projection device
associated to the complex geodesic ϕx(ζ) = ζx, an x-curve γ is special iff

lim
t→1−

max
|xj |=1

{ |γj(t)− (γx)j(t)|
1− |||γx(t)|||

}
= 0.

Unfortunately, as already happened in one-variable, to prove the Julia-Wolff-Carathéodory theorem one
needs a Lindelöf principle for not necessarily bounded holomorphic functions.
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Definition 3.5: We shall say that a function f :D → C is K-bounded at x ∈ ∂D if for every M > 1
there exists CM > 1 such that |f(z)| < CM for all z ∈ KD

z0(x,M); it is clear that this condition does not
depend on the pole.

Then we shall need a Lindelöf principle for K-bounded functions. As it can be expected, such a Lindelöf
principle does not hold for any projection device: we need some connection between the projection device
and K-regions. We shall express this connection in a template form.

Definition 3.6: Let D ⊂ Cn be a domain. A projection device at x ∈ ∂D is good if
(i) for any M > 1 there is M̃ > 1 such that ϕx

(
K(1,M)

)
⊂ KD∩U

z0 (x, M̃);
(ii) if γ ∈ R then there exists M1 = M1(γ) such that

lim
t→1−

kKD∩U
z0

(x,M1)

(
γ(t), γx(t)

)
= 0.

Condition (i) actually is almost automatic. Indeed, it suffices that ϕx sends non-tangential 1-curves
in non-tangential x-curves (this happens for instance if ϕ′x(1) exists and it is transversal to ∂D), and that
non-tangential approach regions are contained in K-regions (as happens if D has the one-point boundary
estimates and the two-point upper boundary estimate at x, as already noticed in the previous section).

Now, condition (i) implies that for any γ ∈ R there is M > 1 such that γ(t), γx(t) ∈ KD∩U
z0 (x,M) for all

t close enough to 1. Indeed, since γ is restricted, γ̃x(t) belongs to some Stolz region in ∆ for t close enough
to 1. Therefore, by condition (i), γx(t) belongs to some K-region at x, and, being γ special, γ(t) belongs to
a slightly larger K-region for all t close enough to 1.

In particular, condition (ii) makes sense; but it is harder to verify. The usual approach is the following:
for t ∈ [0, 1) set

ψt(ζ) = γx(t) + ζ
(
γ(t)− γx(t)

)
,

and
r(t,M1) = sup

{
r > 0

∣∣ ψt(∆r) ⊂ KD∩U
z0 (x,M1)

}
.

The contracting property of the Kobayashi distance yields

kKD∩U
z0

(x,M1)

(
γ(t), γx(t)

)
≤ ω

(
0,

1
r(t,M1)

)
;

therefore to prove (ii) it suffices to show that for any γ ∈ R there exists M1 > 1 such that r(t,M1) → +∞
as t → 1−. And to prove this latter assertion we need informations on the shape of KD∩U

z0 (x,M) near the
boundary, that is on the boundary behavior of the Kobayashi distance (and of the projection device).

Example 3.12: Both the euclidean and the canonical projection device are good on strongly convex
domains (see [A2, 4]) — and thus their localized versions are good in strongly pseudoconvex domains.
Furthermore, the canonical projection device is good in convex domains with Cω boundary (or more generally
in strictly linearly convex domains of finite type [AT2]) and in the polydisk [A5]; as far as I know, it is still
open the question of whether the canonical projection device associated to the complex geodesic ϕx(ζ) = ζx
is good in any convex circular domain.

Adapting the proof of Theorem 3.1 we get a Lindelöf principle for K-bounded functions:

Theorem 3.2: Let D ⊂ Cn be a domain equipped with a good projection device at x ∈ ∂D. Let f :D → C
be a K-bounded holomorphic function such that f

(
γo(t)

)
→ L ∈ C as t → 1− for one special restricted

curve γo ∈ R. Then f has restricted K-limit L at x.

Proof : Take γ ∈ R, and let M1 > 1 be given by condition (ii). Then if f is bounded by C on KD
z0(x,M1)

we have
k∆C

(
f
(
γ(t)

)
, f
(
γx(t)

))
≤ kKD∩U

z0
(x,M1)

(
γ(t), γx(t)

)
→ 0

as t → 1−; therefore f has limit along γ iff it does along γx. In particular, it has limit L along γox; the
classical Lindelöf principle for K-bounded functions in the disk Theorem 1.5.(b) applied to f ◦ ϕx (which
is K-bounded thanks to condition (i) in the definition of good projection devices) shows then that f has
limit L along γx for all restricted γ. But in turns this implies that f has limit L along all γ ∈ R, and we are
done.
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As the proof makes clear, replacing K-regions by other kinds of approach regions (and changing condi-
tions (i) and (ii) accordingly) one gets similar results. Let us describe a possible variation, which is useful
for instance in convex domains of finite type.

Definition 3.7: A projection device is geometrical if there is a holomorphic function p̃x:D ∩ U → ∆
such that p̃x ◦ ϕx = id∆ and γ̃x = p̃x ◦ γ for all γ ∈ P.

Example 3.13: The canonical projection device is a geometrical projection device.

Remark 3.2: In a geometrical projection device the map ϕx always is a complex geodesic of U ∩D:
indeed

kU∩D
(
ϕx(ζ1), ϕx(ζ2)

)
≤ ω(ζ1, ζ2) = ω

(
p̃x
(
ϕx(ζ1)

)
, p̃x
(
ϕx(ζ2)

))
≤ kU∩D

(
ϕx(ζ1), ϕx(ζ2)

)
for all ζ1, ζ2 ∈ ∆.

Definition 3.8: Let D ⊂ Cn be a domain equipped with a geometrical projection device at x ∈ ∂D.
The T -region of vertex x, amplitude M > 1 and girth δ ∈ (0, 1) is the set

T (x,M, δ) =
{
z ∈ U ∩D

∣∣ p̃x(z) ∈ K(1,M), kU∩D
(
z, px(z)

)
< ω(0, δ)

}
,

where px = ϕx ◦ p̃x. A function f :D → C is T -bounded at x if there is 0 < δ0 < 1 such that f is bounded
on each T (x,M, δ0), with the bound depending on M as usual.

By construction, ϕx
(
K(1,M)

)
⊂ T (x,M, δ) for all 0 < δ < 1. Furthermore, if γ ∈ R there always

are M > 1 and δ ∈ (0, 1) such that γ(t) ∈ T (x,M, δ) for all t close enough to 1. Therefore we can introduce
the following definition:

Definition 3.9: A geometrical projection device at x ∈ ∂D is T -good if for any γ ∈ R then there exist
M = M(γ) > 1 and δ = δ(γ) > 0 such that

lim
t→1−

kT (x,M,δ)

(
γ(t), γx(t)

)
= 0.

Example 3.14: The canonical projection device is T -good in all convex domains of finite type ([AT2]).

Then arguing as before we get

Theorem 3.3: Let D ⊂ Cn be a domain equipped with a T -good geometrical projection device at x ∈ ∂D.
Let f :D → C be a T -bounded holomorphic function such that f

(
γo(t)

)
→ L ∈ C as t→ 1− for one special

restricted curve γo ∈ R. Then f has restricted K-limit L at x.

Of course, to compare such a result with Theorem 3.2 one would like to know whether K-bounded
functions are T -bounded or not — and this boils down to compare K-regions and T -regions. It turns out
that to make the comparison we need another property of the projection device:

Definition 3.10: We shall say that a projection device at x ∈ ∂D preserves horospheres if

ϕx
(
E(1, R)

)
⊂ EU∩Dz0 (x,R)

for all R > 0.

Proposition 3.4: Let D ⊂ Cn be a domain equipped with a geometrical projection device at x ∈ ∂D
preserving horospheres. Then

T (x,M, δ) ⊂ KU∩D
z0

(
x,M(1 + δ)/(1− δ)

)
, (3.5)

for all M > 1 and 0 < δ < 1. Furthermore, a T -good geometrical projection device preserving horospheres
is automatically good.

Proof : First of all, we claim that
ϕx
(
K(1,M)

)
⊂ KU∩D

z0 (x,M)
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for all M > 1. Indeed, if ζ ∈ K(1,M) we have ζ ∈ E
(
1,M2/R(ζ)

)
, where R(ζ) satisfies

1
2 logR(ζ) = ω(0, ζ) = kU∩D

(
z0, ϕx(ζ)

)
as usual. But then ϕx(ζ) ∈ EU∩Dz0

(
x,M2/R(ζ)

)
, which immediately implies ϕx(ζ) ∈ KU∩D

z0 (x,M), as
claimed.

Now take z ∈ T (x,M, δ). Then we have

kU∩D
(
z, w

)
− kU∩D(z0, w) + kU∩D(z0, z)

≤ 2kU∩D
(
z, px(z)

)
+ kU∩D(px(z), w)− kU∩D(z0, w) + kU∩D

(
z0, px(z)

)
< 2ω(0, δ) + kU∩D(px(z), w)− kU∩D(z0, w) + kU∩D

(
z0, px(z)

)
for all w ∈ U ∩D. Now, p̃x(z) ∈ K(1,M); therefore px(z) ∈ KU∩D

z0 (x,M) and

lim sup
w→x

[
kU∩D(z, w)− kU∩D(z0, w)

]
+ kU∩D(z0, z) < log

(
1 + δ

1− δ

)
+ logM,

that is (3.5). Then condition (ii) in the definition of good projection device follows immediately by the
contraction property of the Kobayashi distance.

So if the projection device preserves horospheres we see thatK-bounded functions are always T -bounded,
and thus the hypotheses on the function in Theorem 3.3 are weaker than the hypotheses in Theorem 3.2.

Of course, one would like to know when a geometrical projection device preserves horospheres. It is
easy to prove that ϕx sends horocycles into large horospheres for any geometrical projection device; so if
large and small horospheres coincide (as it happens in strongly convex domains, for instance), we are done.

Another sufficient condition is the following:

Proposition 3.5: Let D ⊂ Cn be a domain equipped with a geometrical projection device at x ∈ ∂D.
Assume there is a neighbourhood V ⊆ U of x and a family Ψ:V ∩D → Hol(∆, U ∩D) of holomorphic disks
in U ∩D such that, writing ψz(ζ) for Ψ(z)(ζ), the following holds:

(a) ψz(0) = z0 = ϕx(0) for all z ∈ V ∩D;
(b) for all z ∈ V ∩D there is rz ∈ [0, 1) such that ψz(rz) = z;
(c) ψz converges to φx, uniformly on compact subsets, as z → x in V ∩D;
(d) kU∩D(z0, z)− ω(0, rz) tends to 0 as z → x in V ∩D.

Then the projection device preserves horospheres.

Proof : Since we always have

lim
t→1−

[ω(ζ, t)− ω(0, t)] = lim
t→1−

[
kU∩D

(
ϕx(ζ), ϕx(t)

)
− kU∩D

(
z0, ϕx(t)

)]
≤ lim sup

w→x

[
kU∩D(ϕx(ζ), w

)
− kU∩D(z0, w)

]
,

it suffices to prove the reverse inequality. In other words, it suffices to prove that for every ε > 0 there
is δ > 0 such that

kU∩D(ϕx(ζ), w
)
− kU∩D(z0, w) ≤ lim

t→1−
[ω(ζ, t)− ω(0, t)] + ε

as soon as w ∈ B(x, δ) ∩D ⊂ V .
First of all, we claim that for any z ∈ U ∩D and ψ ∈ Hol(∆, U ∩D) the function

t 7→ kU∩D
(
z, ψ(t)

)
− ω(0, t)

is not increasing. Indeed, if t1 ≤ t2 we have

kU∩D
(
z, ψ(t1)

)
− ω(0, t1) = kU∩D

(
z, ψ(t1)

)
+ ω(t1, t2)− ω(0, t2)

≥ kU∩D
(
z, ψ(t1)

)
+ kU∩D

(
ψ(t1), ψ(t2)

)
− ω(0, t2)

≥ kU∩D
(
z, ψ(t2)

)
− ω(0, t2).
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In particular, given ζ ∈ ∆ we can find t0 < 1 so that

kU∩D
(
ϕx(ζ), ϕx(t)

)
− ω(0, t) ≤ lim

t→1−
[ω(ζ, t)− ω(0, t)] + ε/3

when t ≥ t0.
Now choose δ > 0 such that when w ∈ B(x, δ) ∩D ⊂ V we have∣∣kU∩D(ϕx(ζ), ψw(t0)

)
− kU∩D

(
ϕx(ζ), ϕx(t0)

)∣∣ ≤ kU∩D(ϕx(t0), ψw(t0)
)
≤ ε/3

and
ω(0, rw) ≥ kU∩D(z0, w) ≥ max{ω(0, rw)− ε/3, ω(0, t0)}.

Then
kU∩D

(
ϕx(ζ), w

)
− kU∩D(z0, w) ≤ kU∩D

(
ϕx(ζ), ψw(rw)

)
− ω(0, rw) + ε/3

≤ kU∩D
(
ϕx(ζ), ψw(t0)

)
− ω(0, t0) + ε/3

≤ kU∩D
(
ϕx(ζ), ϕx(t0)

)
− ω(0, t0) + 2ε/3

≤ lim
t→1−

[ω(ζ, t)− ω(0, t)] + ε,

and we are done.

So a geometrical projection device preserves horospheres if ϕx is embedded in a continuous family of
“almost geodesic” disks sweeping a one-sided neighbourhood of x.

Example 3.15: In strongly convex domains ([Le]) and in strictly linearly convex domains of finite
type ([AT2]) the conditions of the previous proposition can be satisfied using complex geodesics. In convex
circular domains, it suffices to use linear disks (when ϕx is linear, as usual in this case). In particular, then,
the canonical projection device is good in strictly linearly convex domains of finite type and in convex circular
domains of finite type. But it might well be possible that the conditions in Proposition 3.5 are satisfied in
other classes of domains too.

It follows that, at present, we can apply Theorem 3.3 to all convex domains of finite type, because
we know that there the canonical projection device is T -good, whereas we can apply Theorem 3.2 only to
strictly linearly convex (or convex circular) domains of finite type, because of the previous two Propositions
— and to the polydisk, because we can prove directly that the canonical projection device is good there. So
Theorems 3.2 and 3.3 are applicable to different classes of domains, and this is the reason we presented both.
Anyway, it is very natural to conjecture that the canonical projection device is good in all convex domains
of finite type and in all convex circular domains.

4. The Julia-Wolff-Carathéodory theorem
We are almost ready to prove the several variables version of the Wolff-Carathéodory part of the Julia-Wolff-
Carathéodory theorem. We only need to introduce another couple of concepts.

Definition 4.1: A geometrical projection device at x ∈ ∂D is bounded if d(z, ∂D)/|1−p̃x(z)| is bounded
in U ∩D, and the reciprocal quotient |1− p̃x(z)|/d(z, ∂D) is K-bounded in U ∩D.

Notice that this condition is local, because d(z, ∂D) = d
(
z, ∂(D ∩ U)

)
if z ∈ D is close enough to x.

Since the results we are seeking are local too, when using geometrical projection devices from now on we shall
assume U = Cn, so that p̃x is defined on the whole of D, effectively identifying D with D ∩U . For instance,
results proved for strongly convex domains will apply immediately to strongly pseudoconvex domains.

Actually, geometric projection devices are very often bounded:

Lemma 4.1: Let D ⊂ Cn be a domain having the one-point boundary estimates. Then every geometrical
projection device in D is bounded.

Proof : Let us first show that d(z, ∂D)/|1− p̃x(z)| is bounded in D. Indeed we have

−1
2 log |1− p̃x(z)| ≤ −1

2 log(1− |p̃x(z)|) ≤ ω
(
0, p̃x(z)

)
≤ kD(z0, z) ≤ c2 − 1

2 log d(z, ∂D),
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and thus d(z, ∂D)/|1− p̃x(z)| ≤ exp(2c2) for all z ∈ D.
To prove K-boundedness of the reciprocal, we first of all notice that p̃x is 1-Julia at x. Indeed,

lim inf
z→x

[
kD(z0, z)− ω

(
0, p̃x(z)

)]
≤ lim inf

ζ→1

[
kD
(
ϕx(0), ϕx(ζ)

)
− ω(0, ζ)

]
= 0.

Therefore we can apply Theorem 2.3, with τ = 1 because p̃x ◦ϕx = id. Take z ∈ KD
z0(x,M), and define R(z)

by kD(z0, z) = 1
2 logR(z). Then (2.11) and Theorem 2.3 yield p̃x(z) ∈ E

(
1,M2/R(z)

)
, and so

1
2 log |1− p̃x(z)| ≤ 1

2 log(2M2)− kD(z0, z) ≤ 1
2 log(2M2) + 1

2 log d(x, ∂D)− c1,

that is |1− p̃x(z)|/d(z, ∂D) ≤ 2M2 exp(−2c1) for all z ∈ KD
z0(x,M), as claimed.

Now let D be a complete hyperbolic domain, and let f :D → ∆ be a bounded holomorphic function.
If f is β-Julia at x ∈ ∂D, we know that it has K-limit τ ∈ ∂∆ at x, and we want to discuss the boundary
behavior of the partial derivatives of f .

If v ∈ Cn, v 6= O, we shall write
∂f

∂v
=

n∑
j=1

vj
∂f

∂zj

for the partial derivative of f in the direction v. The idea is that the behavior of ∂f/∂v depends on the
boundary behavior of the Kobayashi metric in the direction v. To be more specific, let us introduce the
following definition:

Definition 4.2: Let D ⊂ Cn be a domain in Cn, and x ∈ ∂D. The Kobayashi class sx(v) and the
Kobayashi type sx(v) of a nonzero vector v ∈ Cn at x are defined by

sx(v) = {s ≥ 0 | d(z, ∂D)sκD(z; v) is K-bounded at x}, and sx(v) = inf sx(v). (4.1)

Example 4.1: If ∂D is of class C2 near x, it is easy to prove (see, e.g., [AT2]) that sx(v) ≤ 1 for
all v ∈ Cn.

Example 4.2: If D is strongly pseudoconvex, Graham’s estimates [G] show that sx(v) = 1 if v is
transversal to ∂D at x, that is if v is not orthogonal to Cnx (where nx is the outer unit normal vector to ∂D
at x, as before). On the other hand, sx(v) = 1/2 if v 6= O is complex-tangential to ∂D at x, and in both
cases sx(v) ∈ sx(v).

Example 4.3: If D is convex of finite type L ≥ 2 at x then (see [AT2]) we have sx(v) = 1 ∈ sx(v) if v
is transversal to ∂D, and 1/L ≤ sx(v) ≤ 1− 1/L if v 6= O is complex tangential to ∂D.

Example 4.4: If D ⊂ C2 is pseudoconvex of finite type L ≥ 2, then Catlin’s estimates [Ca] show that
1/L ≤ sx(v) ≤ 1/2 when v is complex tangential, and sx(v) = 1 ∈ sx(v) as always if v is transversal.

Example 4.5: The Kobayashi metric of the polydisk is given by (see, e.g., [JP, Example 3.5.6])

κ∆n(z; v) = max
j=1,...,n

{ |vj |
1− |zj |2

}
;

therefore sx(v) ≤ 1 for all x ∈ ∂∆n and v ∈ Cn, v 6= O. It is also clear that if vj = 0 when |xj | = 1, then
sx(v) = 0 ∈ sx(v). On the other hand, if there is j such that |xj | = 1 and vj 6= 0 then sx(v) = 1 ∈ sx(v).
Indeed, by (2.9) we see that if z ∈ K∆n

O (x,M) we have

1− |||z|||
1− |zj |

≥ 1
2

1− |||z|||
1 + |||z|||

1− |zj |2
|xj − zj |2

>
1

2M2

for all j such that |xj | = 1. Therefore if z ∈ K∆n

O (x,M) is close enough to x, setting

c = min{|vj | | |xj | = 1, |vj | 6= 0} > 0,
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we have

(1− |||z|||)κ∆n(z; v) ≥ c

2
max
|xj |=1
|vj |6=0

{
1− |||z|||
1− |zj |

}
>

c

4M2
> 0,

and so sx(v) = 1 ∈ sx(v) as claimed.

These results seem to suggest that the Kobayashi type might be the inverse of the D’Angelo type of ∂D
at x along the direction v (that is, the highest order of contact of ∂D with a complex curve tangent to v
at x), but we do not even try to prove such a statement here. Another open question is whether sx(v) always
belongs to sx(v) or not.

We can now state a very general Julia-Wolff-Carathéodory theorem:

Theorem 4.2: Let D ⊂ Cn be a complete hyperbolic domain equipped with a bounded geometrical pro-
jection device at x ∈ ∂D. Let f ∈ Hol(D,∆) be β-Julia at x, that is such that

lim inf
z→x

[
kD(z0, z)− ω

(
0, f(z)

)]
= 1

2 log β < +∞.

Then for every v ∈ Cn and s ∈ sx(v) the function

d(z, ∂D)s−1 ∂f

∂v
(4.2)

is K-bounded. Furthermore, it has K-limit zero at x if s > sx(v).

This statements holds, for instance, in domains locally biholomorphic to C2 convex or to convex circular
domains.

Remark 4.1: The previous statement is optimal with regard to K-boundedness, but it is only asymp-
totically optimal with regard to the existence of the limit, as the proof will make clear. The more interesting
limit case, that is the behavior of (4.2) when s = sx(v) ∈ sx(v), requires deeper tools. As we shall discuss
later, in several instances (4.2) will admit restricted K-limit but it will not admit K-limit at x when s = sx(v):
see Example 4.6. So it will be necessary to use all the machinery we discussed in the previous section. Fur-
thermore, the specific tools we shall use to deal with this case will depend more strongly on the actual shape
of the domain; a fully satisfying template approach to the limit case is yet to be found.

Example 4.6: This example, due to Rudin [Ru, 8.5.8], shows that we cannot expect the function (4.2)
to be K-bounded, let alone to have a restricted K-limit, if s < sx(v). Let ψ ∈ Hol(∆,∆) be given by

ψ(ζ) = exp
(
−π

2
− i log(1− ζ)

)
.

As ζ → 1, the function ψ(ζ) spirals around the origin without limit; moreover,

ψ′(ζ) =
i

1− ζ ψ(ζ).

Let f ∈ Hol(B2,∆) be given by

f(z1, z2) = z1 +
1
2
z2

2ψ(z1).

Then f is 1-Julia at x = (1, 0), and admits K-limit 1 at x. But

∂f

∂z1
= 1 +

iz2
2

2(1− z1)
ψ(z1),

∂f

∂z2
= z2ψ(z1);

therefore ∂f/∂z1 has restrictedK-limit 1 at x while d(z, ∂B2)s−1∂f/∂z1 blows-up at x for all s < 1. Similarly,
d(z, ∂B2)−1/2∂f/∂z2 has restricted K-limit 0 at x but d(z, ∂B2)s−1∂f/∂z2 is not K-bounded if s < 1/2.
Notice furthermore that the K-limit of ∂f/∂z1 at x does not exist.

We can now start with the
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Proof of Theorem 4.2: Take s ∈ sx(v). We shall argue mimicking the proof of the one-dimensional
Julia-Wolff-Carathéodory theorem. We shall first show that a sort of incremental ratio is K-bounded, and
then we shall use a integral formula to prove K-boundedness of the partial derivative. After that, deriving
the existence of the K-limit will be easy.

Let us first show that an incremental ratio is K-bounded. Take z ∈ KD
z0(x,M) and set

1
2 logR(z) = logM − kD(z0, z)

so that z ∈ EDz0
(
x,R(z)

)
. Then f(z) ∈ E

(
τ, βR(z)

)
, which implies as usual that

|τ − f(z)| ≤ 2βR(z).

On the other hand,
1
2 logR(z) ≤ logM − ω

(
0, p̃x(z)

)
≤ 1

2 log
[
M2|1− p̃x(z)|

]
,

and so ∣∣∣∣ τ − f(z)
1− p̃x(z)

∣∣∣∣ ≤ 2βM2. (4.3)

Now the integral formula. Take z ∈ KD
z0(x,M). Since D is complete hyperbolic (and hence taut), we

can find a holomorphic map ψ: ∆ → D with ψ(0) = z and ψ′(0) = v/κD(z; v). Then for any r ∈ (0, 1) we
can write

d(z, ∂D)s−1 ∂f

∂v
(z) = d(z, ∂D)s−1κD(z; v)(f ◦ ψ)′(0) = d(z, ∂D)s−1κD(z; v)

2πi

∫
|ζ|=r

f
(
ψ(ζ)

)
ζ2

dζ

=
1

2π

∫ 2π

0

f
(
ψ(reiθ)

)
− τ

p̃x
(
ψ(reiθ)

)
− 1

p̃x
(
ψ(reiθ)

)
− 1

p̃x(z)− 1

(
p̃x(z)− 1
d(z, ∂D)

)s
d(z, ∂D)sκD(z; v)

reiθ
dθ.

(4.4)

We must then prove that the four factors in the integrand are bounded as z varies in KD
z0(x,M).

The last factor is K-bounded by the choice of s. The third factor is K-bounded because the projection
device is bounded. To prove that the other two factors are K-bounded we shall need the following two
lemmas:

Lemma 4.3: Let D ⊂ Cn be a domain equipped with a geometrical projection device at x. Then
p̃x
(
KD
z0(x,M)

)
⊆ K(1,M) for all M > 1.

Proof : Take z ∈ KD
z0(x,M). Then

ω
(
p̃x(z), ζ)− ω(0, ζ) + ω

(
0, p̃x(ζ)

)
≤ kD

(
z, ϕx(ζ)

)
− ω(0, ζ) + kD(z0, z)

= kD
(
z, ϕx(ζ)

)
− kD

(
z0, ϕx(ζ)

)
+ kD(z0, z) + kD

(
z0, ϕx(ζ)

)
− ω(0, ζ)

≤ kD
(
z, ϕx(ζ)

)
− kD

(
z0, ϕx(ζ)

)
+ kD(z0, z),

and taking the lim sup as ζ → 1 we get the assertion.

Lemma 4.4: Let D ⊂ Cn be a complete hyperbolic domain, z0 ∈ D, and x ∈ ∂D. If M1 > M > 1 set

r =
M1 −M
M1 +M

. (4.5)

Then ψ(∆r) ⊂ KD
z0(x,M1) for all holomorphic maps ψ: ∆→ D such that ψ(0) ∈ KD

z0(x,M).

Proof : Take ζ ∈ ∆r. Then

lim sup
w→x

[
kD
(
ψ(ζ), w

)
− kD(z0, w)

]
+ kD

(
z0, ψ(ζ)

)
≤ 2kD

(
ψ(ζ), ψ(0)

)
+ lim sup

w→x

[
kD
(
ψ(0), w

)
− kD(z0, w)

]
+ kD

(
z0, ψ(0)

)
< 2ω(0, ζ) + logM ≤ log

(
M

1 + r

1− r

)
= logM1,

that is ψ(ζ) ∈ KD
z0(x,M1).
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Now we can deal with the first two factors in (4.4). Choose M1 > M and r as in (4.5). Then
ψ(reiθ) ∈ KD

z0(x,M1) for all θ ∈ [0, 2π], and (4.3) yields∣∣∣∣∣ f
(
ψ(reiθ)

)
− τ

p̃x
(
ψ(reiθ)

)
− 1

∣∣∣∣∣ ≤ 2βM2
1 ,

that is the first factor is bounded too. Finally, Lemmas 4.3 and 4.4 imply that∣∣∣∣∣1− p̃x
(
ψ(ζ)

)
1− p̃x(z)

∣∣∣∣∣ ≤M1

1−
∣∣p̃x(ψ(ζ)

)∣∣
1− |p̃x(z)| ≤ M1

2
1 + |p̃x(z)|
1− |p̃x(z)|

1−
∣∣p̃x(ψ(ζ)

)∣∣
1 +

∣∣p̃x(ψ(ζ)
)∣∣

for all ζ ∈ ∆r. Therefore

1
2 log

∣∣∣∣∣1− p̃x
(
ψ(ζ)

)
1− p̃x(z)

∣∣∣∣∣ ≤ 1
2 log

M1

2
+ ω

(
0, p̃x(z)

)
− ω

(
0, p̃x

(
ψ(ζ)

))
≤ 1

2 log
M1

2
+ ω

(
p̃x
(
ψ(0)

)
, p̃x
(
ψ(ζ)

))
≤ 1

2 log
M1

2
+ ω(0, r),

and the second factor is bounded too.
We are left to show that (4.2) has K-limit 0 when s > sx(v). But indeed choose sx(v) < s1 < s; then

we can write

d(z, ∂D)s−1 ∂f

∂v
(z) = d(z, ∂D)s−s1

[
d(z, ∂D)s1−1 ∂f

∂v
(z)
]
,

and thus it converges to 0 as z → x inside KD
z0(x,M).

Let us now discuss what happens when s = sx(v) ∈ sx(v). As anticipated before, we shall need to apply
Lindelöf principles and the material of the previous section. We shall still prove some general results, but
the deeper theorems will work for specific classes of domains only.

We begin dealing with directions transversal to the boundary. If f being β-Julia at x ∈ ∂D would imply
f ◦ ϕx being β-Julia at 1, one could try to apply the classical Julia-Wolff-Carathéodory theorem to f ◦ ϕx.
It turns out that this approach is viable when the projection device preserves horospheres:

Lemma 4.5: Let D ⊂ Cn be a complete hyperbolic domain equipped with a projection device at x ∈ ∂D
preserving horospheres. Then for any f ∈ Hol(D,∆) which is β-Julia at x, the composition f ◦ϕx is β-Julia
at 1. In particular, (f ◦ ϕx)′ has non-tangential limit βτ at 1, where τ ∈ ∂∆ is the K-limit of f at x.

Proof : Since f is β-Julia and the projection device preserves horospheres we have

f ◦ ϕx
(
E(1, R)

)
⊆ E(τ, βR)

for all R > 0. Then Lemma 1.4 yields

lim inf
z→x

[
kD(z0, z)− ω

(
0, f(z)

)]
= 1

2 log β ≥ lim inf
ζ→1

[
ω(0, ζ)− ω

(
0, f
(
ϕx(ζ)

))]
≥ lim inf

ζ→1

[
kD
(
z0, ϕx(ζ)

)
− ω

(
0, f
(
ϕx(ζ)

))]
≥ lim inf

z→x

[
kD(z0, z)− ω

(
0, f(z)

)]
,

and we are done.

This is enough to deal with transversal directions, under the mild hypotheses that sx(v) ≤ 1 for all
v ∈ Cn (which might be possibly true in all complete hyperbolic domains) and that the radial limit of ϕ′x
at 1 exists (this happens in convex domains of finite type or in convex circular domains, for instance). Indeed
we have
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Corollary 4.6: Let D ⊂ Cn be a complete hyperbolic domain equipped with a good bounded geometrical
projection device at x ∈ ∂D preserving horospheres. Assume moreover that 1 ∈ sx(v) for all v ∈ Cn, v 6= O,
and that the radial limit νx = ϕ′x(1) of ϕ′x at 1 exists. Finally, let f ∈ Hol(D,∆) be β-Julia at x, and denote
by τ ∈ ∂∆ its K-limit at x. Then:

(i) sx(νx) = 1 and ∂f/∂νx has restricted K-limit βτ 6= 0 at x;
(ii) if moreover sx(vT ) < 1 for all vT 6= O orthogonal to νx, then for all vN not orthogonal to νx the function

∂f/∂vN has non-zero restricted K-limit at x, and sx(vN ) = 1.

Proof : The previous lemma implies that (f ◦ ϕx)′ has radial limit βτ 6= 0 at 1. Now write

∂f

∂νx

(
ϕx(t)

)
= dfϕx(t)(νx) = (f ◦ ϕx)′(t) + dfϕx(t)

(
νx − ϕ′x(t)

)
. (4.6)

Since 1 ∈ sx(v) for all v ∈ Cn, Theorem 4.2 implies that the norm of dfz is K-bounded at x; therefore (4.6)
yields

lim
t→1−

∂f

∂νx

(
ϕx(t)

)
= βτ,

and (i) follows from Theorems 3.2 and 4.2, because βτ 6= 0. If vN is not orthogonal to νx, we can write
vN = λνx + vT with λ 6= 0 and vT orthogonal to νx. Therefore

∂f

∂vN
= λ

∂f

∂νx
+

∂f

∂vT
,

and (ii) follows from (i) and Theorem 4.2.

We recall that for this statement to hold it is necessary to use restricted K-limits and not K-limits: see
Example 4.6.

Remark 4.2: If D is strongly convex or convex of finite type then ([Le], [AT2]) νx is a complex
multiple of nx. Therefore in these cases “orthogonal to νx” means “complex tangential to ∂D at x”, and
“not orthogonal to νx” means “transversal to ∂D at x”. But the previous corollary does not a priori require
any smoothness on ∂D.

Remark 4.3: As it stands, Corollary 4.6 applies for instance to projection devices that are the local-
ization of the canonical projection device in strongly convex domains, or of the canonical projection device
in strictly linearly convex domains of finite type. However, once this statement holds for a projection device,
one might derive similar statements for not necessarily geometrical projection devices. For instance, in [A4]
it is shown how to derive a similar result for the localization of the euclidean projection device in strongly
pseudoconvex domains knowing Corollary 4.6 for the (geometrical, good and bounded) localization of the
canonical projection device.

If D is a convex Reinhardt domain, we can use a completely different approach, not depending on the
degree of smoothness of the boundary. We already noticed that in this case the canonical projection device
is bounded and preserves horospheres; if moreover it is good (as, for instance, in the polydisk) we have the
following

Theorem 4.7: Let D ⊂⊂ Cn be a convex Reinhardt domain, equipped with the canonical projection device
at x ∈ ∂D with ϕx(ζ) = ζx. Assume that this projection device is good. Let f ∈ Hol(D,∆) be β-Julia at x,
and let v ∈ Cn be such that sx(v) = 1 ∈ sx(v). Then ∂f/∂v has restricted K-limit at x.

Proof : By Theorems 3.2 and 4.2 it suffices to prove that ∂f/∂v(tx) converges as t→ 1−.
Let M be the set of all n-uple of natural numbers k = (k1, . . . , kn) ∈ Nn with k1, . . . , kn relatively prime

and |k| = k1 + · · ·+ kn > 0. For z ∈ Cn and k ∈ Nn we write zk = zk1
1 · · · zknn . For each k ∈M we choose a

point y(k) ∈ ∂D such that
max{|xk| | x ∈ ∂D} = |y(k)k|,

and we set
Σk = {x ∈ ∂D | |xj | = |yj(k)| for j = 1, . . . , n}.
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For instance, if D = ∆n we can take y(k) = (1, . . . , 1) and Σk = (∂∆)n for all k ∈M .
Let τ ∈ ∂∆ be the K-limit of f at x. Since the function (τ + f)/(τ − f) has positive real part, the

generalized Herglotz representation formula proved in [KK] yields

τ + f(z)
τ − f(z)

=
∑
k∈M

 ∫
Σk

wk + zk

wk − zk dµk(w) + Ck

 , (4.7)

for suitable Ck ∈ C and positive Borel measures µk on Σk; the sum is absolutely converging.
Let Xk = {w ∈ Σk | wk = xk}, and set βk = µk(Xk) ≥ 0 and µok = µk − µk|Xk , where µk|Xk is the

restriction of µk to Xk (i.e., µk|Xk(E) = µk(E ∩Xk) for every Borel subset E).
Using these notations (4.7) becomes

τ + f(z)
τ − f(z)

=
∑
k∈M

βk xk + zk

xk − zk +
∫

Σk

wk + zk

wk − zk dµ
o
k(w) + Ck

 . (4.8)

In particular, if z = tx = ϕx(t) we get

τ + f(tx)
τ − f(tx)

=
∑
k∈M

βk 1 + t|k|

1− t|k| +
∫

Σk

wk + t|k|xk

wk − t|k|xk dµ
o
k(w) + Ck

 . (4.9)

Let us multiply both sides by (1− t), and then take the limit as t→ 1−. The left-hand side, by Lemma 4.5
and Proposition 1.6, tends to 2τ/β. For the right-hand side, first of all we have

1 + t|k|

1− t|k| (1− t) =
1 + t|k|

1 + · · ·+ t|k|−1
→ 2
|k| .

Next, if |xk| < |y(k)k| it is clear that

(1− t)
∫

Σk

wk + t|k|xk

wk − t|k|xk dµ
o
k(w)→ 0. (4.10)

Otherwise, since µok(Xk) = 0, for every ε > 0 there exists an open neighborhood Aε of Xk in Σk such
that µok(Aε) < ε. Then

(1− t)

∣∣∣∣∣∣
∫

Σk

wk + t|k|xk

wk − t|k|xk dµ
o
k(w)

∣∣∣∣∣∣
= (1− t)

∣∣∣∣∣∣∣
∫
Aε

wk + t|k|xk

wk − t|k|xk dµ
o
k(w) +

∫
Σk\Aε

wk + t|k|xk

wk − t|k|xk dµ
o
k(w)

∣∣∣∣∣∣∣
≤ 2

1− t
1− t|k| ε+ (1− t)

∣∣∣∣∣∣∣
∫

Σk\Aε

wk + t|k|xk

wk − t|k|xk dµ
o
k(w)

∣∣∣∣∣∣∣→
2
|k|ε.

Since this happens for all ε > 0, it follows that (4.10) holds in this case too. Summing up, we have found

τ

β
=
∑
k∈M

βk
|k| ; (4.11)
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in particular, the series on the right-hand side is converging.
Without loss of generality, we can assume that v = ∂/∂z1. Then differentiating (4.8) with respect to z1

we get

∂f

∂z1
(z) = τ

(
τ − f(z)

)2 ∑
k∈M

k1
zk

z1

βk xk

(xk − zk)2
+
∫

Σk

wk

(wk − zk)2
dµok(w)

 . (4.12)

Then we have

∂f

∂z1
(tx) = τ

(
τ − f(tx)

1− t

)2 ∑
k∈M

k1t
|k|−1x1

[
βk

(
1− t

1− t|k|
)2

+ xk(1− t)2

∫
Σk

wk

(wk − t|k|xk)2
dµok(w)

]
.

The same argument used before shows that

(1− t)2

∫
Σk

wk

(wk − t|k|xk)2
dµok(w)→ 0

as t→ 1−. Therefore
lim
t→1−

∂f

∂z1
(tx) = β2τx1

∑
k∈M

βk
k1

|k|2 , (4.13)

where the series is converging because βkk1/|k|2 ≤ βk/|k|, and we are done.

We end this survey by presenting two results for the case of complex tangential directions.
In the polydisk we have seen that either sx(v) = 1 or sx(v) = 0 for any v ∈ Cn, and in the latter case

κD(z; v) is bounded for z close to x. The former case is dealt with in the previous theorem; but even in the
latter case (which is the embodiment of “complex tangential” for the polydisk) we can prove that ∂f/∂v
behaves as we expect:

Proposition 4.8: Let f ∈ Hol(∆n,∆) be β-Julia at x ∈ ∂∆n. Take v ∈ Cn such that vj = 0 when |xj | = 1,
so that sx(v) = 0 ∈ sx(v). Then

d(z, ∂D)−1 ∂f

∂v
(z)

has restricted K-limit 0 at x.

Proof : Since the canonical projection device is bounded, it suffices to prove that the holomorphic function

(
1− p̃x(z)

)−1 ∂f

∂v
(z) (4.14)

has restricted K-limit 0; we recall that, in this case, p̃x: ∆n → ∆ is given by (see [A5])

p̃x(z) =
1
dx

(z, x̌),

where dx is the number of components of x of modulus 1, and

x̂j =
{
xj if |xj | = 1,
0 if |xj | < 1.

Therefore it is enough to prove that (4.14) is K-bounded and that it tends to 0 when restricted to the radial
curve t 7→ tx.
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We argue as in the proof of Theorem 4.2. For j = 1, . . . , n and z ∈ ∆n set

wj(z) =
vj

(1− |zj |2)κ∆n(z; v)

and define ψz ∈ Hol(∆,∆n) by

ψz(ζ) =
(
ζw1 + z1

1 + z1w1ζ
, . . . ,

ζwn + zn
1 + znwnζ

)
.

Then we have ψz(0) = z and ψ′z(0) = v/κ∆n(z; v), so that we can write

(
1− p̃x(z)

)−1 ∂f

∂v
(z) =

(
1− p̃x(z)

)−1
κ∆n(z; v)(f ◦ ψz)′(0)

=
1

2π

∫ 2π

0

f
(
ψz(reiθ)

)
− τ

p̃x
(
ψz(reiθ)

)
− 1

p̃x
(
ψz(reiθ)

)
− 1

p̃x(z)− 1
κ∆n(z; v)
reiθ

dθ,
(4.15)

for any r ∈ (0, 1). The proof of Theorem 4.2 then shows that (4.14) is K-bounded as well as all the factors
in the integrand.

Now let z = ϕx(t) = tx. Then Lemma 4.5, Theorem 3.2 and Proposition 1.6 imply that the first factor
in the integrand converges to βτ as t→ 1−, where τ ∈ ∂∆ is the K-limit of f at x. The choice of v implies
that

lim
t→1−

κ∆n(tx; v) = max
|xj |<1

{ |vj |
1− |xj |2

}
= c < +∞.

Finally, again the choice of v implies p̃x
(
ψtx(ζ)

)
= t = p̃x(tx) for all t > 0, and thus

lim
t→1−

(
1− p̃x(tx)

)−1 ∂f

∂v
(tx) =

cβτ

2rπ

∫ 2π

0

dθ

eiθ
= 0,

and the assertion follows from Theorem 3.2.

We remark that this result is more precise than [A5, Proposition 4.8].
We end with a final result in the case of complex tangential directions, whose proof has a fairly different

flavor. We shall state the result for strongly convex domains only; but the same argument (due to Rudin [Ru,
Proposition 8.5.7]) works in convex domains of finite type too (see [AT2]).

Proposition 4.9: Let D ⊂⊂ Cn be a strongly convex domain, equipped with the canonical projection device
at x ∈ ∂D. Let v ∈ Cn be complex tangential to ∂D at x, so that sx(v) = 1/2 ∈ sx(v). Let f ∈ Hol(D,∆)
be β-Julia at x. Then

d(z, ∂D)−1/2 ∂f

∂v
(z)

has restricted K-limit 0 at x.

Proof : As usual, it suffices to show that

lim
t→1

1
(1− t)1/2

∂f

∂v

(
ϕx(t)

)
= 0. (4.16)

We need some preparation. Consider the map Φ: ∆× C→ Cn given by

Φ(ζ, η) = ϕx(ζ) + ηv.

Clearly, Φ−1(D) ∩ (C× {0}) = ∆ and Φ−1(D) ∩ ({ζ} × C) is convex for all ζ ∈ ∆. Furthermore, since D is
strongly convex, v is complex tangential to ∂D at x and t 7→ ϕx(t) is transversal, there is an euclidean ball
B ⊂ Φ−1(D) of center (t0, 0) and radius 1− t0 for a suitable t0 ∈ (0, 1).
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Now define h̃:B → ∆ by
h̃(ζ, η) = f

(
Φ(ζ, η)

)
.

We remark that h̃(ζ, 0) = f
(
ϕx(ζ)

)
and ∂h̃(ζ, 0)/∂ζ = ∂f

(
ϕx(ζ)

)
/∂v. Hence we can write

h̃(ζ, η) = f
(
ϕx(ζ)

)
+ η

∂f

∂v

(
ϕx(ζ)

)
+ o(|η|).

Set
h(ζ, η) = f

(
ϕx(ζ)

)
+ 1

2η
∂f

∂v

(
ϕx(ζ)

)
= f

(
ϕx(ζ)

)
+ η(1− ζ)1/2g(ζ),

where g(ζ) = 1
2 (1− ζ)−1/2∂f

(
ϕx(ζ)

)
/∂v. Since h is the arithmetic mean of the first two partial sums of the

power series expansion of h̃, it sends B into ∆. Furthermore, (4.16) is equivalent to g(t)→ 0 as t→ 1.
Choose ε > 0 and set c = β2/ε2(1− t0). We wish to estimate

lim sup
t→1

∣∣g(t+ ic(1− t)
)∣∣.

Set ζt = t+ ic(1− t); it is easy to check that (ζt, 0) ∈ B if (1− t) ≤ 2(1− t0)/(1 + c2). Moreover

(1− t0)2 − |ζt − t0|2 > (1− t0)(1− t)

if (1− t) < (1− t0)/(1 + c2); hence if t is sufficiently close to 1 we can find ηt ∈ C such that

(1− t0)2 − |ζt − t0|2 > |ηt|2 > (1− t0)(1− t) (4.17)

and
ηt(1− ζt)1/2g(ζt) ∈ R. (4.18)

In particular, (ζt, ηt) ∈ B if (1− t) < (1− t0)/(1 + c2). By definition,

|1− ζt| = (1− t)
√

1 + c2 ≥ c (1− t);

hence (4.17) yields
|ηt(1− ζt)1/2g(ζt)| ≥ (1− t0)1/2c1/2(1− t)|g(ζt)|. (4.19)

Now, ζt ∈ K(1, 2
√

1 + c2) if (1− t) < (1− t0)/(1 + c2); hence, by Lemma 4.5 and Proposition 1.6,

1− f
(
ϕx(ζt)

)
1− ζt

= β + o(1)

as t→ 1, where without loss of generality we have assumed that the K-limit of f at x is 1. Therefore

f
(
ϕx(ζt)

)
= 1−

(
β + o(1)

)
(1− ic)(1− t). (4.20)

Putting together (4.18), (4.19) and (4.20) we get

1 ≥ Re[h(ζ, η)] ≥ 1−
(
β + o(1)

)
(1− t) + (1− t0)1/2c1/2(1− t)|g(ζt)|,

that is

|g(ζt)| ≤
β + o(1)

(1− t0)1/2c1/2
.

Therefore
lim sup
t→1

∣∣g(t+ ic(1− t)
)∣∣ ≤ β

(1− t0)1/2c1/2
= ε.

Clearly the same estimate holds for ζ ′t = t− ic(1− t). Since |g(ζ)| is bounded in the angular region bounded
by these two lines, it follows that

lim sup
t→1

|g(t)| ≤ ε.

Since ε is arbitrary, the assertion follows.
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[He] M. Hervé: Quelques propriétés des applications analytiques d’une boule à m dimensions dans elle-
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